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Abstract

PIM (Processor in Memory) architectures are being proposed for future supercomputers, because they reduce the problems that SMP MPPs have with latency. However, they do not meet the SMP MPP balance factors. Being relatively processor rich and memory starved, it is unclear whether an ASCI application could run on them, either as-is or with recoding. The KBA (Koch-Baker-Alcouffe) algorithm (Koch, 1992) for particle transport (radiation transport) is shown not to fit on PIMs as written. When redesigned with a 3-D allocation of cells to PIMs, the resulting algorithm is projected to execute an order of magnitude faster and more cost-effectively than the KBA algorithm, albeit with high initial hardware costs.
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### Acronyms and Abbreviations

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>KBA</td>
<td>Koch-Baker-Alcouffe algorithm for radiation transport/particle transport, (Koch, 1992)</td>
</tr>
<tr>
<td>MPP</td>
<td>massively parallel processor</td>
</tr>
<tr>
<td>MPU</td>
<td>micro-processing unit, microprocessor</td>
</tr>
<tr>
<td>PIM</td>
<td>processor in memory or processing in memory chip</td>
</tr>
<tr>
<td>SMP</td>
<td>shared-memory or symmetric multiprocessor</td>
</tr>
<tr>
<td>SWEEP3D</td>
<td>a benchmark implementation of the KBA algorithm</td>
</tr>
</tbody>
</table>
Introduction

PIM (Processor in Memory) architectures are being proposed for future supercomputers. They offer many more processors than conventional SMP clusters and MPP designs in the same number of chips. This allows their proponents to quote much higher FLOPS ratings, but they appear to have some limitations that may make them unusable. Here we evaluate whether PIMs have the potential of being significantly more cost-effective than conventional designs for running an important application: particle transport.

PIMS: What and Why?

1. What are PIMs?

PIMs are “Processor In Memory” or “Processing in Memory” architectures. They combine processors and memories on the same chip.

2. Why should we even be considering new designs? Don’t the current microprocessor-based designs work well enough?

They work well enough for now, but they will have problems reaching the Petaflops range. Due to the number of pins per chip growing much more slowly than the number of transistors on a chip, the bandwidth to external memory is not growing at anywhere near the rate of processing power on the chip. With the increase in clock speed, given the fixed speed of light, external memory latency as a multiple of chip clock cycles is growing. More processor chip space (currently about 60%) is being devoted to cache and speculative execution.

Little's Law from queueing theory has an application here:

\[ \text{concurrency} = \text{latency} \times \text{FLOPS} \]

With latency at one nanosecond, a petaflops system requires 1,000,000 processors. At $100 per micro-processor, that's already $100,000,000 ($100M) for a system, even before memory chips, boards, wiring, and peripherals.
3. And PIMs would overcome these problems?

PIMs can be packed more tightly than collections of separate processors and memories, allowing a larger computer to be housed in the same space. That is already an improvement, even before considering the problem of latency. With memory available directly on the chip, the latencies are a much smaller problem, allowing more of the chip space to be devoted to processors and memory. There is no need to devote 60% or more of the MPU circuitry to hiding latency.

PIMs allow a huge number of processors, several hundred, to be placed on a chip. Suppose there are 100 processors on a PIM. If conventional microprocessors are replaced with PIMS, there is a potential 100-fold increase in processing speed for the same number of chips. It is unlikely these processors can all be kept busy full time, but even then (other things being equal) as long as they are even 1% utilized, they are at least as good as micro processors.

Of course, other things might not be equal. If the PIMs cost say $300 per chip and micro-processors cost $100, then the processors on an SRAM PIM would need to be kept 3% utilized to maintain the same cost per FLOPS. DRAM PIMs might be 1/3 to 1/2 the speed of SRAM, so they would need to be kept 6% to 10% utilized.

Consider another approach to PIMs. Suppose we combine precisely one processor with memory on a chip. If we start with a conventional system containing P processors and M memories on a board, what would happen if we replaced each processor and memory chip with one of these single-processor PIM? Let A be the chip area in cm², L be the number of logic gates per cm², and D be the DRAM bits per cm². Given the estimate of 3,000,000 logic gates in a RISC processor, the fraction, f, of a chip available to memory after allocating space to a processor is:

\[ f = \frac{A \cdot L - 3 \times 10^6}{A \cdot L} \]

which leaves space for \( f \times A \times D \) bits of memory per chip.

The discrete MPU system has P processors and M memories containing \( M \times A \times D \) bits. Assuming the same chip area for both processor and memory chips, the PIM system has \( P + M \) processors and \( (P + M) \times f \times A \times D \) bits of memory. The PIM system will not only have more processors, but it will have more memory as long as \( M < \left( \frac{f}{1-f} \right) P \). Currently the cross-over point appears to be somewhere in the 15-25 memory-chips-per-processor range. More than that, the space removed from
DRAMs for processors will be more than the space on the MPU chips reallocated to memory.

Admittedly, this is a crude estimate, since the chip area for processors is not necessarily the same as for DRAM, and PIMs with only one processor per chip are not being proposed. Still, it does indicate the possibility of replacing conventional systems with PIM-based systems with no loss of either processors or memory. It must also be confessed that DRAM technology processors will have maybe one half the clock rate of conventional MPUs and three times the latency. At two to three DRAMs per MPU, the aggregate instruction rate will still go up.

4. Can we make the possibility of a PIM-based application more concrete?

The Blue Gene/Cyclops system being designed by IBM has the preliminary design specifications outlined in Table 1 on page 11. We will estimate the performance of particle transport on it later in this paper.

<table>
<thead>
<tr>
<th>TABLE 1. Blue Gene/Cyclops parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>parameter</td>
</tr>
<tr>
<td><strong>Processor</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Number of processors</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Thread unit</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Cycle time</strong></td>
</tr>
<tr>
<td><strong>Floating point unit</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
TABLE 1. Blue Gene/Cyclops parameters

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local SRAM</td>
<td>64K bytes per processor</td>
</tr>
<tr>
<td></td>
<td>part for local use (with contiguous address range)</td>
</tr>
<tr>
<td></td>
<td>part contributed to interleaved chip-global address space, interleaved in 64 byte chunks</td>
</tr>
<tr>
<td></td>
<td>6.4 Mbyte per PIM chip [inferred from bytes per processor and processors per chip]</td>
</tr>
<tr>
<td>Icache</td>
<td>32 K bytes, 8-way associative</td>
</tr>
<tr>
<td></td>
<td>16 instructions per clock cycle (aligned to nearest boundary of 4)</td>
</tr>
<tr>
<td></td>
<td>Latency: 1 cycle for directory, 1 cycle for SRAM</td>
</tr>
<tr>
<td></td>
<td>number of processors sharing cache not yet decided</td>
</tr>
<tr>
<td>On-chip communication</td>
<td>each processor may issue one remote load per clock cycle or one remote store per two clock cycles</td>
</tr>
<tr>
<td></td>
<td>Remote loads and stores may be to the &quot;private&quot; SRAM of another processor or to the global, 64byte interleaved address space</td>
</tr>
<tr>
<td>Off-chip DRAM</td>
<td>2 DIMM modules per PIM chip</td>
</tr>
<tr>
<td></td>
<td>1 Gbyte RDRR DRAM</td>
</tr>
<tr>
<td></td>
<td>4Gbytes per second bandwidth using block transfers</td>
</tr>
<tr>
<td>Off-chip communication</td>
<td>6 outgoing channels</td>
</tr>
<tr>
<td></td>
<td>6 incoming channels</td>
</tr>
<tr>
<td></td>
<td>each channel with 20 differential pair, 2Gbits/sec/pair,</td>
</tr>
<tr>
<td></td>
<td>48 Gbytes per second aggregate bandwidth</td>
</tr>
<tr>
<td></td>
<td>4 Gbytes per second per channel</td>
</tr>
<tr>
<td></td>
<td>chip has an integrated router</td>
</tr>
<tr>
<td></td>
<td>Latency is not specified</td>
</tr>
<tr>
<td>Petaflops machine</td>
<td>22 x 22 x 22, 10k node machine</td>
</tr>
<tr>
<td>Standard cell size</td>
<td>1.92 micron^2, approximately 520K standard cells per mm^2.</td>
</tr>
<tr>
<td>SRAM bit size</td>
<td>1.6 cells/bit</td>
</tr>
<tr>
<td>ECC overhead</td>
<td>12 bits ECC for each 64 bits of memory</td>
</tr>
</tbody>
</table>
PIMS: What and Why?

**TABLE 1. Blue Gene/Cyclops parameters**

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor area</td>
<td>2 mm$^2$ for 2 thread units and floating point unit</td>
</tr>
<tr>
<td>ICache area</td>
<td>2.2 mm$^2$ shared among 5 processors (= 10 thread units)</td>
</tr>
<tr>
<td></td>
<td>.22 mm$^2$ ICache per thread unit.</td>
</tr>
<tr>
<td></td>
<td>.44 mm$^2$ ICache per processor.</td>
</tr>
</tbody>
</table>

5. *Don’t PIMs have some problems?*

A major problem is that with the massive number of processors proposed for each chip, there is much less memory per processor than in conventional computer nodes. There are serious questions about whether a program and data would fit on a PIM chip. A PIM may need external memory, and if that is the case, there are questions about whether there would be sufficient bandwidth to the external memory to keep the processors busy. In any case, it is likely the algorithms would have to be recoded to fit on a PIM design, and that is only worth doing if the PIM offers significantly improved performance.

6. *So, how can we evaluate whether PIMs offer “significantly improved performance”?*

Remember, we only need a few percentage points utilization to come out ahead, so it may not be difficult to make a case for PIMs. It does require considering how specific applications can be fitted to the chips and how they could be expected to perform. Probably the best way to make a case is to take applications that account for a significant fraction of the current compute load, estimate their performance and cost-effectiveness on PIMs, and compare them to their performance on more conventional SMPs.

Particle transport, or radiation transport, reputedly accounts for 50% to 80% of the machine time at the DOE national labs (Mathis, 2000).
7. *What is "particle transport"?*

"Particle transport," or "radiation transport," analyzes the flux of photons and/or other particles through a space. It can be used for analyzing fires, explosions, and nuclear reactions without having to run experiments.

8. *How do particle transport codes work?*

$S_N$ algorithms solve Boltzmann transport equation over a grid—here we are most interested in a structured grid. Although there are infinitely many points in space, infinitely many angles, and infinitely many energy levels, we divide up space into a finite mesh of cells and envision particles flowing through the cells along a finite number of beams (see Figure 1 on page 14) that cross at fixed angles. The particles flowing along these beams occupy fixed energy levels.

![Figure 1. Angles for beams of energy flowing through a cell.](image)

The analysis computes how the flux of particles and such things as the temperature in the cell will change over time. The algorithm iteratively solves equations for the...
state of the cell each time-step from its state and the states of neighboring cells at the previous time step and from the flux from and to the outside. Based on the material in the cell and its temperature, some particles flowing through it are scattered, some are absorbed, some pass through unaltered.

The equation can be solved using wavefronts. The equations for each angle can be formulated as a lower triangular matrix, but it is easier to think of the solution as a wave sweeping from one corner of the space to the opposite corner. For each angle leaving the upper front left corner and pointing into the grid (see Figure 2 on page 15), the equations can be solved in the cells as they are visited by a wave spreading out from that corner, across the space, and to the opposite corner (Figure 3 on page 16). The angles that can be solved in a wave going in the same direction are considered to be in the "same octant."

![Figure 2. Angles in one octant.](image)

The formulas for each angle, energy level, and particle species leaving one corner are calculated separately. What results is a sweep of a series of angle/energy/particle waves pipelined together leaving one corner and flowing to the opposite as shown in Figure 4 on page 16. Each iteration involves passing a sweep from each corner to the opposite corner, eight sweeps in total, and there are several iterations for each time step until the solution converges. At each cell, the local part of the equation is solved given the solutions for the neighboring cells that have already just been computed during the sweep. Only a single floating point number needs to
be sent from one cell to each down stream neighbor for each angle/energy/particle wave.

FIGURE 3. Wavefront leaving one corner.

FIGURE 4. Multiple wavefronts sweeping from one corner.
In theory, each cell can be given to a processor, but before PIMs, processors were nowhere near abundant enough to allocate to individual cells. Moreover, where processors are a scarce resource, it is important to utilize them efficiently. The cells in front of and behind the wave are not being updated. If contiguous blocks of cells are assigned to processors, the processors for the cells in front and behind will not be executing. There are a number of techniques for increasing the utilization of processors, the fraction of processors that are busy at any one time. (Utilization is not the main goal, of course. A single processor would have 100% utilization, but a huge, unusable time to solution.)

9. So, what are the techniques for improving utilization?

The wider the sweep of waves compared to the number of processors, the larger fraction of the processors that are kept busy. A block of cells can be assigned to the same processor so that processor will be kept busy handling all of them. Indeed, the conventional way to solve the equations, the KBA (Koch, 1992) (Baker, 1997) algorithm, uses a two-dimensional array of processors of size \( P_x \times P_y \). Let the dimensions of the mesh of cells be \( X, Y \) and \( Z \), and let \( K_x = \left\lfloor \frac{X}{P_x} \right\rfloor \) and \( K_y = \left\lfloor \frac{Y}{P_y} \right\rfloor \).

(Where \( \lfloor x \rfloor \) is the smallest integer greater than or equal to \( x \), \( \lfloor x \rfloor \) is the largest integer less than or equal to \( x \).) The 3-D space of cells is placed on the 2-dimensional array of processors so that the cell at position \( (x, y, z) \) is on processor \( \left( \left\lfloor \frac{x}{K_x} \right\rfloor, \left\lfloor \frac{y}{K_y} \right\rfloor \right) \).

Figure 5 on page 18 shows processing in the KBA algorithm where the front-left processor is working on its third element(s) while its orthogonal neighbors are working on their second elements and the three processors adjacent to them are working on their first. When viewed from the top, the KBA wave front may appear as shown in Figure 6 on page 19. Actually, the width of the sweep is often longer than the number of diagonals of processors in the 2D mesh, so for a significant fraction of the time, all processors are busy. Increasing the width is the fact that after passing waves for all angles and energy levels for the top corner, all the angles and energies from the bottom corner are passed, doubling the width of the sweep.

To increase the efficiency still further, a corner can start its sweep just after the sweep from the preceding neighboring corner has passed by, as shown in Figure 7 on page 20. Here the sweep from A to C has just passed by corner B, allowing it to begin its sweep. After the sweep from B to D passes by corner C, it can begin its sweep.
The sweeps work well on distributed memory machines, especially meshes. Values can be sent in messages to neighboring cells which can be in neighboring processors. With message passing, some more factors come in. The overhead for starting a message transmission may be large enough that it is better to send a block of values. Thus a processor will not send a single angle-energy level value to a neighboring cell as soon as it has been computed, but will wait until it has computed updates for several angles and pass the values for those angles together in a message. Moreover, the processor can update one or more planes of cells before sending a message, updating a block of $K_x \times K_y \times K$ cells, where $K$ is set to optimize the grain size; i.e., the computation to communication ratio.

1. Strangely, the SWEEP3D benchmark program passes the source of the sweeps from A to B to D to C, losing some overlap.

_Projecting Algorithm Performance_
10. How long does it take to run? Are there models of the performance of particle transport code?

There are several. The ASCI benchmark code, SWEEP3D, which uses a two-dimensional array of processors, is the code usually analyzed. The documentation that comes with SWEEP3D includes an analysis of the number of steps of computation, ignoring the communication costs. It calculates the time required to send waves from each corner of the solid to the opposite corner:

$$2(2m_{mo}k_b + (n_{poe} - 1) + 2m_{mo}k_b + (n_{poe} - 1) + (n_{poe} - 1)) 	imes (n_{poe} \times n_{poe})$$

where $m_{mo}$ is the number of angles processed at a time (the number per octant divided by a blocking factor), $k_b$ is the number of planes processed at the same time (what we called $K$ above), $n_{poe}$ and $n_{poe}$ are what we were calling $K_x$ and $K_y$.

The formula starts with the number of steps a wave of width $2m_{mo}k_b$ from corner A...
(Figure 7 on page 20) takes to pass corner B, $2m_{mo}k_b + (n_{pei} - 1)$, followed by the time it takes for the subsequent wave from corner B to pass through the entire grid, $2m_{mo}k_b + (n_{pei} - 1) + (n_{pej} - 1)$. It then doubles that to account for the next waves starting from D and C. Each step is multiplied by the number of cells updated by a processor, $(n_{pei} \times n_{pej})$.

Hoisie, Lubeck, and Wasserman of LANL (Hoisie, 2000b) provide an analysis that accounts for communication costs, but in their paper, they only consider a wave passing from one corner of the mesh of processors to the other. The time required for a wave to pass through the 2D array is

$$t = t^{\text{comp}} + t^{\text{comm}}$$  \hspace{1cm} \text{(EQ 1)}$$

where

$$t^{\text{comm}} = \sum_{i=1}^{P} \sum_{j=1}^{P} \left(2m_{mo}k_b + (n_{pei} - 1) + (n_{pej} - 1)\right)$$  \hspace{1cm} \text{(EQ 2)}$$
$T^{\text{comp}} = [(P_x + P_y - 1) + (N_{\text{sweep}} - 1)] \times T_{\text{cpu}}$

$T^{\text{comm}} = [2(P_x + P_y - 2) + 4(N_{\text{sweep}} - 1)] \times T_{\text{msg}}$

$N_{\text{sweep}} = \frac{2 \cdot Z \cdot N_y \cdot N_e \cdot N_s}{K_{\text{angles}}}$

$T^{\text{comp}}$ is the time the wave spends in computation, and $T^{\text{comm}}$ the time it spends in communication. These can be added because the message passing uses MPI blocking, point-to-point communication; there is no overlap of computation with communication. $N_{\text{sweep}}$ is the width of the wave, taking into account the number of angles, $N_d$, energy levels, $N_e$, number of species of particles, $N_s$, two sources (front and back corner), and blocking $K_{\text{angles}}$ angles together in a message. Similarly, $T_{\text{cpu}}$ accounts for all the time spent updating a block of cells in a processor; and $T_{\text{msg}}$, all the time spent sending a message.

Sundaram-Stukel and Vernon provide another model for SWEEP3D that delves into the implementation of MPI_Send and MPI_Recv on the IBM SP/2 (Sundaram-Stukel 1999). We will not examine it here.

These models have been shown to accurately match actual running times for the codes.

11. Are there other ways to solve the problem?

A group at Sandia (Plimpton 2000) studied solving the problem on irregular meshes. The difficulties can be seen when the order in which cells are to be processed is expressed as a directed graph. These problems and their solutions include:

1. Each angle potentially requires a different ordering of cells, a different directed graph. Eight sweeps no longer suffice. They let all angle sweeps proceed in parallel.

2. The possibility of cycles in the directed graph of cells for an angle requires that the cycle be broken. They use old information at some points in the iteration.
3. If the mesh continues to deform, the system is required to reorder the cells in each sweep. This reordering needs to be done in parallel to prevent it from being the bottle neck.

4. Some paths through the cells are longer than others. They schedule cell updates along the critical paths before those along paths that are not critical.

Since particle/radiation transport is such an important problem, there are many other solution methods as well. In the empirical study of ASCI applications (Vetter 2002), four of the 8 applications involve particle transport. SWEEP3D is the algorithm studied here. SPHOT is a 2-D photon transport code, which does a Monte Carlo simulation of the flow of photons. IRS is the “implicit radiation solver” that uses a “flux-limited diffusion approximation using an implicit matrix solution.” UMT “solves the first-order form of the steady-state Boltzmann transport equation” for 3-D photon transport on unstructured meshes.

Fitting the applications on PIMs

12. So what about PIMs? Will the codes run as well on PIMs?

As written, they may not run at all on current PIMs. A significant question is whether the PIMs have external memory. If they do, they can run the codes as written, albeit not with the processor utilization we might hope for. The problem with the KBA decomposition is that each node must hold one or more entire columns of cells, all the cells along the Z dimension, $K_x \times K_y \times Z$ per node. The block will be too large to fit on the PIM. It may be possible to “swap in” (“pre-fetch”) planes of cells be processed, but memory bandwidth is likely to become a bottleneck long before the number of processors on a PIM will.

Since without external memory, an entire column of cells would not fit on a current PIM, we would need to resort to a 3D decomposition to have any chance of running particle transport applications. Even there, external memory is an advantage, maybe a necessity. It depends on the storage required to hold the cells plus any code and extra tables.
13. How much storage is required?

Since many of these applications are classified, it is difficult to be sure. We can estimate that a cell needs to hold at least $2 \cdot N_a \cdot N_e \cdot N_s$ floating point numbers, where the 2 allows us to keep both the old and new values.

14. How many angles, energies, and species of particles?

There are estimates of a few hundred angles, two to a few dozen energies, and one, or maybe two, species of particles (photons, neutrons). Still, we might easily need tens of thousands of floating point numbers per cell. With say 200 angles and 50 energies, we need 20,000 floats, or 160,000 bytes of storage.

A larger estimate comes from Mathis et al. (Mathis 2000): "... a trilinear discontinuous finite-element spatial discretization requires 8 unknowns per hexahedral cell, a standard S16 discrete-ordinate angular discretization has 288 unknowns, and a typical calculation might require 50 energy groups...115,200 unknowns per cell per particle per time step." At eight bytes per float, that is 921,600 bytes, nearly a megabyte per cell.

At the other extreme, the SWEEP3D benchmark reported on the average 132 bytes per cell. (The MB per partition were reported to a tenth of a megabyte, so the calculation is not precise. We averaged the reported sizes for 20x20x2, 20x20x3,... 20x20x30 meshes to get this figure.)

15. How much code and table space is required?

There is an estimate of 30 megabytes for each. For tables, the number of elements is $m \times t \times g \times s$ where $m$ is the number of materials, $t$ is the number of temperatures, $g$ is the number of energy levels, and $s$ is the number of particle species. We will consider space in more detail later in the report.

16. How much memory is available on a PIM? How many cells would fit?

This asks about two unknowns. We don’t know for sure how much space is required for cells. As for PIMs, many do not exist yet. The memory available will

2. Steve Plimpton, Sandia Labs, personal communication.

---
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vary with the design and the generation of technology. The Blue Gene/Cyclops from IBM is proposed to have 100 processors each with 64KB of memory on a chip, although it is possible the number of processors may be changed downward before first silicon. That would give 6.4 MB of memory per chip. With the Mathis estimate, we could only hold six cells per PIM. At 160,000 bytes, we could hold 40. Of course, at the 132 bytes per cell reported by SWEEP3D, we could hold 48,000 cells, way more than enough for a 2D decomposition, but that’s not very likely to be realistic.

17. How many cells would fit on future PIMs?

Erik DeBenedictis has proposed a PIM design for the year 2010 that has 16 CPUs per PIM, 8 GB internal RAM, and 100 GB DIMM RAM. With Mathis’s estimate of 921,600 bytes per cell, 8680 cells would fit on-chip on a PIM, 542 cells per processor. We could fit a $2 \times 2 \times 120$ per processor with some space to spare. That might work for current problems, but the problems we wish to run in 2010 may strain the PIM memory.

Speculating about 3-D decompositions

18. How would a 3D decomposition work?

Skeleton code for the 3D decomposition is shown in Code 1 on page 25. There are several differences from a 2D decomposition. First, the 3D decomposition on PIMs would have many more processors available, so there is potential for much higher speed. On the other hand, the number of planes from one corner to the opposite is larger than in the 2D case, so for the same width of sweep, there will be more processors ahead of and behind a sweep, leading to lower utilization. Besides, the 3D sweeps passing through a processor, containing the angles from only one corner of the rectangular solid, will be $1/(2 \times Z)$ as long as the 2D. In the 2D case, the sweeps contain data from every cell along the Z dimension and for the sweeps starting from both the front and the back corners.

We can adapt Hoisie’s, Lubeck’s, and Wasserman’s formulae (Hoisie 2000a 2000b) (Kerbyson 2002) to model the 3D case. We need to modify the model to describe all eight waves traversing the rectangular grid, rather than just one. Consider Figure 8.
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for each direction:
    for each angle, energy, particle species:
        read; read; read
        update cell
        write; write; write

CODE 1. Skeleton cell algorithm in 3D decomposition

on page 25. Suppose the first sweep of waves start from corner A, and then just when the sweep has passed by, the second sweep begins from corner B, and so on through C, D, E, F, G, and H.

![Figure 8. Source corners for 3D decomposition.](image)

The number of steps (diagonal planes) a wave will traverse from one corner of a 2D $X \times Y$ space to the opposite is $X+Y-1$, whereas the distance across a 3D $X \times Y \times Z$ space is $X+Y+Z-2$. The reason for the constants can be seen by considering the wave moving along the edges of the rectangle or rectangular solid. The edge of the wave traverses every cell on one dimension, then along the next, and then along the next (if any). This adds all the dimensions together, but the last cell along one
dimension is the first along the next, so the constants subtract out the number of
cells counted twice. If each dimension is $D$, we have

\[
2D\text{planes} = 2 \times D - 1
\]

\[
3D\text{planes} = 3 \times D - 2
\]

Let $W$ be the width of the wave based on the number of angles, energies, and parti-
cle species, and $N_{\text{sweep}}$ be the actual width of a wave. Ignoring the blocking fac-
tors used in real programs, in the 3D decomposition, they are equal, $N_{\text{sweep}3d} = W$.

In the 2-D decomposition, the wave width will be $N_{\text{sweep}2d} = 2 \times D \times W$, because it
not only contains the angles, energies, etc. leaving two corners but also values
passed for each cell along the $Z$ column.

The number of cell computations it will take for a wave to pass entirely across the
grid is $(X+Y+I+N_{\text{sweep}2d}-1)$ for the 2-D decomposition and $(X+Y+Z-
2+N_{\text{sweep}3d}-1)$ for the 3-D. Assuming each of the eight corners in turn is the
source of a wave, this responsibility being handed off from one corner to an adja-
cent corner as the last element in the wave passes, the time it takes for all waves to
complete (for a $D \times D \times D$ grid) is

\[
2D\text{compSteps} = 4 \times (2 \times D \times W) + 5 \times D - 5
\]

\[
3D\text{compSteps} = 8 \times W + 10 \times D - 10
\]

Here we are considering the length of the critical path to be strictly the number of
cell updates; we are not considering the cost of the message passing. The 2D com-
putation steps are greater than or equal to the 3D for positive dimension and wave
width. With a basic wave width ($W$) of 120, representing 6 angles per octant and 20
energy groups, and a $256 \times 256 \times 256$ grid of cells, the 2D decomposition requires
247,035 successive cell compute times, whereas the 3D decomposition requires
3510, 1.4% as many. This is a 70 to 1 ratio of 2D steps to 3D steps. Note that there
are the same number of cells to update in both cases: the overall amount of work is
the same. The difference is that the 2D algorithm must update cells one at a time
that the 3D algorithm can update in parallel. If there are enough processors ($256^2$ in
the 2D case and $256^3$ in the 3D) and if the cell updates were the only consideration,
this would mean that an application that processed a $256^3$ grid in eight months with
a 2D decomposition would finish in three and a half days with a 3D.
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19. What if the dimensions are not the same?

Then we get

\[ T^{\text{comp}} = (4 \cdot X + 4 \cdot Y + 2 \cdot Z + 8 \cdot N_{\text{sweep}} - 10) \times T_{\text{cell}} \]

See Figure 8 on page 25. Z is the vertical dimension. The factors 4 and 2 give the number of times the wave passes across the corresponding dimension. The 8 counts the number of source comers. The wave from one corner is appended to the wave from the preceding corner, accumulating eight delays waiting for waves to pass.

20. Certainly the time to solution looks good, but how efficient are the solutions? Is the PIM system cost effective? How expensive would the PIM array be?

We need to separate the questions here. First, how efficient are the solutions? The PIM solution using a 3D decomposition definitely has a lower utilization than the more conventional, 2D, MPP solution. The utilization of processors is the average number of processors busy divided by the total number of processors.

\[ 2D_{\text{utilization}} = \frac{4 \times (2 \times D \times W) \times D^2}{4 \times 2 \times D \times W + 5 \times D - 5} = \frac{8 \times D \times W}{8 \times D \times W + 5 \times D - 5} \]

\[ 3D_{\text{utilization}} = \frac{8 \times W \times D^3}{8 \times W + 10 \times D - 10} = \frac{8 \times W}{8 \times W + 10 \times D - 10} \]

For the \(256^3\) grid of cells and angles times energy levels giving a wave 120 cells wide, the 2D decomposition gives a processor utilization of 99.48% and the 3D decomposition gives a utilization of 27.35%. Remember, though, that PIMs do not even need double-digit processor utilization to be superior.

As a first approach to answering whether the PIM/3D decomposition is “cost effective,” let’s let “cost” be the amount of system resources held multiplied by length of time they are held. This reflects the two facts that (1) the more expensive the hardware, the less cost-effective the solution is, but (2) the less time required, the more cost-effective. We are ultimately interested in the cost of the hardware and the time to solution, but since that is difficult to estimate for systems that have not been proposed yet, we can estimate in terms of other, more neutral, things.
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21. What if we just count the number of processors as the cost?

If we just use a processor count, PIMs do not look good. In the 2D case, the critical path times the number of processors, \(247035 \times 256^2\), is \(1.6 \times 10^{10}\). In the 3D case, \(3510 \times 256^3 = 5.9 \times 10^{10}\).

22. What if we count memory?

If we count memory, it comes out just the opposite: we are comparing \(247035 \times 256^3\) (cell updates times number of cells) in the 2D case to \(3510 \times 256^3\) in the 3D, which has the same ratio as the run times, 70 to 1.

Combining the two, we can compute and compare the silicon area required for processors and memories in each solution. Figure 9 on page 29 graphs the amount of silicon area times cell compute times for the two solutions for the technologies projected over the next several years (ITRS, 2001). We are assuming 3,000,000 transistors per RISC processor core and 1,000,000 bytes of DRAM memory per cell. The knee occurs where the ITRS projections change from yearly to every three years.

23. What about a dollar cost?

We can identify two components:

1. The cost of the hardware for the time it is being held.
2. The cost of waiting for the answer.

For the cost of the hardware being held, we can use

\[
\text{runTime} \times \text{fractionOfMachine} \times \left( \frac{\text{price}}{\text{lifetime}} + \text{operationCost} \right)
\]

For the cost of waiting for an answer, we can use just a linear cost per day, although a quadratic formula might make more sense.

As an alternative to multiplying the cost the fraction of the machine used by the run time, we could take the cost for the minimum number of chips required to solve the problem. We would still need to estimate a lifetime and a cost of operation, but the fraction of machine is now 100%.
Speculating about 3-D decompositions

Comparing 2&3-D area x time

FIGURE 9. Silicon area times time, 3D vs. 2D

24. Even $256^2$ for the 2D case is too many processors. Be realistic.

Figure 10 on page 30 gives the resource requirements for one cycle, i.e. sweeps in all eight directions, for $50 \times 50 \times 50$ up to $260 \times 260 \times 260$ arrays of cells. As the dimension grows larger, the 3D decomposition becomes more cost effective. The cost is the area of silicon being held and the time it is held. The two components, area and time, are shown separately in Figure 11 on page 30 and Figure 12 on page 31 respectively.

Of course, this is considering only the number of cell compute times required, not the communication times.

25. What are realistic cell compute times?

Measuring SWEEP3D gave an average of 310.6 machine cycles per cell update on a machine with a 256K cache and 304.4 cycles on a machine with a 512K cache.
These were 1.55μsec on a 200MHz PC and 0.38μsec on an 800MHz machine, respectively. In any case, the code is not compute intensive.
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FIGURE 12. Run time as number of cell grind times

26. What about the communication time?

Recall Hoisie's et al. equation (Hoisie, 2000a 2000b) for the running time of one sweep across a 2D decomposition of particle transport as the sum of two components shown in Equation 2 on page 20. We need to modify the equations both for 3-dimensional meshes and for eight successive waves.

For an $D \times D \times D$ mesh, the components become approximately those shown in Equation 3 on page 31.

\[
T^{\text{comp}} = (10D + 8N_{\text{sweep}} - 10) \times T_{\text{cpu}} \\
T^{\text{comm}} = [3(10D - 10) + 6(8N_{\text{sweep}} - 1) - 4] \times T_{\text{msg}} 
\]

(EQ 3)

We say approximately because the formula for $T^{\text{comm}}$ was calculated in part from a simulation. The $3(10D - 10) + 6(8N_{\text{sweep}} - 1)$ is the value expected from a simple adaptation of Hoisie's formula. The "-4" is the most common difference observed between simulations and the adapted formula; it varies with the order in which values are read from and written to neighboring cells. (We have found it to be as low as -6.)
As can be seen, both $T^{comp}$ and $T^{comm}$ are linear in $D$, but $T^{comm}$ has a larger constant factor. Whether $T^{comm}$ will grow to dominate the run time as $D$ grows larger depends on whether $T_{msg} > T_{cpu}/3$.

It should be pointed out that Hoisie’s formula is based on synchronous communication. This assumption is not necessarily correct if the particle transport algorithms are recoded from 2D to 3D decomposition. Buffered communication should work without blocking as long as there are enough buffers. If the latency is $L$, the minimum time a message can be considered to be in the system is $2 \cdot L$, which counts both the message itself and an acknowledgement that the message has been consumed and therefore the buffer is free. If one message arrives every $T_{cpu}$ seconds, by Little’s Law we will need at least $2L/T_{cpu}$ buffers.

Simulation shows what we would expect: When we only consider message latency, asynchronous, buffered messages increase the run time of the eight sweeps only by the number of message passing steps, i.e. by $(10D - 10) \times T_{msg}$ for an $D \times D \times D$ mesh. By “only... message latency,” we exclude the costs of calling message passing routines and the costs of contention. Since the costs of calling the routines can be added to $T_{cpu}$ and bounds on the contention can be added to latency, asynchronous message passing allows us to use

$$T = (10D + 8N_{sweep} - 10) \times T_{cpu} + (10D - 10) \times T_{msg}$$

as an approximation for the run time of a set of eight sweeps. If the dimensions, X, Y, and Z, are not equal, the formula is

$$T = (4 \cdot X + 4 \cdot Y + 2 \cdot Z + 8N_{sweep} - 10) \times T_{cpu} +$$
$$\quad (4 \cdot X + 4 \cdot Y + 2 \cdot Z - 10) \times T_{msg}$$

assuming that Z is the vertical dimension pictured in Figure 8 on page 25.

The basic run time will be

$$R = N_{timesteps} \times T_{timestep}$$

$$T_{timestep} = N_{lts} \times T$$

(projecting algorithm performance)
where $N_{\text{timesteps}}$ is the number of time steps the application is solving over and $N_{\text{its}}$ is the number of iterations per time step. It ignores the time required for fault recovery, which we will take up later.

We have been using "$T_{\text{cpu}}$" here to be consistent with the Hoisie, et al., analysis. Later we will use $T_{\text{cell}}$ to represent the cell update time, and $T_{\text{block}}$ to mean what they mean by $T_{\text{cpu}}$, the update time for a $K_x \times K_y \times K_z$ block of cells. We will, alas somewhat confusingly, use $T_{\text{cpu}}$ for the processor time to update one cell, as distinct from memory fetch time and communication time.

27. It appears that on-chip memory is a serious constraint. Is it?

If the cells require a megabyte apiece, it appears that we can get only six on a BG/C PIM. If we are going to allocate a perfect cube of cells on a PIM, we can allocate only one cell per PIM, since even $2^3$ won't fit. We can, though, allocate a full six cells to a PIM by any of several allocation schemes. This would limit us to a maximum 6% processor utilization (6 out of the 100 on the chip). At 160,000 bytes per cell, a chip could hold 40 cells and still not come near to running out of processors. Remember, with PIMs, processors are not a scarce resource; even using only one processor per PIM matches an MPU chip.

28. But what if more cells fit on a PIM than it has processors?

With the BG/C, we have 187 thread units we can allocate to running cells, reserving one for communication in each direction and one for pre-fetching table elements from memory. We could allocate one thread per cell, albeit sharing floating point units. If we need more than that, the processors can be shared among the cells. With $N$ cells and $N_{\text{proc}}$ processors, each cell would get $N_{\text{proc}} / N$ of the processor cycles.

29. How would cells be allocated to PIMs?

Let's just assume that cells are contained solely in the PIM's on-chip memory, so we can allocate to a PIM only as many cells as will fit. The intuitive way to allocate
cells is to put rectangular solid blocks on PIMs, much as the KBA algorithm works. For 3D allocation, however, we try to get close to cubic blocks.

If \( N \) cells will fit on a PIM, we want to allocate an \( N_x \times N_y \times N_z \) block to a PIM such that

\[
N_x \cdot N_y \cdot N_z = \frac{1}{3} \sqrt[3]{N}
\]

\[
N_x \cdot N_y \cdot N_z \leq N
\]

We prefer that \( N_x, N_y, N_z \) all be about the cube root of \( N \) to get the best surface to area ratio and reduce communication costs.

30. What will the communication costs be?

There will be three messages leaving the cell going to three neighboring PIMs. They can be overlapped with the next step of computation. If each outgoing message leaves on a different link, the time required to get the three messages away is

\[
\max(T_{\text{latency}} + N_x \cdot N_y \cdot \frac{S_{\text{msg}}}{B_{\text{comm}}}, T_{\text{latency}} + N_x \cdot N_z \cdot \frac{S_{\text{msg}}}{B_{\text{comm}}}, T_{\text{latency}} + N_y \cdot N_z \cdot \frac{S_{\text{msg}}}{B_{\text{comm}}})
\]

where \( T_{\text{latency}} \) is the latency of message transmission, \( S_{\text{msg}} \) is the size of a value being transmitted from a single cell to a neighbor, and \( B_{\text{comm}} \) is the communications bandwidth.

Current node allocation strategies for 3D mesh computers do not guarantee to allocate a 3D sub array of PIMs to a program that requests it. Indeed, some current node allocators only allow specification of the total number of nodes needed, so it is possible that all communications from one PIM to neighboring PIMs will be sent through one link. In that case, it requires

\[
3 \cdot T_{\text{latency}} + (N_x \cdot N_y + N_x \cdot N_z + N_y \cdot N_z) \cdot \frac{S_{\text{msg}}}{B_{\text{comm}}}
\]

to send off the values to neighboring PIMs. This is a limit on the speed at which a block on a PIM can be processed.

3. At this point, we start using \( N_x \) in place of \( K_x \), etc.
31. What are reasonable values for $T_{\text{latency}}$?

In a table of MPI latencies in *Parallel Programming with MPI* (Pacheco, 1997), the median latency was about 2000 arithmetic instructions. Latency was also about the time to transmit 700 double precision floating point numbers, or if the numbers occupy eight bytes, about 5600 bytes.

Latency is not specified for the BG/C. The bandwidth is 4GB/sec which would give a 1.4μs latency. From a 500 MHz clock rate, we get 4μs latency. Or we could use 20μs, a figure from the ASCI Red in message-coprocessor mode

32. Won't the size of code and tables make memory bandwidth a bottleneck?

The code is probably divided into smallish sections for different kinds of cell contents. The section appropriate for a cell may be loaded into PIM caches and run from there without thrashing.

The tables will probably be indexed by particle species, material, temperature, and energy level and give information on particle absorption and scattering. For a time step, the temperature and material will remain constant at a cell, but the waves in each direction will bring values for each particle species and energy level along each angle along that direction. The flow of data into and out of a cell is pictured in Figure 13 on page 36. We can organize the waves to minimize the table fetches from off-chip memory as shown in Code 2 on page 37. We put the loops to handle particle species and energy levels outside the loop for angles. Once we have loaded the table data, we use it for several angles. The streams of data flowing into a cell are shown in Figure 14 on page 36. It is approximately the same for an entire PIM.

The code is written to start prefetches of table data needed next and to release data when it is no longer needed. The underlying assumption is that the table fetches are managed by a software component (e.g. a storage proxy object) that can fetch table elements concurrently with program execution, keep track of how long they are in use, and discard them when they are no longer needed. This fetch-and-release mechanism allows the adjacent cells in a PIM to share the costs of fetching data from the table: they are more likely to have the same temperature and materials than cells far apart, so they are likely to need the same table elements. This is a case where allocating approximately cubic clusters of cells to a PIM is better than just using, for example, row-major order. Not only will their off-chip communications
costs be smaller because of their smaller surface to volume ratio, but with a smaller average distance between the cells, they will be processing fewer different energy levels at the same time and are more likely to contain the same materials at the same temperature. Since the table is indexed by energy levels, materials, and temperatures, fewer different table elements should be needed.

It is a problem, though, to estimate the number of table elements that will be loaded. The worst case is that every material is present at every temperature in the
In each cell
for each direction:
    for each particle species:
        start fetch of table[particle, materials, temperature, first energy]
    for each energy level:
        start fetch of table[particle, materials, temperature, next energy]
    for each angle:
        read; read; read
        update cell using table[particle, materials, temperature, energy]
        write; write; write
        release table[particle, materials, temperature, energy]

**CODE 2. Skeleton cell algorithm in 3D decomposition with tables**

PIM. In that case, data for every material and temperature must be loaded in short order when a new energy level arrives.

We could try to figure out the maximum number of temperatures and materials in a PIM and use that to reduce the estimated bandwidth requirements. There is probably no general, easily comprehended way to specify the maximum number of materials on a PIM, but we could estimate the temperature gradient: by how many bands the temperature may vary over the widths of several cells. Assuming a linear function, we get

\[ N_{mip} = \min(N_{temps}, \left[ 1 + N_{tg} \cdot D \right] \cdot N_{m}) \]  

(EQ 7)

where \( N_{mip} \) is the number of materials at different temperatures present in a PIM, \( N_{temps} \) is the maximum number of temperatures, \( N_{tg} \) is the maximum number of temperature ranges that could occur across the width of a cell, \( N_{m} \) is the maximum number of materials, and \( D \) is now the maximum distance across the cells contained on the PIM. Naturally, we use the Euclidian distance
So the time required to load the table elements per cell update is

\[
T_{cell} = \frac{N_{mip} \cdot S_{le}}{N_a \cdot B_{mem}}
\]

where \(S_{le}\) is the size of a table element, \(N_a\) is the number of angles, and \(B_{mem}\) is the memory bandwidth. During every \(N_a\) cell updates, we will need to load \(N_{mip} \cdot S_{le}\) bytes of table space.

33. So, what is the time to process a cell?

Cells in a PIM can be processed in parallel. The communications run in parallel with the next cell updates. The table elements can be prefetched in parallel with other processing. A cell cannot be processed faster than any of these parallel operations, so \(T_{cell}\), the time to update a cell is

\[
T_{cell} = \max(T_{cpu} \cdot \frac{N_{mip} \cdot S_{le}}{N_a \cdot B_{mem}}, 3 \cdot T_{latency} + (N_x \cdot N_a + N_x \cdot N_z + N_y \cdot N_z) \cdot \frac{S_{msg}}{B_{comm}})
\]

where \(T_{cpu}\) is now the processor time to update a cell. Assuming there is one processor assigned to each cell, this will be \((\text{cellcycles})/(\text{MIPS} \times 10^6)\) where \(\text{cellcycles}\) is the number of processor instruction cycles required to update a cell and \(\text{MIPS}\) is the number of millions of instructions per second the processor executes.

34. What if we send blocks of angles in the same message, as in the KBA algorithm?

If we pack \(K_{angles}\) values together in a message, then the messages will be longer, but the latencies will only have to be paid once every \(K_{angles}\) steps. This changes the contribution of communication to cell update time to

\[
3 \cdot T_{latency}/K_{angles} + (N_x \cdot N_y + N_x \cdot N_z + N_y \cdot N_z) \cdot \frac{S_{msg} \cdot K_{angles}}{B_{comm}}
\]
35. What if more cells will fit than there are processors?
If there are more cells on a PIM than it has processors, we can share the processors among them taking
\[
\frac{\text{cellcycles}}{\text{MIPS} \cdot 10^6 \cdot \min(1, \frac{N_{\text{proc}}}{N})}
\]
Or, we can just limit the number of cells to the number of processors so as not to slow the processing rate. Or we can allocate as many cells to a PIM as will fit and which do not increase the processing time. This assumes that the communications time or the table access time is the bottle neck. More cells on a PIM will reduce the overall size of machine required to run the program, and as we will see later, that is a significant factor.

36. Aren't we wasting space trying to have nearly cubic blocks?
We do lose some potential cells when we try to allocate rectangular solid blocks. Figure 15 on page 40 shows the number of cells that fit and the communications width for one through 100 cells per PIM. We chose \(N_x\), \(N_y\), and \(N_z\) such that
\[
\max\left(\frac{\sqrt[3]{N}}{N}, 1\right) \leq N_x \leq \left\lceil \frac{\sqrt[3]{N}}{N} \right\rceil
\]
\[
N_x \leq N_y \leq \left\lceil \sqrt{\frac{N}{N_z}} \right\rceil + 1
\]
\[
N_z = \left\lceil \frac{N}{N_x \cdot N_y} \right\rceil
\]
In Figure 15 on page 40, the x axis indicates the number of cells there is space for on the PIM. The thick line indicates the number that actually would be placed on the PIM using block allocation. The thin line near the thick one indicates the communications width, the number of communications across the three faces to downstream PIMs. The overlapping thin lines along the bottom show the values of \(N_x\), \(N_y\) and \(N_z\).
Row-major allocation of cells to PIMs

37. What about putting fully as many cells on a PIM as will fit?

The easiest way to allocate cells is row major order, just like the elements of a multidimensional array. The PIMs are listed in whatever order one wants. The cells are listed along rows in the Z dimension, each successive row after the previous, a plane at a time. If each PIM can hold N cells, then N cells at a time are taken from the cell list and placed in the next PIM in the PIM list. For an $X \times Y \times Z$ array of cells, the number of PIMs required is $\lceil (X \times Y \times Z)/N \rceil$. 
38. What would the communication requirements be with row-major allocation?

If all $N$ cells in a PIM are in the same row, each will have two neighbors on the same PIM, except for the first and the last, but each cell will have four neighbors off-PIM. For any particular sweep, a cell will send messages to only three neighbors.

There are a number of cases to consider when analyzing PIM to PIM communication. Firstly, if $N$ evenly divides $2$, the $N$ cells in one PIM will communicate with $N$ cells in two other PIMs and the one cell at the end will send a value to the next PIM along the row. Three messages will be sent containing $2 \cdot N + 1$ values among them.

Secondly, if $N$ does not divide $2$, the cells in one PIM may not align with cells in other PIMs. Moreover, some PIMs will contain cells at the end of one row and the beginning of another. Consider the simple case of $N$ cells on a PIM being contiguous cells in one row. Since the cells may not be aligned with the cells in other PIMs, the neighboring cells in one direction may be in two different PIMs, so there may be up to five messages sent. In the case that a PIM contains cells from two different rows, each of those blocks of cells may have neighbors in two different PIMs in each direction, giving nine messages that must be sent. There is also a risk that the system might deadlock.

39. How might the system deadlock?

Suppose a PIM contains parts of two rows, the end of one and the beginning of another. On some sweeps, the cells in one of these parts will be down stream of the cells in the other. The cells in one part of the PIM may be waiting for messages to be sent from the cells in the other part of the PIM to intermediary PIMs, but these messages may not be sent until messages from the intermediary PIMs have been received. The easiest way to avoid problems is to separate the cells in the two rows into separately synchronized groups and schedule them separately.

40. How would these messages be spread over the PIM links?

Worst case, all the incoming software links or all the outgoing could be assigned to the same PIM link, so that would give

$$\text{(2} \cdot N + 1) \times \text{bytesPerMsg}$$

bytes traversing the link every time the cells update their contents. Even if the algorithm doesn't send or receive all values over the same hardware link, we still expect...
most PIMs to send or receive at least $N \times \text{bytesPerMsg}$ bytes over one particular link each $T_{cpu}$ time.

But latency is the main problem. There will be as many latencies as there are messages that must be sent, at least three and as many as nine.

41. *Could we just align all the rows and keep the number of messages at three?* 
Certainly. That is equivalent to the block allocation with $N_x = N_y = 1$. If $N$ divides $Z$, there will be no space wasted; otherwise, space for $N_x \cdot N_y \cdot \lfloor Z/N \rfloor \cdot (N - Z)$ cells will be wasted.

42. *Can we put $K_{angles}$ values for each cell-cell link together in a message?* 
Yes, with the usual worries about deadlock if the rows are not aligned.

43. *What about the time required to fetch table elements from memory?* 
The maximum number of materials at different temperatures in a PIM is 

$$N_{mp} = \min(N_{temps}, \lceil 2 + N_{tg} \cdot (N - 2) \rceil) \cdot N_m$$

where $N_{mp}$ is the number of materials at different temperatures present in a PIM, $N_{temps}$ is the maximum number of temperatures, $N_{tg}$ is the maximum number of temperature ranges that could occur across the width of a cell, $N_m$ is the maximum number of materials, and $N$ is the number of cells assigned to the PIM. The number 2 in the formula comes from the fact that the cells contained in the PIM may form parts of two rows.

The time to load table elements per cell update is given in Equation 9 on page 38.
Rod allocation of cells to PIMs

44. Are there any other allocation orders that have lower communication requirements yet still pack more tightly than block allocation?

Suppose we list the cells not in row-major order, but in the order given by a space-filling curve. Cells near to each other along all dimensions will be near each other in the linear order. When we allocate them to PIMs, they should find more than two of their neighbors in the same PIM, bringing the number of off-chip software links closer to those we would get by allocating cubes or rectangular solid blocks to PIMs. If the PIMs are also listed in order along a space-filling curve, the communicating PIMs will be closer together, cutting down the number of hardware links the messages must traverse. The dangers are that:

1. this will increase the number of neighboring PIMs and hence the number of messages sent and the sum of the latencies, and
2. this will create cycles in the message flow among PIMs, requiring separate scheduling of cells or blocks of cells within PIMs, as with row-major allocation.

45. What about approximately cubic blocks, but packed?

We can allocate the cells in blocks that are close to cube-sized. Suppose we have an $X \times Y \times Z$ array of cells and that $N$ cells fit on a PIM. Choose $N_x$ and $N_y$ such that

$$\left\lfloor \frac{\sqrt[3]{N}}{} \right\rfloor \leq N_x \leq N_y \leq \left\lceil \frac{\sqrt[3]{N}}{} \right\rceil$$

Partition the $X \times Y$ plane on an $\left\lfloor \frac{X}{N_x} \right\rfloor \times \left\lfloor \frac{X}{N_y} \right\rfloor$ grid, giving "rods" along the $Z$ dimension. This is similar to the 2D partitioning in the KBA algorithm, except that the rod is not assigned to a single processor, but rather to a column of PIMs.
We allocate \( \text{cell}[x,y,z] \) to \( \text{PIM}[r_x, r_y, r_z] \) where

\[
\begin{align*}
    r_x &= \left\lfloor \frac{x}{N_x} \right\rfloor \\
    r_y &= \left\lfloor \frac{y}{N_y} \right\rfloor \\
    i_x &= (x \mod N_x) \\
    i_y &= (y \mod N_y) \\
    r_z &= \left\lfloor \frac{z \cdot N_x \cdot N_y + i_x \cdot N_y + i_y}{N} \right\rfloor
\end{align*}
\]

In essence, we take all the cells in a rod, put them into a linear order, and allocate them to PIMs in that order. We put \( \text{cell}[x,y,z] \) at index

\[(z \cdot N_x \cdot N_y + i_x \cdot N_y + i_y \mod N)\]

within \( \text{PIM}[r_x, r_y, r_z] \).

The number of PIMs required for this allocation is

\[
\left\lfloor \frac{X}{N_x} \right\rfloor \times \left\lfloor \frac{Y}{N_y} \right\rfloor \times \left\lfloor \frac{N_x \cdot N_y \cdot Z}{N} \right\rfloor
\]

46. *Can we have a picture of what the blocks look like?*

Figure 16 on page 45 shows a block. It has a main body that is a rectangular solid and it extends onto parts of planes above and below.

47. *Could there be cycles in this? Would this require separate scheduling of sub-blocks?*

Yes. There can be cycles that pass back and forth among PIMs. Consider the diagram in Figure 17 on page 45. The left side shows a top view of a plane containing part of a lower block and part of an upper block. The wave is flowing in from the upper block into the lower block and in a southeasterly direction along the plane. The right side shows the communication pattern. We are assuming that both the upper and lower blocks have a "main body" consisting of at least one full plane of cells. The main body of the upper block passes values to all the cells in regions L1, L2, and L3 of the lower block, but the upper block must wait for values to be passed from L1 before it can update the cells it has in regions U1, U2, and U3. Sim-
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Figure 16. Block allocated to PIM in rod.

Similarly, L3 must wait on a value to be passed from U1, and U3 must wait for values from L3. There are two communications flowing up-stream, marked a and c. A single value is passed in a down stream communication, b, from U1 to L3 (although b can be combined with the values U1 is passing to the main body of the lower block. Each of these blocks can be scheduled separately and can communicate separately. It is also possible for L1 and L2 to be combined into one block, or L2 and L3; also, U1 and U2 may be combined, or U2 and U3, but the blocks connected by a cycle that passes between PIMs cannot be combined. L1 must be scheduled separately from L3, U1 from U3, the main body of the upper block from all of U1, U2, and U3, and all of L1, L2, and L3 separately from the main body of the lower block.
For some other flow directions, there will not be cycles. Suppose the flow was from upper to lower and in a southwesterly direction. All the flow would be from upper into lower blocks.

48. What would the communication bandwidth requirements be for the rod allocation?

The number of cells exposed along the side of a PIM, i.e. the number of cells adjacent to cells in a neighboring PIM, will vary. Figure 16 on page 45 gives a sketch of a block allocated to a PIM. The bottom and top, in this figure, contain partial planes, which means that the rest of the plane is contained in the next PIM.

The maximum exposure (maximum number of communicating cells) along a YZ plane is

\[ N_y \cdot N_z + \min(N_y, (N) \mod(N_z \cdot N_y)) \]

where

\[ N_z = \left\lfloor \frac{N}{N_z \cdot N_y} \right\rfloor \]

Notice that \( N_z \) is the height of the block of planes full of cells. The actual block may occupy portions of two other planes.

The maximum exposure along a XZ plane is

\[ \left\lfloor \frac{N}{N_y} \right\rfloor \]

The maximum exposure along an XY plane depends on the direction the wave is flowing and on the precise number of values on the partial planes. The greatest number of values are exposed when the partial plane has more than \( N_y \) values, but not a multiple of \( N_y \). Consider the partial planes shown in Figure 18 on page 47. We already considered the number of messages and values that need to be communicated when the wave is flowing from above to below (U to L) in a south-easterly direction. In counting the number of latencies and number of values sent, we count a block as a lower block on one side, and an upper block on the other, so the number of messages and the number of values that must be sent are all those that must be sent in both directions in looking at one plane.
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TABLE 2. Latencies and number of values sent, rod composition.

<table>
<thead>
<tr>
<th>Wave Direction</th>
<th>Latencies</th>
<th>Number of values sent</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE</td>
<td>5</td>
<td>$N_x \times N_y + N_y + 1$</td>
</tr>
<tr>
<td>NE</td>
<td>3</td>
<td>$N_x \times N_y + N_y + 1$</td>
</tr>
<tr>
<td>SW</td>
<td>1</td>
<td>$N_x \times N_y + N_y + 1$</td>
</tr>
<tr>
<td>NW</td>
<td>3</td>
<td>$N_x \times N_y + N_y + 1$</td>
</tr>
</tbody>
</table>

Table 2 on page 47 gives the number of latencies and the number of values sent by waves travelling from the upper to the lower blocks along each direction. (Lower to upper would give us the same values, albeit in different directions.) The only difference among the directions is the number of messages that must be sent and hence the number of latencies. In all cases, the number of values that must be sent are $N_x \times N_y + N_y + 1$. The $N_x \times N_y$ counts the neighboring cells below those on the bottom (i.e. straight down stream). The $N_y + 1$ counts those beside them. As mentioned, it is possible to determine more precise, smaller values for these exposures for some relationships of $N$, $N_x$, and $N_y$ for example, when the rod allocation is the same as a block allocation (i.e. when $N = N_x \times N_y \times N_z$), but since we are interested
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in a bound, we will use five latencies and \( N_x \times N_y + N_y + 1 \) values. Even then, the five latencies can only be achieved with some difficult coding.

49. **So what is the communication time for the rod decomposition?**

There are several ways we could handle the communications:

1. handle each cell’s communications with its neighbors separately,
2. try to batch all the communications from a separately-scheduled block going to a specific PIM and send them once per update of local cells,
3. stream the data going to a specific PIM much like TCP/IP.

Option (1) is too expensive. Option (3) is difficult to analyze, since we would not know the number of messages actually to be sent. We will assume option (2), that all the data passed by a separately scheduled block to a particular neighbor each update cycle are passed in a single message.

Assuming all the communications use the same link, the maximum time required by the bandwidth to get all the bytes in or out is

\[
T_{\text{comm}} = \frac{(XY_{\text{surface}} + XZ_{\text{surface}} + YZ_{\text{surface}}) \cdot S_{\text{msg}}}{B_{\text{comm}}}
\]

\[
XY_{\text{surface}} = N_x \cdot N_y + N_y + 1
\]

\[
XZ_{\text{surface}} = \left\lceil \frac{N_x}{N_y} \right\rceil
\]

\[
YZ_{\text{surface}} = N_y \cdot N_z + \min(N_x, (N \mod (N_x \cdot N_y)))
\]

Assuming as a worst case that all communications have to go in or out one link. The time it takes a message to reach another PIM might be as much as,

\[
T_{\text{comm}} = 9 \cdot T_{\text{latency}} + T_{\text{comm}}
\]

since all the communications may be using the same link. An \( XZ \) or \( YZ \) “face” of exposed cells may be destined to two different PIMs, which accounts for four messages, and the \( XY \) faces may need five messages.
For simplification, we will make two other assumptions:

1. $K_{angles}$ will be one; otherwise the program would encounter significantly longer delays around the cycles.

2. Message passing will not run in parallel with cell processing, since the cycles impose blocking and delay. The sum of $T_{cpu}$ and $T_{comm}$ is a bound on $T_{cell}$.

50. What is the time required to access DRAM memory?

For rod allocation we use Equation 7 on page 37 and Equation 9 on page 38, but we replace Equation 8 on page 38 with

$$ D = \left[ \sqrt{N_x^2 + N_y^2 + (N_z + 2)^2} \right] $$

Overall cell update time

51. What will the overall cell update time, $T_{cell}$, be with the various 3D decomposition?

The cells in a PIM cannot be updated faster than the communication system can deliver the next values in the streams. While the time to update a cell in block decomposition is

$$ T_{cell} = \max(T_{cpu} \cdot \frac{N_{mip} \cdot S_{ix}}{N_a \cdot B_{mem}}, 3 \cdot \frac{T_{latency}}{K_{angles}} + (N_x \cdot N_y + N_x \cdot N_z + N_y \cdot N_z) \cdot \frac{S_{msg}}{B_{comm}}) $$

and the lower bound on the cell update time with row major order decomposition is

$$ T_{cell} = \max(T_{cpu} \cdot 9 \cdot \frac{T_{latency}}{K_{angles}} + (2 \cdot N + 1) \cdot \frac{S_{msg} \cdot N_{mip} \cdot S_{ix}}{B_{comm} \cdot N_a \cdot B_{mem}}) $$
the time to update a cell in rod decomposition is

\[ T_{cell} = \max(T_{cpu} + 9 \cdot T_{latency} + T_{bcomm} \frac{N_{mp} \cdot S_{te}}{N_a \cdot B_{mem}}) \]

\[ T_{bcomm} = \frac{(N_x \cdot N_y + N_y + 1 + \frac{N_y}{N_y}) + N_x \cdot N_y + \min(N_x, (N) \mod (N_x \cdot N_y)) \cdot S_{msg}}{B_{comm}} \]

52. Now that we have the elements, what will be the runtime of a 3D decomposition on BG/C?

We will consider that in the section “Comparing to SMP Clusters” on page 57.

Fault Recovery

53. These applications run for months. There’s a good chance at least one node will fail during that time. What about check-pointing and recovering from component failure?

The basic idea of check pointing and recovery is that every so often, after a “quantum” of work, the state of the cells is saved creating a “snapshot” of the system at that time. When a component fails, a new component is allocated, the cells are restored from their previous state, and the computation is restarted from there. (This is called “memoization” in other programming contexts.)

The runtime is now increased by two components. First, the program spends time creating snapshots. The more often they are made, the slower the program will run. Secondly, when a failure occurs, the state of the computation must be restored from a snapshot and the computation run from there, repeating some computations that have already been performed. The larger the quantum between snapshots, the more time that must be spent repeating computations. The formula for runtime now becomes:

\[ T = \text{runtime} + \text{time Saving Snapshots} + \text{time Recovering From Failures} \]

To fill in this formula, let
Fault Recovery

- $T$ be the overall computation time including taking snapshots and recovering from failures
- $R$ be the basic run time including neither snapshots nor error recovery
- $Q$ be the work "quantum," the time between snapshots
- $S$ be the time to take a snapshot for later recovery, also assumed to be the time to restore and restart the computation after a failure
- $f$ be the failure rate, $1/MTBF$, the reciprocal of the mean time between failures, and
- $U$ be the average time to roll back and recompute after a failure.

The formula for run time becomes

$$T = R + \left(\frac{R}{Q}\right) \cdot S + f \cdot T \cdot U \quad \text{(EQ 10)}$$

where

$$U = S + \frac{Q + S}{2} \quad \text{(EQ 11)}$$

The $f \cdot T$ is the number of failures expected over the duration of the run. The definition of $U$, the recovery time, is based on the cost of restoring the state of the computation. $U$ is the sum of

1. the time to restore data from a snapshot, assumed to be the same as the time to take a snapshot, since the data merely moves the other direction, although this ignores the costs of allocating a new PIM, and
2. half the time between completing two successive snapshots. If a failure occurs anytime before a quantum is done and the following snapshot is completed, the quantum and snapshot have to be restarted. The expected recomputation time is one half of that period.

The definition of $U$ is not perfect. It does not give a discount for a failure occurring while restoring the state at the beginning of a previous recovery. That would lose only an expected $S/2$, but the probability two failures so close together is low enough that it doesn't seem worth making $U$ more precise. Nevertheless, we do use
f·T rather than \( f\cdot(R+\lfloor R/Q \rfloor \cdot S) \) to count the probability that a failure might occur sometime during the recovery from a previous failure. This gives

\[
T = \frac{R+\lfloor R/Q \rfloor \cdot S}{1-f\cdot(S+(Q+S)/2)}
\]

The formula warns that if we use too large a quantum, so that \( S+(Q+S)/2 \) approaches the mean time between failure, \( f\cdot(S+(Q+S)/2) \) will approach one, and the run time will grow exponentially.

54. How long will it take to save a snapshot?

If we keep cells totally within a PIM’s on-chip memory, we do not need to resort to disk storage. There is more than enough attached DRAM memory for snapshots. Let’s suppose a PIM saves a snapshot to it’s own DRAM and to the DRAM of some other PIM. We have

\[
S = 2\cdot N \cdot S_{\text{cell}}/B_{\text{mem}} + 2\cdot N \cdot S_{\text{cell}}/B_{\text{comm}} \quad \text{(EQ 12)}
\]

With 6.4MB of PIM memory to save and both memory and communication bandwidth of 4GB/s, moving the bytes will take at most \((6.4/4000) \times 4\) or 0.0064 seconds. The factor 4 counts: (a) one for storing in local DRAM, (b) one for sending to another PIM, and (c) two for receiving from another PIM and storing in local memory. The receiving and storing operations in (3) can be overlapped, reducing the overall factor to closer to three. Counting the software cost, it is still under a second.

2D Decompositions on PIMs

55. What if PIMs are not numerous enough to keep the entire array of cells on PIM chips?

The lack of PIMs would be analogous to the lack of processors that motivated the 2D decomposition. We should consider how that could be adapted to PIMs.
So, how would a KBA-like 2D decomposition run on PIMs such as BG/C?

Suppose the \(X \times Y \times Z\) array of cells is placed on a \(X \times Y\) array of PIMs. The \(Z\) cells assigned to a PIM can be kept in DRAM and swapped in and out as necessary. The general data flow for a cell will be that shown in Figure 19 on page 53: Conceptually, the cell goes through a cycle, loading its local cell data from DRAM, loading absorption and scattering data from the table in DRAM as needed, reading and writing values from and to neighboring cells, and finally writing its local cell data back into DRAM. Since the data in cell storage can be expected to be much larger than the data being passed among cells, memory bandwidth can be expected to be the main bottleneck in this decomposition. The major effort must be to process as many particle species, angles, and energy levels as possible while the cell’s storage is in the PIM.

![Diagram of data flow into and out of a cell, 2D on a PIM.](image)

An approach is shown in Figure 20 on page 54. A contiguous segment of a column of cells occupies the PIM at any time. If the PIM can hold \(N_{\text{max}}\) cells, at most \(N_{\text{max}} - 1\) will be active: The PIM will be loading the next cell down the column and storing the one furthest back.

While it is on the PIM, a cell will read and process all the data for one wave direction, i.e. for all particle species, angles, and energy levels. It will read and write the data being passed in the \(X\) and \(Y\) dimensions from and to neighboring PIMs. The data along the \(Z\) dimension it will read and write from and to on-PIM queues. The most down-stream cell on a PIM will be writing its output to a queue that the next cell loaded will read when it becomes active.
FIGURE 20. Rotating a column through a PIM
57. It appears that the loading and storing of cells would be a huge expense. Is that the bottleneck?

Actually, the data in a cell is proportional to the width of a wave. It has array elements for each angle, energy level, and species of particle. It may require several times as many floating point values for each, but still, it can be viewed as a separate stream flowing into and out of the cell of the same length as the others, but with perhaps a different bandwidth.

A problem, though, is that this swapping stream does not flow in parallel to the other streams, but must flow entirely in before the other streams start and entirely out after they have passed through. The practical effect is that there are fewer processors updating cells. The memory of at least one will be occupied by a cell that is being stored or a cell that is being loaded. We can model this by setting $N$, the number of cells per PIM, to

$$N = \left\lfloor \frac{\text{memsize} - \text{otherdata}}{S_{\text{cell}}} \right\rfloor - N_{\text{swap}}$$

where $S_{\text{cell}}$ is the number of bytes in a cell and $N_{\text{swap}}$ is the number of cells being concurrently loaded or stored.

58. What are the "otherdata" referred to?

There needs to be space for the queues of values being passed along the column. They will contain a total of $W$ values, where $W = N_a \cdot N_e \cdot N_s$ is the number of angles times the number of energy levels times the number of particle species.

The space for the cached table elements is more of a question—several cells that share the same temperature and materials can share the same table elements. We will need

$$S_{\text{pshi}} = N_{\text{mpi}} \times N_e \times N_s \times S_{\text{te}}$$
bytes, where $N_{mip}$ is defined in Equation 7 on page 37 (but with $D=N$) and $S_{te}$ is the size of a table element. If there is an upper bound, $N_t$, on the number of temperatures over a range of $N$ consecutive cells, then we can use that giving:

$$N_{mip} = N_t \cdot N_m$$

59. What about fault recovery on a 2D decomposition?

If the DRAM attached to a PIM has space for three columns of cells, we can save snapshots to PIM memory. The formula for $S$, the time to save the data (see Equation 10 on page 51 and Equation 11 on page 51) becomes

$$S = \frac{3 \cdot Z \cdot S_{cell}}{B_{mem}} + \frac{2 \cdot Z \cdot S_{cell}}{B_{comm}}$$

where $Z$ is the number of cells along the dimension assigned to the PIM, $S_{cell}$ is the number of bytes per cell. The factor 3 counts one for loading a copy of the column which will be both stored locally and transmitted, one for storing it, and one for storing the copy of the column received. The factor 2 counts the cost of sending the column and receiving another. (In practice, the factor may be one, since the transmission and reception may use different links. On the other hand, we are not counting contention on the links, which could make it worse than two.) For the BG/C, we get

$$S = 5 \cdot Z \cdot S_{cell}/(4 \times 10^9)$$

since both the memory and communication bandwidths are $4 \times 10^9$. 

---
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60. So what do we expect the run-time on BG/C to be with a 2D decomposition?

We would expect it to run more poorly than the 3D row major decomposition. It needs to swap cells into and out of on-PIM storage, which makes the 2D decomposition almost certain to be DRAM memory bandwidth bound.

61. Is the 2D decomposition worth considering?

It may be when we consider applications that are too large to fit in on-chip PIM memory of our machine.

Comparing to SMP Clusters

62. How well do the PIM algorithms compare to the SMP clusters?

We compared the rod and row-major 3D PIM algorithms to two versions of the KBA algorithm, differing only in whether it was using blocking message passing (TrRpt2dKBA) or non-blocking (TrRpt2dSMP). The problem parameters are shown in Table 3 on page 57. The PIM-specific parameters were taken from the

<table>
<thead>
<tr>
<th>value</th>
<th>Name</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>X</td>
<td>Dimensions of space</td>
</tr>
<tr>
<td>256</td>
<td>Y</td>
<td>Dimensions of space</td>
</tr>
<tr>
<td>256</td>
<td>Z</td>
<td>Dimensions of space</td>
</tr>
<tr>
<td>100</td>
<td>Na</td>
<td>Number of angles per octant</td>
</tr>
<tr>
<td>12</td>
<td>Ne</td>
<td>Number of energy levels</td>
</tr>
<tr>
<td>1</td>
<td>Ns</td>
<td>Number of particle species</td>
</tr>
<tr>
<td>2</td>
<td>Kangles</td>
<td>Blocking factor, groups of angles</td>
</tr>
<tr>
<td>20</td>
<td>Ntemps</td>
<td>Number of temperature ranges</td>
</tr>
<tr>
<td>12</td>
<td>Nits</td>
<td>Number of iterations to convergence</td>
</tr>
<tr>
<td>64</td>
<td>Ntimesteps</td>
<td>Number of time steps</td>
</tr>
<tr>
<td>100</td>
<td>Nm</td>
<td>Max number of materials</td>
</tr>
<tr>
<td>8</td>
<td>Smsg</td>
<td>Size of a datum in a message, in bytes</td>
</tr>
</tbody>
</table>
TABLE 3. Parameters for problem

<table>
<thead>
<tr>
<th>value</th>
<th>Name</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>Ste</td>
<td>Size of a table element, in bytes</td>
</tr>
<tr>
<td>16</td>
<td>Scv</td>
<td>Cell size per angle<em>energy</em>species</td>
</tr>
<tr>
<td>64</td>
<td>Sco</td>
<td>Cell size overhead</td>
</tr>
<tr>
<td>1</td>
<td>Ntg</td>
<td>Temperature gradient, how many temperature ranges per cell width</td>
</tr>
</tbody>
</table>

Blue Gene/Cyclops as presented in Table 1 on page 11. We assumed that a cell update took 310 cell cycles as taken from a run of SWEEP3D on a PC. (It is probably too high, since the PC result included cache misses, but the PIM algorithm will be running in on-chip memory.)

We use two different algorithm designs for SMP clusters. We use the Hoisie, et al., formulas one of them. For the other, we modify the formulas to assume non-blocking message passing.

Both use the cell update time for calculating the block update time. The preferred mode of comparison is to feed in actual cell-update figures for the cluster. There is, however, an option to allow the spreadsheet to estimate the performance of an SMP cluster for the problem from processor speed, memory and communication bandwidth, message-passing latency, etc. This calculation makes the assumption that the cells and table elements are too large to remain in cache memory and hence will have to be reloaded each time through the block of cells being updated. Although comparison with published results indicate that the calculation does not yield utterly preposterous results, nonetheless it should be viewed with suspicion.

The SMP-specific parameters are shown in Table 4 on page 58 and the parameters specific to mapping the algorithm onto the SMP in Table 5 on page 59 By omitting TcpuSMP, we allow the spreadsheet to calculate a block-update time.

TABLE 4. SMP-specific parameters

<table>
<thead>
<tr>
<th>value</th>
<th>Name</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.66E+08</td>
<td>Bcomm</td>
<td>Communications bandwidth for SMP, bytes per sec.</td>
</tr>
<tr>
<td>6.66E+08</td>
<td>Bmem</td>
<td>Memory bandwidth per processor, bytes per sec.</td>
</tr>
<tr>
<td>2.10E-05</td>
<td>Tlatency</td>
<td>Latency of a message, secs</td>
</tr>
<tr>
<td>3.33E+02</td>
<td>MIPS</td>
<td>Single Processor: Millions of instructions per second</td>
</tr>
<tr>
<td>3.20E+10</td>
<td>Nmem</td>
<td>Number of bytes of memory on the SMP</td>
</tr>
</tbody>
</table>
Comparing to SMP Clusters

TABLE 4. SMP-specific parameters

<table>
<thead>
<tr>
<th>value</th>
<th>Name</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>Nprocs</td>
<td>Number of processors per SMP</td>
</tr>
<tr>
<td>4096</td>
<td>NmachinePUnits</td>
<td>Number of SMPs in representative system</td>
</tr>
</tbody>
</table>

TABLE 5. Mapping-specific SMP parameters.

<table>
<thead>
<tr>
<th>value</th>
<th>Name</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>(omitted)</td>
<td>TcpuSMP</td>
<td>Compute time for a cell update. Define TcpuSMP only to suppress calculation from cellcycles and memory bandwidth. Leave TcpuSMP blank to compute a time bound from cellcycles and memory accesses.</td>
</tr>
<tr>
<td>310</td>
<td>cellcycles</td>
<td>Number of processor instructions per cell update, not counting data fetches from DRAM.</td>
</tr>
<tr>
<td>1</td>
<td>CacheMiss</td>
<td>Cache miss rate (needs to be modified for specific problem sizes)</td>
</tr>
<tr>
<td>4</td>
<td>Kx</td>
<td>Blocking along X axis, Kx x Ky x Z per process</td>
</tr>
<tr>
<td>4</td>
<td>Ky</td>
<td>Blocking along Y axis</td>
</tr>
<tr>
<td>4</td>
<td>K</td>
<td>Blocking along Z</td>
</tr>
<tr>
<td>4</td>
<td>PxSMP</td>
<td>Processes in X direction per SMP</td>
</tr>
<tr>
<td>4</td>
<td>PySMP</td>
<td>Processes in Y direction per SMP</td>
</tr>
</tbody>
</table>

TABLE 6. Assumed chip costs and parameters for a representative system.

<table>
<thead>
<tr>
<th>value</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$150.00</td>
<td>costDIMM</td>
</tr>
<tr>
<td>$300.00</td>
<td>costMPU</td>
</tr>
<tr>
<td>$300.00</td>
<td>costRouter</td>
</tr>
<tr>
<td>$500.00</td>
<td>costPIM</td>
</tr>
<tr>
<td>500</td>
<td>MB/DIMM</td>
</tr>
<tr>
<td>5</td>
<td>Years lifetime of chips</td>
</tr>
</tbody>
</table>

TABLE 7. PIM-specific parameters

<table>
<thead>
<tr>
<th>value</th>
<th>Name</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.00E+09</td>
<td>Bcomm</td>
<td>Communications bandwidth, Bytes per sec., one link</td>
</tr>
<tr>
<td>4.00E+09</td>
<td>Bmem</td>
<td>Memory bandwidth, Bytes per sec.</td>
</tr>
<tr>
<td>2.10E-05</td>
<td>Tlatency</td>
<td>Latency of a message</td>
</tr>
</tbody>
</table>
TABLE 7. PIM-specific parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIPS Processor</td>
<td>5.00E+02</td>
<td>Millions of instructions per second</td>
</tr>
<tr>
<td>Nmem Number of bytes of memory on the PIM</td>
<td>6.40E-06</td>
<td>megabytes of DRAM/PIM</td>
</tr>
<tr>
<td>MBDRAM Number of megabytes of DRAM/PIM</td>
<td>1.00E+03</td>
<td>processors per PIM</td>
</tr>
<tr>
<td>Nprocs Number of processors per PIM</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>NmachinePUnits Number of PIMs in machine</td>
<td>262144</td>
<td></td>
</tr>
</tbody>
</table>

We compared costs of the chips in the minimal machines that could solve the problem. The chip prices we assumed are shown in Table 6 on page 59. This gave the relative costs of the minimal machines to solve the problems (consistent with the parameters) shown in Figure 21 on page 60.

![Chip Cost For Minimum System](image)

**FIGURE 21. Cost of chips in minimal system to solve the problem**

The time to solution for the four algorithms are shown in Figure 22 on page 61. The PIM solutions run much faster. When we evaluated the cost-effectiveness of the solutions, we got the costs shown in Figure 23 on page 61.

We then changed the number of angles per octant from 100 to 6 which gave the times to solution shown in Figure 24 on page 62 and the costs shown in Figure 25 on page 62.
Comparing to SMP Clusters

FIGURE 22. Time to solution, Na=100

FIGURE 23. Costs of solutions, Na=100
FIGURE 24. Time to solution, Na=6

FIGURE 25. Solution costs, Na=6
Conclusions

There can be two reasons for the change in ratios of cost-effectiveness. First, as shown in Figure 14 on page 36, the PIMs can pre-fetch table elements, but with fewer angles coming in, there is less time to fetch table elements before needing them, so the memory bandwidth for table loads can become the bottleneck. Another explanation is that with more angles, the cell size is larger and the cost of loading all the cells into cache in the SMPs is larger. This means we should carefully check our analysis of SMP solutions to be sure that our assumptions about cache behavior are realistic. We would not want these comparisons to be just an artifact of our assumptions.

Conclusions

63. What have we learned from this work?

Particle transport codes can be expected to run as cost-effectively on PIMs as on MPPs and SMP clusters, and potentially vastly more cost-effectively; however, the hardware costs of such systems may be much higher. The PIM-based solutions owe their cost-effectiveness to their greater speed, which they achieve by applying many more processors to the problem. Holding on to the more-expensive hardware for a shorter time can result in improved cost-effectiveness.

The PIM/3D solutions can count on concurrency and the predictability of data accesses to prefetch table elements. This has several consequences:

- Latency is reduced or removed relative to demand-paging.
- The concurrency of PIMs reduces the cell update time to the maximum of processing, communications, and table-fetch times. (That is, the row-major and block decompositions do.)

If the PIM is communications bound, it is saturating a link. If a link is saturated, other communications across the link add directly to the PIM's processing time. The ability to saturate links makes node allocation and placement more important.

64. What can we say about the strengths and weaknesses of PIMs?

The major advantages of PIMs are the abundance of processors and the low latency to on-chip memory. Unfortunately, the on-chip memory is small and the per-proces-
sor bandwidth of off-chip memory is low. Algorithms that need large tables or code will have difficulty fitting into PIMs.

With radiation transport, we can predict the data needed and pre-fetch data from the DRAMs. Since abundant concurrency is available, data can be fetched in parallel with processing. The cost of fetching table elements from DRAM is not added to the time for cell update, but simply forms a lower bound for it.

The concurrency available on PIMs is a major advantage. As long as there are no more cells on a PIM than the number of processors, they can all be updated simultaneously, along with the communications and memory fetches.

65. Is node allocation really a serious problem?
In our spreadsheets we had to assume, worst case, that all communications were routed through the same link, since node allocation would not guarantee that the different neighbors would be accessible via different links.

If node allocation would guarantee virtual links to separate neighbors would go through separate hardware links, then with the exception of rod allocation, the performance would be that shown in Figure 26 on page 65. There is a noticeable, albeit not huge difference on performance, and this does not consider the effects of locality on latency and effective bandwidth. Since rod allocation passes more messages per cycle than there are links, we had to distribute them in a reasonable fashion.

PIM algorithms that use block and row-major allocation are perhaps more susceptible to defects in node allocation than SMP algorithms, since the concurrency on PIMs means that when they are communications bound, they are saturating a link. Any other communications on that link will add time directly to the run-time of the algorithm. PIM-based systems will make schedulers and their node allocators even more important than they are in SMP clusters.

Further work

66. What more needs to be investigated?
We need to answer questions such as
Further work

FIGURE 26. Ratios, Na=6, routing through separate links

- What is a good balance between memory and processors on a PIM? What is a good balance between communication bandwidth and DRAM memory bandwidth? We need to convert the analyses from spreadsheet-based to functions or objects in a programming language to allow programs to search for balance factors. We need to make our analyses, spreadsheets and code available to other researchers, particularly PIM designers.

- What about wafer-scale integration? The regularity and redundancy of PIMs would allow flawed memory to be masked out, perhaps flawed processors as well. How well could wafer scale integration PIMs run radiation transport? What are the best balance factors?

- How can radiation transport algorithms to handle larger mesh sizes than can be contained in the PIMs. The PIM 2D allocation is one possibility, but we need to consider the 3D versions as well.

- How well would other PIM designs work? We need to explore especially those that have a different balance of parameters.

- How should nodes be allocated on large meshes of PIMs? There is a good chance that links are going to be saturated. We need to compare node allocation strategies using queueing theory and our simulation systems to both search for a sound allocation strategy.
• What parameters should we be using in our modeling? There is a huge parameter space. We need to be refining our models.
• How well would other algorithms run on PIMs? We need to analyze other important algorithms.
• What are the software implications of PIMs? Clearly they are not compatible with direct addressing of large address spaces. They place a high premium on concurrency, but at lower than the process-level, and maybe higher than the thread level.

Formulae

The formulae for the performance that 3-D allocations share are shown in Box 1 on page 67. The formulae for block allocation are shown in Box 2 on page 68, row-major allocation in Box 3 on page 68, and rod allocation in Box 4 on page 69.

The OverallTime includes checkpointing the program and recovering, as was discussed in the section “Fault Recovery” on page 50. The checkpoint snapshots are taken every $K_{\text{snapshots}}$ timesteps. $R$ is the run time without snapshots or recovery. $T$ is the time for one iteration. The formulae for $T_{\text{comp}}$ and $T_{\text{comm}}$ were derived over a number of pages, particularly in “Speculating about 3-D decompositions” on page 24. $T_{\text{cbl}}$ is the time required at access the DRAM table of data on the behavior of materials. The time is the time per single cell update. Although the formula is the same for all the allocation strategies, it depends on $N_{\text{mp}}$, the maximum number of materials at different temperatures per PIM, which differs for the different allocations.

Revisions

December 15, 2002: Added block decomposition. Made a number of small fixes in formulas and phrasing. March 27, 2003: Revised rod decomposition to explain the effects of cycles more clearly and precisely.
Box 1. 3D PIM Formulae

\[
\text{Over} \text{talTime} = \frac{R + \left\lfloor \frac{R}{Q} \right\rfloor \cdot S}{1 - \frac{1}{T_{MTBF}} \cdot (S + (Q + S)/2)}
\]

\[
R = N_{\text{timesteps}} \times T_{\text{timestep}}
\]

\[
T_{\text{timestep}} = N_{t} \times T
\]

\[
Q = K_{\text{snapshots}} \times T_{\text{timestep}}
\]

\[
S = 2 \cdot N \cdot S_{\text{cell}}/B_{\text{mem}} + 2 \cdot N \cdot S_{\text{cell}}/B_{\text{comm}}
\]

\[
T = T_{\text{comp}} + T_{\text{comm}}
\]

\[
T_{\text{comp}} = (4 \cdot X + 4 \cdot Y + 2 \cdot Z + 8 \cdot N_{\text{sweep}} - 10) \times T_{\text{cell}}
\]

\[
T_{\text{comm}} = (4 \cdot X + 4 \cdot Y + 2 \cdot Z - 10) \times T_{\text{msg}}
\]

\[
T_{\text{msg}} = T_{\text{comm}}
\]

\[
N_{\text{sweep}} = W
\]

\[
W = N_{a} \cdot N_{e} \cdot N_{t}
\]

\[
T_{\text{cibl}} = \frac{N_{\text{msg}} \cdot S_{\text{cibl}}}{N_{a} \cdot B_{\text{mem}}}
\]
Box 2. Block allocation

\[ T_{cell} = \max(T_{cpu}, T_{cibb}, T_{comm}) \]

\[ N_3, N_y, N_t = \sqrt[3]{N} \]

\[ N_x \cdot N_y \cdot N_z \leq N \]

\[ N_{mip} = \min(N_{temp}}, \left[ 1 + N_{tg} \cdot D \right] \cdot N_m \]

\[ D = \left[ \sqrt{N_x^2 + N_y^2 + N_z^2} \right] \]

worst case:

\[ T_{comm} = 3 \cdot T_{latency} \cdot K_{angles} \cdot (N_x \cdot N_y + N_x \cdot N_z + N_y \cdot N_z) \cdot \frac{S_{msg} \cdot K_{angles}}{B_{comm}} \]

best case:

\[ T_{comm} = T_{latency} \cdot K_{angles} \cdot \max(N_x \cdot N_y, N_x \cdot N_z, N_y \cdot N_z) \cdot \frac{S_{msg} \cdot K_{angles}}{B_{comm}} \]

Box 3. Row major allocation

\[ T_{cell} = \max(T_{cpu}, T_{cibb}, T_{comm}) \]

\[ N_{mip} = \min(N_{temp}}, \left[ 2 + N_{tg} \cdot (N - 2) \right] \cdot N_m \]

worst case: \[ T_{comm} = 9 \cdot T_{latency} \cdot K_{angles} \cdot (2 \cdot N + 1) \cdot \frac{(S_{msg} \cdot K_{angles})}{B_{comm}} \]

best case: \[ T_{comm} = 3 \cdot T_{latency} \cdot K_{angles} \cdot (2 \cdot N + 1) \cdot \frac{(S_{msg} \cdot K_{angles})}{B_{comm}} \]

(EQ 13)
Box 4. Rod allocation

\[ T_{cell} = \max(T_{cpu}, T_{comm}, T_{cib}) \]

\[ N_{mip} = \min(N_{temp}, \left\lceil 1 + N_{g} \cdot D \right\rceil) \cdot N_{m} \]

(worst case)

\[ T_{comm} = 9 \cdot T_{latency} + (XY_{surface} + XZ_{surface} + ZY_{surface}) \left( \frac{S_{msg}}{B_{comm}} \right) \]

\[ \left\lfloor \sqrt{N} \right\rfloor \leq N_{z} \leq \left\lceil \sqrt{N} \right\rceil \]

\[ N_{z} = \left\lfloor \frac{N}{N_{x} \cdot N_{y}} \right\rfloor \]

\[ XY_{surface} = N_{z} \cdot N_{y} + N_{y} + 1 \]

\[ XZ_{surface} = \left\lceil \frac{N}{N_{y}} \right\rceil \]

\[ YZ_{surface} \leq N_{y} \cdot N_{z} + \min(N_{p}, (N)mod(N_{x} \cdot N_{y})) \]

\[ r_{x} = \left\lfloor \frac{x}{N_{z}} \right\rfloor \]

\[ r_{y} = \left\lfloor \frac{y}{N_{y}} \right\rfloor \]

\[ i_{x} = (x)mod(N_{z}) \]

\[ i_{y} = (y)mod(N_{y}) \]

\[ r_{z} = \left\lfloor \frac{z \cdot N_{z} \cdot N_{y} + i_{x} \cdot N_{y} + i_{y}}{N} \right\rfloor \]

\[ cell[x,y,z] \text{ is placed at index} \]

\[ (z \cdot N_{z} \cdot N_{y} + i_{x} \cdot N_{y} + i_{y})mod(N) \]

within \( PIM[r_{x}, r_{y}, r_{z}] \)
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