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Abstract

Multifidelity modeling, in which one component of a system is modeled at a significantly different level of fidelity than another, has several potential advantages. For example, a higher-fidelity component model can be evaluated in the context of a lower-fidelity full system model that provides more realistic boundary conditions and yet can be executed quickly enough for rapid design changes or design optimization. Developing such multifidelity models presents challenges in several areas, including coupling models with differing spatial dimensionalities. In this report we describe a multifidelity algorithm for thermal radiation problems in which a three-dimensional, finite-element model of a system component is embedded in a system of zero-dimensional (lumped-parameter) components. We tested the algorithm on a prototype system with three problems: heating to a constant temperature, cooling to a constant temperature, and a simulated fire environment. The prototype system consisted of an aeroshell enclosing three components, one of which was represented by a three-dimensional finite-element model. We tested two versions of the algorithm; one used the surface-average temperature of the three dimensional component to couple it to the system model, and the other used the volume-average temperature. Using the surface-average temperature provided somewhat better temperature predictions than using the volume-average temperature. Our results illustrate the difficulty in specifying consistency for multifidelity models. In particular, we show that two models may be consistent for one application but not for another. While the temperatures predicted by the multifidelity model were not as accurate as those predicted by a full three-dimensional model,
our results show that a multifidelity system model can potentially execute much faster than a full three-dimensional finite-element model for thermal radiation problems with sufficient accuracy for some applications, while still predicting internal temperatures for the higher fidelity component. These results indicate that optimization studies with mixed-fidelity models are feasible when they may not be feasible with three-dimensional system models, if the concomitant loss in accuracy is within acceptable bounds.
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On Developing a Multifidelity Modeling Algorithm for System-Level Engineering Analysis

1 Introduction

In fulfillment of the national security mission of Sandia National Laboratories, engineers there simulate or test a wide variety of complex systems. These systems range from national infrastructure to nuclear power plants to weapons to micro-electrical-mechanical systems (MEMS) to living cells.

Historically, engineers at Sandia have relied on tests to characterize many such systems. Political, economic, and environmental factors increasingly constrain the ability of engineers to conduct tests as they have in the past. Sandia engineers must now rely increasingly on modeling and simulation of these disparate complex systems.

These disparate, complex systems must be modeled at many different levels of fidelity. For example, risk assessment studies for nuclear reactors are conducted with fault tree models in which the component models are of very low fidelity (e.g., binary decisions) [1]. In contrast, studies of systems such as neutron generators use the highest fidelity physics models available, and tax the capabilities of the most powerful computers in the world [2].

As engineers rely more and more on modeling and simulation, they will also use more mixed-fidelity system simulations, simulations that contain models of differing fidelities. For example, a drift-diffusion model of a transistor might be used in a lumped-parameter circuit model to more accurately model the transistor behavior in a radiation environment [3].

In this report we discuss issues involved in multifidelity modeling and describe progress in developing an algorithm for multifidelity modeling for thermal radiation problems. This work is in support of the development of the Entero system simulation code package [4, 5]. The Entero code package is being developed for system-level analysis of entire nuclear weapons through the stockpile-to-target sequence. This is an ambitious, long-term goal.

A key design feature for the Entero code package is to allow the user to independently specify the level of fidelity for each module in the system [4, 5, 6, 7]. This feature allows users to put higher fidelity models in the modules of interest, while using models of lower fidelity in the other modules.

In the next section we review some previous work toward developing multifidelity models. Then we discuss issues involved in multifidelity modeling. Next we describe progress toward developing an algorithm for multifidelity modeling for thermal radiation problems. Finally we present some conclusions and recommendations for future research.
2 Overview of Multifidelity Modeling Concepts

As engineers rely more and more on modeling and simulation, they will also use more multifidelity simulations. In this report we use the term \textit{multifidelity model} to mean a model in which the fidelity of the components of the model for a system can be changed. Thus at least one component in the system model can be represented by at least two component models, each with a different fidelity. For example, a transistor in an electrical circuit might be represented by either a (zero-dimensional) behavioral model or by a (one-, two- or three-dimensional) drift-diffusion model. Sometimes an analyst analyzes the system using one model or the other for the transistor.

To emphasize cases where the fidelities of the component models used in a system model are different—for example, a drift-diffusion model of a transistor embedded in a model in which all the other components are represented by behavioral models—we will sometimes use the term \textit{mixed-fidelity} model or simulation.

Such mixed-fidelity models have several advantages. They enable a component design to be evaluated in the context of a full system, and allow more realistic boundary conditions for the model of the component. They enable more rapid system-level analysis and optimization, because changes to the higher fidelity model can be incorporated directly into the system model without constructing an equivalent lower fidelity model. They enable the uncertainty in knowledge of a component to be reflected in the fidelity of the model used for the component, independent of the fidelities of models used for other components. And the resolution and fidelity of the simulation can be tailored to the requirements of the analysis, using lower fidelity models for exploratory studies and hence making better use of computing and personnel resources [8, 9].

2.1 Multiresolution Combat Modeling

Much of the exploration of mixed-fidelity modeling has been carried out in the context of combat modeling [10]. In this context, \textit{variable-resolution} models are models or families of models in which users can change the resolution at which phenomena are treated [11, 12, 13, 14, 15], and \textit{cross-resolution} modeling is linking models with different resolutions [11, 12, 14, 16, 17].

In combat modeling, a model with higher resolution has more components or more details than one with lower resolution. For example, a lower resolution model of a battalion of tanks might describe the battalion as a whole by the number of tanks and some average location of the battalion, while a higher resolution model might describe the motions of the individual tanks.
Davis and Bigelow note that *resolution* is often defined simply as “the level of detail at which system components and their behaviors are depicted” [10]. In the context of combat modeling, this definition for resolution is ambiguous because it can be applied to many different features of the model, including the spatial scale, the temporal scale, the physical processes included, the number of objects, the number of attributes of each object, and the degree of interaction between objects.

One objective for combat modeling is to develop the ability to use *multiresolution models*. *Multiresolution modeling* is building a single model or a family of models with alternative user modes involving different levels of resolution for the same phenomena [18, 10, 19].

In multiresolution combat modeling, lower resolution entities must interact with entities with higher resolution. When a higher resolution entity must interact with a lower level entity, one model or the other must be changed so that they can interact at the same level of resolution. For example, consider a single tank (a higher resolution entity) interacting with a battalion of tanks treated as a single entity (a lower resolution entity). The process of dynamically changing model resolution is called *disaggregation* if the resolution of the model for the lower resolution entity is increased in resolution to correspond to the resolution of the model for the higher resolution entity. The process of dynamically changing model resolution is called *aggregation* if the resolution of the model for the higher resolution entity is decreased in resolution to correspond to the resolution of the model for the lower resolution entity. The problem of linking simulations at different resolutions is called the aggregation-disaggregation problem [16, 17, 19, 20, 21, 22, 23].

The process of creating a lower resolution model from a higher resolution one is called *model abstraction* [8, 19, 24, 25, 26, 27, 28, 29, 30]. Model abstraction is an active area of research.

### 2.2 Model Consistency

A much-discussed issue in multiresolution modeling is whether a lower resolution model and a higher level model are *consistent*. A lower resolution model and a higher resolution model are said to be *weakly consistent* if the projection of the state of the higher resolution model to the space of the lower resolution model is sufficiently close to the state of the lower resolution model. For example, a three-dimensional thermal model might be weakly consistent with a zero-dimensional thermal model if the average temperature of the three-dimensional model is within a specified tolerance of the temperature of the zero-dimensional model.

A lower resolution model and a higher resolution model are said to be *strongly consistent* if the projection of the state of the lower resolution model to the space of the higher reso-
olution model is sufficiently close to the state of the higher resolution model. For example, a zero-dimensional thermal model might be strongly consistent with a three-dimensional thermal model if the single temperature of the zero-dimensional model when projected to the space of the three-dimensional model is within a specified tolerance of the temperature field of the three-dimensional model.

Strong consistency thus defined is much rarer than weak consistency. Whether the model states are “sufficiently close” depends on the modeling perspective. For example, it may be sufficient for a graph generated from the lower resolution model to indicate the same trends as a graph generated from the projected state of the higher resolution model [10, 31].

This view of model consistency however assumes that the higher resolution model is more accurate than a corresponding lower resolution model. However, the addition of more detail does not necessarily improve the accuracy of a model [10, 24]. And in practice, lower resolution models are used frequently and successfully. For example, many engineering systems such as bridges and automobiles are designed and built using classical mechanics rather than relativistic mechanics, even though the latter is more accurate.

Despite the deficiencies of the definitions of weak and strong consistency, we will apply these definitions in discussing the models described later in this report (Section 5).

2.3 Numerical Zooming

The term numerical zooming has also been used to describe simulations in which one component of the system has a higher fidelity than the others, i.e., mixed-fidelity modeling. For example, Reed and Afjeh used a three-dimensional, Navier-Stokes model of a fan to compute performance maps for zero-dimensional thermodynamic component models in a turbofan engine simulation [32, 33, 34]. Follen and auBouchon have implemented mixed-fidelity modeling in the National Cycle Program of the National Propulsion System Simulation by inserting one-dimensional compressor models in a zero-dimensional model of a turbofan engine [9].

3 Issues in Multifidelity Modeling

A variety of issues arise in multifidelity modeling. These include integrating models with differing dimensionalities (e.g., integrating a zero-dimensional thermal model with a three-dimensional, finite-element thermal model), integrating models with differing spatial resolutions, integrating physics with differing time scales, integrating models with differing time scales, and verification and validation of multifidelity models.
3.1 Integrating Models with Differing Spatial Dimensionalities

Integrating models with differing spatial dimensionalities, which is the focus of this work, presents significant difficulties in determining the appropriate method of projection to use from the lower dimensional model to the higher dimensional model and from the higher dimensional model to the lower dimensional model. Various types of averages may be used to project the higher dimensional variable field to the lower dimensional one. For example, a three-dimensional temperature field represented by nodal values on a finite-element mesh can be projected to a zero-dimensional model using a surface or volume average of the temperature (we explore the use of both average temperatures in this work). To project a zero-dimensional temperature to a three-dimensional temperature field on a finite-element mesh requires applying the single temperature to the boundary of the three-dimensional mesh, or a portion of the boundary. Such projections produce unknown errors in the resulting solutions.

3.2 Integrating Models with Differing Spatial Resolutions

Integrating models with different spatial resolutions presents significant difficulties. For example, abrupt changes in mesh resolution in shock-wave physics simulations can result in non-physical reflections when waves traverse a region of changing mesh [35, p. 237]. Variable meshes can also result in increased error in the solution, rather than decreased error [35, pp. 288–290]. In addition, for explicit codes, the time step for the integrated models is controlled by the Courant-Friedrichs-Levy limit for the smallest mesh cell. Thus variable spatial resolution may reduce the required computer memory (because fewer cells are used), but it may not reduce the simulation execution time. Therefore, care must be exercised in integrating models with different spatial resolution.

3.3 Integrating Physics with Differing Time Scales

Different physical phenomena are characterized by different time scales. For example, chemical reactions in a fluid flow frequently occur very rapidly compared to the time scale of the fluid flow. For the problems the Entero code package is designed to address, time scales may range from nanoseconds for nuclear reactions to years for aging effects. Numerical models with both a shorter time scale and a longer time scale are said to be stiff, because the numerical computation of the solution on the longer time scale is strongly affected by the presence of the shorter time-scale component. Integrating models with differing time scales must be performed carefully to ameliorate problems with stiffness.
3.4 Integrating Models with Differing Time Scales

Models of different fidelity may have differing time steps. These differences may be due to different physical time scales (Section 3.3) or may be due to different numerical techniques. For example, the time steps allowed for a model using an explicit time-integration scheme will be limited by the Courant-Friedrichs-Levy limit (Section 3.2). The time steps allowed for a model using an implicit time-integration scheme are not limited by the Courant-Friedrichs-Levy limit. If a model using an explicit time-integration scheme is integrated with a model using an implicit scheme, time steps in the latter model will be limited by the Courant-Friedrichs-Levy limit via the integration to the model with the explicit scheme

For multifidelity models, the time step sizes must be coordinated, which imposes an additional constraint on the system model.

3.5 Consistency and Accuracy of Multifidelity Models

As discussed in the previous section, an important issue in multiresolution modeling is whether a higher resolution model and a lower level model are consistent. In practice, lower resolution models are used frequently and successfully. For example, we frequently use classical mechanics rather than quantum mechanics. See especially [8, 10, 19, 24].

A higher resolution model is often inferred to be more accurate than a lower resolution model. However, the addition of more detail does not necessarily improve accuracy [36, 24].

3.6 Verifying and Validating Multifidelity Models

Verifying and validating mixed-fidelity system models is a difficult problem. There are few analytic solutions for mixed-fidelity models, so that verifying the models may rely on verified higher-fidelity simulations. Mixed-fidelity experiments are difficult to perform, so validating mixed-fidelity models directly against experimental data is problematic. It may be that the only method for validating mixed-fidelity models is to validate them against verified and validated higher fidelity simulations.

---

1This limitation may be partially alleviated if the model with the explicit scheme can be advanced by multiple time steps before the model with the implicit scheme must be updated.
Figure 1. Illustration of Mixed-Fidelity System Models. Three zero-dimensional components are connected via 0-Ports into a system. Module C is represented by a higher fidelity component, namely, a three-dimensional component, that is connected to the zero-dimensional one via a 3-Port.

4 A Multifidelity Algorithm for Thermal Radiation

We now describe a multifidelity algorithm for thermal radiation. In the algorithm, a zero-dimensional model of the system controls a simulation. This model consists of a set of software objects that identify and manage the model or models used for physical phenomena in the actual component, and a set of objects that identify and manage the information exchange between the objects.

In the algorithm, a zero-dimensional model of the system controls a simulation. At the zero-dimensional level, the physical state of a component is represented by a set of scalar variables that represent an appropriate average for the component (e.g., temperature or pressure). Physical connections between components are represented by information transfer through the interconnection objects, which are called ports. For example, consider a system consisting of two solid bodies exchanging energy by thermal radiation. Each body has an average temperature assigned to it. The port describing the interaction records the temperature of each body and indicates that the energy transfer is via thermal radiation.

The zero-dimensional model of a component may be augmented by an alternate model. This is done by connecting the zero-dimensional model to the alternate model with a special port, called an N-Port, that transforms information (Figure 1). For information transferred
from the zero-dimensional model to the alternate model, the N-Port transforms the zero-
dimensional state variables to those used by the alternate model. For information trans-
ferred from the alternate model, the N-Port transforms the state variables from those used
by the alternate model to the scalar state variables used by the zero-dimensional model.
(The Port connection between zero-dimensional models is a special case of the N-Port, the
0-Port.)

As an example, consider a system of two components that are interacting via thermal
radiation. The zero-dimensional temperature of each component is an average tempera-
ture. Suppose that the temperature of one of the components is modeled with a three-
dimensional finite-element model. This model is connected to the zero-dimensional model
for the component by an N-Port. For transferring information from the zero-dimensional
model to the three-dimensional model, the N-Port maps the single temperature of the zero-
dimensional model to a portion of the finite-element mesh surface visible to the zero-
dimensional component. For transferring information from the three-dimensional model to
the zero-dimensional model, the N-Port computes an average temperature (either a surface-
averaged temperature or a volume-averaged temperature) from the three-dimensional model
to send to the zero-dimensional model. (This resembles the approach used in the National
Cycle Program [9].)

The algorithm consists of the following steps listed in Table 1. We describe the imple-
mentation of the algorithm in Appendices 7 and 8.

5 Tests of the Multifidelity Algorithm

We tested the algorithm on a system consisting of five modules: The environment, the case,
the package, the arming, fuzing, and firing module (AF&F), and the safety device. The
geometry for the test system is shown schematically in Figure 2. Geometric dimensions for
the system and properties for the module materials are given in Appendix 1.

We compared predicted temperatures from three models of the test system: a full three-
dimensional model (denoted the 3D model) as the system baseline, a mixed-fidelity system
model (denoted the MD model), and a zero-dimensional system model (denoted the 0D
model).

In the 0D model, each component was represented by a zero-dimensional model for
temperature, that is, each component had a single temperature (Figure 3).

In the MD model, the AF&F was represented by a three-dimensional finite-element
mesh. The mesh was composed of 1083 nodes and 852 hexahedral elements (Figure 4).

In the 3D model, each component was represented by a finite-element mesh (Figure 5).
The package, AF&F, and safety device were represented by hexahedral meshes; the mesh
Table 1. The Mixed-Fidelity Algorithm

1. Identify the components in the system and their physical interconnections. This identifies the zero-dimensional model for the system.

2. Identify the alternate models to be used for system components.

3. Initialize state variables of the zero-dimensional models from the state variables of the alternate models or using specified values.

4. Increment the time variable and advance the state of zero-dimensional system model to the new time.

5. For the alternate models, transform the zero-dimensional state variable values to the values needed by the alternate models as boundary conditions.

6. Advance the state of the alternate model to the current time.

7. Transform the variables for the alternate model to the state variables needed by the zero-dimensional system model.

8. Repeat steps 4 through 7 until the final problem time has been reached.
for the AF&F was the same mesh used in the mixed-fidelity model. Shell elements were used for the aeroshell. The three-dimensional system model had 8585 nodes and 7629 elements.

We used three test problems for assessing the performance of the algorithm: a heating problem, a cooling problem, and a problem with a time-dependent thermal radiation boundary condition.

We assessed the performance of the algorithm based on comparisons of surface-average temperatures, volume-average temperatures, minimum temperatures, maximum temperatures, and temperatures at selected special points (called thermal pins) inside the AF&F. In the terminology introduced in Section 2.2, we assessed the performance of the algorithm based on weak consistency: The trends in the surface-average temperatures, volume-average temperatures, minimum and maximum temperatures, and temperatures at selected internal points for the AF&F predicted by the MD model should match those in the 3D model and the values of the temperatures should be "sufficiently close", where what constitutes being "sufficiently close" was deliberately not defined precisely. For practical purposes, if the maximum difference in temperature over the time of the simulation was less than 100 K, one could consider the temperatures to be "sufficiently close" to assert that the models are weakly consistent.

In order to connect a zero-dimensional model to a three-dimensional finite-element model, the temperature field from the latter must be transformed to a single temperature. Two obvious candidates for this temperature are the surface-average temperature and the volume-average temperature. Based on energy conservation, one might expect the volume-average temperature to give reasonable results (Appendix 8). However, radiative heat transfer depends on surface temperatures, so one might also expect the surface-average temperature to give reasonable results. In this report we present results from using both the surface-average temperature and the volume-average temperature.
Figure 3. The Zero-Dimensional Test System (0D Model). The arrows indicate explicit information exchange.

Figure 4. The Mixed-Fidelity Test System (MD Model). The arrows indicate explicit information exchange.
Figure 5. The Three-Dimensional Test System (3D Model).

Figure 6. AF&F Mesh Used in the Mixed-Fidelity Model.
5.1 The Heating Problem

In the heating problem, the environment was a constant temperature of 1033 K with the system at an initial temperature of 300 K.

5.1.1 Heating Case 1: Exchanging the Surface-Average Temperature

Heating Case 1 is the case of the heating problem in which the surface-average temperature of the AF&F was exchanged with the zero-dimensional system model in the MD model.

Figure 7 shows the surface-average temperatures predicted for the AF&F by the three system models for Heating Case 1. Initially the surface-average temperatures in the AF&F in the 3D and MD models are essentially identical and increase more rapidly than the surface-average temperature of the AF&F in the 0D model. This is a consequence of the finite thermal conductivity in the AF&F. Note that the shell elements used in the 3D model allow conduction in the plane of the element but ignore conduction in the shell thickness [37], so for uniform external boundary conditions they behave like the zero-dimensional model for the aeroshell.

The temperature of the entire volume of the AF&F in the 0D model must increase uniformly, while in the 3D and MD models the thermal energy is initially confined near the surface of the AF&F by the finite thermal conductivity, resulting in higher surface-average temperatures early in the simulation. Because the package must also heat uniformly in the 0D model, it acts as a large thermal sink, further retarding the rate of temperature increase in the AF&F.

Given the discussion of model consistency and the results in Figure 7, the MD and 3D models are weakly consistent in terms of trends based on surface-average temperature. Depending on how “sufficiently close” is defined, the 0D and MD models may be weakly consistent in terms of the temperature values.

Although the surface-average temperature of the 0D model increases more slowly than the surface-average temperature of the 3D model, this results in a greater rate of heat transfer to the AF&F in the 0D model compared to the 3D model. The volume-average temperature of the AF&F in the 0D model in fact increases more rapidly than the volume-average temperature in the 3D model (Figure 8). These differences are due to the finite thermal conductivity in the AF&F in the 3D model.

From the data in Figure 8, the MD and 3D models are weakly consistent based on trends, but none of the models are consistent based on temperature values.

As in the 0D model, the rate of increase in the surface-average temperature of the AF&F in the MD model is decreased by the effect of the package module, which acts as a large thermal sink. This effect is visible in the temperature contours shown in Figure 9, which
Figure 7. Surface-Average Temperatures in the AF&F for Heating Case 1 (Constant-Temperature Environment; Exchanging Surface-Average Temperature in the MD Model).

Figure 8. Volume-Average Temperatures for the AF&F for Heating Case 1 (Constant-Temperature Environment; Exchanging Surface-Average Temperature in the MD Model).
Figure 9. Comparison of Internal Temperatures for the AF&F—Predicted by the MD and 3D Models for Heating Case 1 (Exchanging Surface-Average Temperatures in the MD Model) at 3000 s. Left: The MD Model. Right: The 3D Model.

shows contours on a cross section containing the axis of the AF&F at 3000 seconds (a time when the difference between the surface-average temperatures of the MD and 3D models is large).

From the data in Figure 9, the MD and 3D models are weakly consistent based on trends, but inconsistent based on visual assessment of the locations of temperature values.

The volume-average temperature for the AF&F in the MD model increases more slowly than the volume-average temperatures for the AF&F in either the 0D or 3D models due to the finite thermal conductivity in the AF&F in the MD model (which slows the transfer of heat to the interior) and the influence of the package as a large thermal sink (so that there is a net thermal energy transfer from the AF&F to the package) (Figure 8).

We show the maximum and minimum temperatures in the AF&F for the MD and 3D system models in Figures 10 and 11, respectively. Except at very early times and later times, the maximum AF&F temperatures predicted by the MD and 3D models are signifi-
Figure 10. Maximum Temperature in the AF&F for Heating Case 1 (Exchanging Surface-Average Temperatures in the MD Model).

Figure 11. Minimum Temperature in the AF&F for Heating Case 1 (Exchanging Surface-Average Temperatures in the MD Model).
Figure 12. Comparison of Temperatures for the Normal Mesh and a Refined Mesh in the AF&F for Heating Case 1 (Exchanging Surface-Average Temperatures in the MD Model).
Figure 13. Locations of Thermal Pins in the AF&F.
cantly different (Figure 10). The maximum temperature of the AF&F in the MD model is lower than the maximum temperature in the AF&F in the 3D model because in the former model the package acts as a large thermal sink and moderates the maximum temperature. In contrast, the minimum temperatures follow similar trends and are reasonably close (Figure 11) because they are not significantly influenced by the thermal sink.

From the data in Figure 10, the MD and 3D models are weakly consistent based on trends, but inconsistent based on temperature values.

From the data in Figure 11, the MD and 3D models are weakly consistent based on trends and on temperature values.

The minimum temperatures below 300 K at early times in the simulations (Figure 11) are artifacts of the mesh resolution. To demonstrate this, we reran the three-dimensional simulation for Heating Case 1 using a mesh with 34916 hexahedral elements (5376 elements in the AF&F; the standard mesh had 852 hexahedral elements in the AF&F) and 13082 shell elements. Temperatures from the simulation with the refined mesh are plotted in Figure 12. The surface-average, volume-average, and maximum temperatures predicted by the simulations with the coarser and finer meshes are essentially identical. The physically unrealistic minimum temperatures below 300 K predicted at early times in the coarser mesh simulation are significantly improved in the simulation with the finer mesh models, and the temperatures predicted at later times (greater than approximately 2000 seconds) are essentially identical.

The temperature histories at three thermal pins distributed along the vertical axis of the AF&F (Figure 13) are shown in Figures 14–16. The temperatures predicted by the MD model at Thermal Pin 2 are close to those predicted by the 3D model at that pin (Figure 15). This is because near the center of the AF&F, the moderating thermal effect of the package in the MD model is diminished. However, the temperatures predicted by the MD model at Thermal Pin 1 are not good approximations to the temperatures predicted by the 3D model at that pin (Figure 14). And the temperatures predicted by the MD model at Thermal Pin 3 are not good approximations to the temperatures predicted by the 3D model at that pin. Temperatures at pins 1 and 3 are more strongly affected by the surrounding modules.

From the data in Figure 14, the MD and 3D models are weakly consistent based on trends, but inconsistent based on temperature values at Thermal Pin 1.

From the data in Figure 15, the MD and 3D models are weakly consistent based on trends and on temperature values at Thermal Pin 2.

From the data in Figure 16, the MD and 3D models are (perhaps) weakly consistent based on trends, but inconsistent based on temperature values at Thermal Pin 3.
Figure 14. Temperature Histories for Thermal Pin 1 in the AF&F for Heating Case 1 (Exchanging Surface-Average Temperatures in the MD Model).

Figure 15. Temperature Histories for Thermal Pin 2 in the AF&F for Heating Case 1 (Exchanging Surface-Average Temperatures in the MD Model).
5.1.2 Heating Case 2: Exchanging the Volume-Average Temperature

Heating Case 2 is the case of the heating problem in which the volume-average temperature of the AF&F was exchanged with the zero-dimensional system model in the MD model.

Figure 17 shows the surface-average temperatures and Figure 18 shows the volume-average temperatures predicted for the AF&F by the three models for Heating Case 2. The results are similar for both the surface-average temperatures (compare Figures 7 and 17) and the volume-average temperatures (compare Figures 8 and 18). Because the volume-average temperature depends on the heating of the entire volume, it lags the surface-average temperature and so more time is required for the AF&F to reach the temperature of the environment.

The surface-average temperatures of the AF&F in the 3D and MD models (Figure 17) initially increase faster than the surface-average temperature of the AF&F in the 0D model due to the finite thermal conductivity in the former model. The temperature of the entire volume of the AF&F in the 0D model must increase uniformly, while in the 3D and MD models the thermal energy is initially confined near the surface of the AF&F by the finite thermal conductivity, resulting in higher surface-average temperatures.

Although the surface-average temperature of the 0D model increases more slowly than the surface-average temperature of the 3D model, this results in a greater rate of heat transfer to the AF&F in the 0D model compared to the 3D model. The volume-average temper-
Figure 17. Surface-Average Temperatures for the AF&F in Heating Case 2 (Constant-Temperature Environment; Exchanging Volume-Average Temperature in the MD Model).

Figure 18. Volume-Average Temperatures for the AF&F in Heating Case 2 (Constant-Temperature Environment; Exchanging Volume-Average Temperature in the MD Model).
Figure 19. Comparison of Internal Temperatures for the AF&F—Predicted by the MD and 3D Models for Heating Case 2 (Exchanging Volume-Average Temperatures in the MD Model) at 3000 s. Left: The MD Model. Right: The 3D Model.
Figure 20. Maximum Temperature in the AF&F for Heating Case 2 (Exchanging Volume-Average Temperatures in the MD Model).

Figure 21. Minimum Temperature in the AF&F for Heating Case 2 (Exchanging Volume-Average Temperatures in the MD Model).
Figure 22. Temperature Histories for Thermal Pin 1 in the AF&F for Heating Case 2 (Exchanging Volume-Average Temperatures in the MD Model).

Figure 23. Temperature Histories for Thermal Pin 2 in the AF&F for Heating Case 2 (Exchanging Volume-Average Temperatures in the MD Model).
Figure 24. Temperature Histories for Thermal Pin 3 in the AF&F for Heating Case 2 (Exchanging Volume-Average Temperatures in the MD Model).

...ature of the AF&F in the 0D model in fact increases more rapidly than the volume-average temperature in the 3D model (Figure 18). These differences are owing to the finite thermal conductivity in the AF&F in the 3D model.

As in the 0D model, the rate of increase in the surface-average temperature of the AF&F in the MD model is decreased by the effect of the package module, which acts as a large thermal sink. This effect is visible in the temperature contours shown in Figure 19, which shows contours on a cross section containing the axis of the AF&F at 3000 s (a time when the difference between the surface-average temperatures of the MD and 3D models is large).

The volume-average temperature for the AF&F in the MD model increases more slowly than the volume-average temperatures for the AF&F in either the 0D or 3D models owing to the finite thermal conductivity in the AF&F in the MD model (which slows the transfer of heat to the interior) and the influence of the package as a large thermal sink (so that there is a net thermal energy transfer from the AF&F to the package) (Figure 18).

We show the maximum and minimum temperatures in the AF&F for the MD and 3D system models in Figures 20 and 21, respectively. The anomalous temperatures at early times (prior to approximately 4000 s) are caused by insufficient mesh resolution (see Section 5.1.1). Except at very early times and at very late times, the maximum AF&F temperatures predicted by the MD and 3D models are significantly different (Figure 20). In
contrast, the minimum temperatures follow similar trends and are somewhat close (Figure 21).

The temperature histories at the three thermal pins in the AF&F (Figure 13) are shown in Figures 22, 23, and 24, respectively. The temperatures predicted by the MD model at Thermal Pin 2 are close to those predicted by the 3D model at that point (Figure 15). However, the temperatures predicted by the MD model at Thermal Pin 1 are not good approximations to the temperatures predicted by the 3D model at Thermal Pin 1, except at very early times and relatively late times (after approximately 10,000 s) (Figure 22). And the temperatures predicted by the MD model at Thermal Pin 3 are not good approximations to the temperatures predicted by the 3D model at Thermal Pin 2.

5.1.3 Conclusions from the Heating Problem
The discussion of model consistency for Heating Case 1 (Section 5.1.1) shows that the determination of model consistency is clearly dependent on the desired metric, which is a function of the intended use of the model. The metric might be the trend of a parameter over some time period(s), or the values of that parameter over some time period(s), or some combination of parameters.

An analysis of volumetric energy conservation given in Appendix 8 suggests that the volume-average temperature should be a good candidate for coupling the three-dimensional component to the zero-dimensional model. However, comparing the results from Heating Case 1 and Heating Case 2, the temperatures predicted for the AF&F when the surface-average temperature is exchanged in the MD model are somewhat better approximations to the temperatures predicted by the 3D model than the temperatures predicted for the AF&F when the volume-average temperature is exchanged in the MD model; compare, for example, Figures 7 and 17, or Figures 8 and 18. This is not surprising because thermal radiation heat transfer is governed by surface temperatures and not temperatures in the interior of a body.

5.2 The Cooling Problem
In the cooling problem, the environment was a constant temperature of 300 K and the system was initially at a temperature of 1033 K.

5.2.1 Cooling Case 1: Exchanging the Surface-Average Temperature
Cooling Case 1 is the case of the cooling problem in which the surface-average temperature of the AF&F was exchanged with the zero-dimensional system model in the MD model.

Figure 25 shows the surface-average temperatures and Figure 26 shows the volume-
average temperatures predicted for the AF&F by the three models for Cooling Case 1. Because the cooling of the AF&F is controlled by radiation to the surrounding bodies, which are all represented by zero-dimensional models in the MD system model, the surface-average and volume-average temperatures for the AF&F in the MD model are close to those for the AF&F in the 0D model (compare Figures 25 and 26). However, owing to the finite thermal conductivity of the AF&F material in the MD model, the volume-average temperature of the AF&F in the MD model is similar to the volume-average temperature of the AF&F in the 3D model (Figure 26).

Temperature contours for the AF&F in the cooling problem for the MD and 3D models at 3000 s are shown in Figure 27. The influence of the package as a relative heat source in the MD model (analogous to its influence as a relative heat sink in the heating problem) is seen in the contours.

Figures 28 and 29 show the maximum and minimum temperatures, respectively, for the AF&F as a function of time. Although the temperature trends are correct, neither the maximum temperatures nor the minimum temperatures predicted by the MD model are good approximations to the corresponding temperatures predicted by the 3D model. For this problem, the maximum temperature of the AF&F occurs in its interior in both the MD and 3D models, and so the maximum temperatures in both models are similar (refer to the discussion above). However, the minimum temperature of the AF&F occurs on its outer surface, and so the minimum temperature of the AF&F in the MD model is different than the minimum temperature of the AF&F in the 3D model (again, refer to the discussion above).

Figures 30, 31, and 32 show the temperature histories at the thermal pins in the AF&F (see Figure 13). The AF&F in the 0D model cools uniformly and its temperature is uniform. Owing to its finite thermal conductivity, the AF&F in the MD model initially cools like the AF&F in the 3D model, but later behaves thermally more like the AF&F in the 0D model because it is embedded in a system of zero-dimensional models. Although the trends of the temperatures are correct, none of the temperature histories at the thermal pins in the MD model are especially good approximations to the temperature histories predicted by the 3D model at the thermal pins.

5.2.2 Cooling Case 2: Exchanging the Volume-Average Temperature

Cooling Case 2 is the case of the cooling problem in which the volume-average temperature of the AF&F was exchanged with the zero-dimensional system model in the MD model.

Figure 33 shows the surface-average temperatures and Figure 34 shows the volume-average temperatures predicted for the AF&F by the three models for Cooling Case 2, the cooling scenario, in which the volume-average temperature from the three-dimensional AF&F module is sent to the zero-dimensional system model in the MD model. Figure 35
Figure 25. Surface-Average Temperatures for the AF&F in Cooling Case 1 (Exchanging Surface-Average Temperature in the MD Model).

Figure 26. Volume-Average Temperatures for the AF&F in Cooling Case 1 (Exchanging Surface-Average Temperature in the MD Model).
Figure 27. Comparison of Internal Temperatures for the AF&F for the MD and 3D Models for Cooling Case 1 (Exchanging Surface-Average Temperatures in the MD Model) at 3000 s. Left: The MD Model. Right: The 3D Model.
Figure 28. Maximum Temperature in the AF&F for Cooling Case 1 (Exchanging Surface-Average Temperatures in the MD Model).

Figure 29. Minimum Temperature in the AF&F for Cooling Case 1 (Exchanging Surface-Average Temperatures in the MD Model).
Figure 30. Temperature Histories for Thermal Pin 1 in the AF&F for Cooling Case 1 (Exchanging Surface-Average Temperatures in the MD Model).

Figure 31. Temperature Histories for Thermal Pin 2 in the AF&F for Cooling Case 1 (Exchanging Surface-Average Temperatures in the MD Model).
Figure 32. Temperature Histories for Thermal Pin 3 in the AF&F for Cooling Case 1 (Exchanging Surface-Average Temperatures in the MD Model).

shows the internal temperatures for the AF&F at 3000 s. Because the cooling of the AF&F is controlled by radiation to the surrounding bodies, which are all represented by zero-dimensional models in the MD system model, the surface-average and volume-average temperatures for the AF&F in the MD model are close to those for the AF&F in the 0D model (compare Figures 33 and 34).

Temperature contours for the AF&F in Cooling Case 2 for the MD and 3D models at 3000 seconds are shown in Figure 35. The influence of the package as a relative heat source in the MD model is seen in the contours.

We show the maximum and minimum temperatures in the AF&F for Cooling Case 2 in Figures 36 and 37, respectively. Neither the maximum temperatures predicted by the MD model are good approximations to the corresponding temperatures predicted by the 3D model.

The temperature histories at the three thermal pins in the AF&F (Figure 13) are shown in Figures 38, 39, and 40, respectively. Although the trends are correct, none of the temperature histories at the thermal pins in the MD model are especially good approximations to the temperature histories predicted by the 3D model at the corresponding pins.
Figure 33. Surface-Average Temperatures for Cooling Case 2 (Cooling Scenario; Exchanging Volume-Average Temperatures).

Figure 34. Volume-Average Temperatures for Cooling Case 2 (Cooling Scenario; Exchanging Surface-Average Temperatures).
Figure 35. Comparison of Internal Temperatures for the AF&F Predicted by the MD and 3D Models (Exchanging Volume-Average Temperatures in the MD Model) for Cooling Case 2 at 3000 s. Left: The MD Model. Right: The 3D Model.
Figure 36. Maximum Temperature in the AF&F for Cooling Case 2 (Exchanging Volume-Average Temperatures in the MD Model).

Figure 37. Minimum Temperature in the AF&F for Cooling Case 2 (Exchanging Volume-Average Temperatures in the MD Model).
Figure 38. Temperature Histories for Thermal Pin 1 in the AF&F for Cooling Case 2 (Exchanging Volume-Average Temperatures in the MD Model).

Figure 39. Temperature Histories for Thermal Pin 2 in the AF&F for Cooling Case 2 (Exchanging Volume-Average Temperatures in the MD Model).
5.2.3 Conclusions from the Cooling Problem

As with the heating problem (Section 5.1.3), the temperatures predicted for the AF&F when the surface-average temperature is exchanged in the MD model are somewhat better approximations to the temperatures predicted by the 3D model than the temperatures predicted for the AF&F when the volume-average temperature is exchanged in the MD model; compare, for example, Figures 25 and 33, or Figures 26 and 34. Again, this is not surprising because thermal radiation heat transfer is governed by surface temperatures and not temperatures in the interior of a body.

5.3 The Time-Dependent Boundary Condition Problem

In the time-dependent boundary condition problem, the environment represents a simulated engulfing fire, in which the environment temperature rises rapidly to 1033 K from 300 K, remains at this temperature for a period of time, and then decreases to 300 K.

5.3.1 Fire Case 1: Exchanging the Surface-Average Temperature

Fire Case 1 is the case of the time-dependent boundary condition problem in which the surface-average temperature of the AF&F was exchanged with the zero-dimensional system model in the MD model.
Figure 41 shows the surface-average temperatures and Figure 42 shows the volume-average temperatures predicted for the AF&F by the three system models for the simulated-fire environment, for the case in which the surface-average temperature from the three-dimensional AF&F module is sent to the otherwise zero-dimensional system model in the MD model.

Prior to 10,000 seconds (when the “fire” is “extinguished”), the temperature histories for the 0D, MD, and 3D models are, not surprisingly, similar to those for the heating problem (compare the surface-average temperatures in Figures 7 and 41, and the volume-average temperatures in Figures 8 and 42), because the heating problem and the time-dependent boundary condition problem are essentially the same during this time when the heating period is relatively brief.

The system begins to cool at 10,000 seconds. The cooling is sufficiently rapid that the temperature histories for the 0D, MD, and 3D models are similar to those for the cooling problem (compare the surface-average temperatures in Figures 41 and 25 and the volume-average temperatures in Figures 42 and 26).

5.3.2 Fire Case 2: Exchanging the Volume-Average Temperature

Fire Case 2 is the case of the time-dependent boundary condition problem in which the volume-average temperature of the AF&F was exchanged with the zero-dimensional system model in the MD model.

Figure 49 shows the surface-average temperatures and Figure 50 shows the volume-average temperatures predicted for the AF&F by the three system models for the simulated-fire environment, for the case in which the surface-average temperature from the three-dimensional AF&F module is sent to the otherwise zero-dimensional system model in the MD model.

Prior to 10,000 seconds (when the “fire” is “extinguished”), the temperature histories for the 0D, MD, and 3D models are, not surprisingly, similar to those for the heating problem (compare the surface-average temperatures in Figures 17 and 49, and the volume-average temperatures in Figures 18 and 18), because the heating problem and the time-dependent boundary condition problem are essentially the same during this time when the heating period is relatively brief.

The system begins to cool at 10,000 seconds. The cooling is sufficiently rapid that the temperature histories for the 0D, MD, and 3D models are similar to those for the cooling problem (compare the surface-average temperatures in Figures 49 and 33 and the volume-average temperatures in Figures 50 and 34).
Figure 41. Surface-Average Temperatures for the AF&F for the Time-Dependent Thermal Boundary Condition Problem (Exchanging Surface-Average Temperatures in the MD Model).

Figure 42. Volume-Average Temperatures for the AF&F for the Time-Dependent Boundary Condition Problem (Exchanging Surface-Average Temperatures in the MD Model).
Figure 43. Comparison of Internal Temperatures for the AF&F for the MD and 3D Models for the Time-Dependent Thermal Radiation Boundary Condition Problem (Exchanging Surface-Average Temperatures in the MD Model) at 3000 s. Left: The MD Model. Right: The 3D Model.
Figure 44. Maximum Temperature in the AF&F for Fire Case 1 (Exchanging Surface-Average Temperatures in the MD Model).

Figure 45. Minimum Temperature in the AF&F for Fire Case 1 (Exchanging Surface-Average Temperatures in the MD Model).
Figure 46. Temperature Histories for Thermal Pin 1 in the AF&F for Fire Case 1 (Exchanging Surface-Average Temperatures in the MD Model).

Figure 47. Temperature Histories for Thermal Pin 2 in the AF&F for Fire Case 1 (Exchanging Surface-Average Temperatures in the MD Model).
5.3.3 Conclusions from the Time-Dependent Boundary Condition Problem

As with the heating and cooling problems (Sections 5.1.3 and 5.2.3), the temperatures predicted for the AF&F when the surface-average temperature is exchanged in the MD model are somewhat better approximations to the temperatures predicted by the 3D model than the temperatures predicted for the AF&F when the volume-average temperature is exchanged in the MD model; compare, for example, Figures 41 and 49, or Figures 42 and 50. Again, this is not surprising because thermal radiation heat transfer is governed by surface temperatures and not temperatures in the interior of a body.

5.4 Simulation Timing Results

In Table 2 we give simulation timing results for the three cases summarized above. We ran all the calculations on a single processor of a Dell workstation with a 1.3 GHz Intel Pentium 4 processor, and each simulation produced the output files considered typical for the simulation. For example, the mixed-fidelity and three-dimensional system models each produced an output file containing mesh temperatures.

Referring to Table 2, the MD model ran over 25 times faster than the 3D model on the Dell workstation (in under three minutes compared to over an hour) and provides internal temperatures for the higher fidelity module. These results indicate that optimization studies with mixed-fidelity models are feasible when they may not be feasible with three-dimensional system models.
Figure 49. Surface-Average Temperatures for the AF&F for Fire Case 2 (Exchanging Volume-Average Temperatures in the MD Model).

Figure 50. Volume-Average Temperatures for the AF&F for Fire Case 2 (Exchanging Volume-Average Temperatures in the MD Model).
Figure 51. Comparison of Internal Temperatures for the AF&F for the MD and 3D Models for Fire Case 2 (Exchanging Volume-Average Temperatures in the MD Model) at 3000 s. Left: The MD Model. Right: The 3D Model.
Figure 52. Maximum Temperature in the AF&F for Fire Case 2 (Exchanging Surface-Average Temperatures in the MD Model).

Figure 53. Minimum Temperature in the AF&F for Fire Case 2 (Exchanging Surface-Average Temperatures in the MD Model).
Figure 54. Temperature Histories for Thermal Pin 1 in the AF&F for Fire Case 2 (Exchanging Surface-Average Temperatures in the MD Model).

Figure 55. Temperature Histories for Thermal Pin 2 in the AF&F for Fire Case 2 (Exchanging Volume-Average Temperatures in the MD Model).
Figure 56. Temperature Histories for Thermal Pin 3 in the AF&F for Fire Case 2 (Exchanging Volume-Average Temperatures in the MD Model).

Table 2. CPU Times for the Test Cases.

<table>
<thead>
<tr>
<th>System Model</th>
<th>0D Only [s]</th>
<th>Mixed-Fidelity [s]</th>
<th>3D Only [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3D Model</td>
<td>0D Model</td>
<td>Total [s]</td>
</tr>
<tr>
<td>Heating</td>
<td>0.22</td>
<td>170.10</td>
<td>170.68</td>
</tr>
<tr>
<td>Cooling</td>
<td>0.31</td>
<td>171.45</td>
<td>172.30</td>
</tr>
<tr>
<td>“Fire”</td>
<td>0.24</td>
<td>168.55</td>
<td>169.52</td>
</tr>
</tbody>
</table>

Does not include time to calculate the view factors (35.1 hrs).
6 Implementation of the Multifidelity Algorithm in the Entero Software

The mixed-fidelity algorithm for thermal radiation was implemented in the Entero software as part of a prototype for multifidelity, multiphysics environments for thermal analysis of systems containing electrical circuits and exposed to fires [5, 7].

With the software, the user starts from an initial system (provided with the software or previously saved by the user) and can add or delete components (subject to composition rules enforced by the software), and add or delete connections, or “ports,” between components. The user is guided through this process by a series of software wizards. Components of the system are represented by zero-dimensional thermal models; the user can replace one of the components with a three-dimensional, finite-element model, which is connected to the zero-dimensional system model by a mixed-fidelity port.

The dimensions and relative locations of the zero-dimensional models (which are represented as conical frustums) can be adjusted by the user with a geometry editor. View factors are automatically calculated for the zero-dimensional models. The user can modify the mass and thermal properties of individual components (e.g., density and specific heat capacity).

The user can embed electrical circuits in each of the components, and for the three-dimensional model can specify the circuit location; the circuit is connected to a component using a multiphysics port.

Following system set up, the user can analyze the system and monitor the temperatures in the components and the electrical activity in the circuit as the simulation progresses. An example of the user interface is shown in Figure 57.

7 Summary and Conclusions

Modeling and simulation of complex systems at various levels of fidelity is increasingly important at Sandia National Laboratories in fulfilling its national security mission. In this report we described the development of a mixed-fidelity algorithm for thermal radiation heat transfer. Using the algorithm, a three-dimensional finite-element model for a component can be embedded in a zero-dimensional system model.

Mixed-fidelity models have several advantages. They enable a component design to be evaluated in the context of a full system, and allow more realistic boundary conditions for the model of the component. They enable more rapid system-level analysis and optimization, because changes to the higher fidelity model can be incorporated directly into the system model without constructing an equivalent lower fidelity model. They enable
the uncertainty in knowledge of a component to be reflected in the fidelity of the model used for the component, independent of the fidelities of models used for other components. And the resolution and fidelity of the simulation can be tailored to the requirements of the analysis, using lower fidelity models for exploratory studies and hence making better use of computing and personnel resources [8, 9].

However, as discussed in Section 3, mixed-fidelity algorithms also have some drawbacks. These include challenges in integrating models with differing spatial dimensionalities and resolutions, integrating physics and models with differing time scales, determining the consistency of multifidelity models, and verifying and validating multifidelity models.

In particular we highlighted the difficulty in determining the consistency of mixed-fidelity models. The difficulty arises from the multiplicity of possible measures of consistency.

The version of the mixed-fidelity algorithm in which the surface-average temperature of the three-dimensional model was exchanged with the zero-dimensional system model provided somewhat better predictions of the temperature metrics than did the version in which the volume-average temperature was exchanged with the zero-dimensional system model.

A mixed-fidelity system model can potentially execute much faster than a full three-
dimensional finite-element model for thermal radiation problems and provides internal temperatures for the higher fidelity module. However, there is some loss in accuracy with the mixed-fidelity system model. These results indicate that optimization studies with mixed-fidelity models are feasible when they may not be feasible with three-dimensional system models, if the concomitant loss in accuracy is within acceptable bounds.

The mixed-fidelity algorithm for thermal radiation was implemented in the Entero software as part of a prototype environment for multifidelity, multiphysics environment for thermal analysis of systems containing electrical systems and exposed to fires [5, 7]. The software allows the user considerable flexibility in creating and modifying system models, and in monitoring the temperatures in the components and the electrical activity in the embedded circuit as a simulation progresses.

The multifidelity algorithm for thermal radiation could be extended to conductive heat transfer using the concept of a one-dimensional “thermal wire” to connect two modules in a system. In a thermal wire, conduction occurs only along its length, and its cross-sectional area as a function of length is specified. This construct can be connected to a three-dimensional finite-element mesh using either the surface-average temperature or an average surface temperature for the area of contact. The latter connection could be implemented using a flux boundary condition on an element side set, and might provide increased accuracy in the temperature predictions.

In summary, the mixed-fidelity model ran sufficiently fast with sufficient accuracy to enable design optimization studies for coupled thermal/electrical modeling. Further studies to verify this conclusion are warranted.
Table 3. Geometric Parameters for the Case.

<table>
<thead>
<tr>
<th>Case</th>
<th>Frustum of a cone</th>
<th>Radius ( r = 0.2 \text{ m} )</th>
<th>Height ( h = 1.0 \text{ m} )</th>
<th>Thickness ( a = 0.01 \text{ m} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \theta = \arctan(r/h) )</td>
<td>( \theta = 0.1973^\circ )</td>
<td>Enclosed volume, ( V_i = \pi r^2 h/3 )</td>
<td>( V_i = 0.2094 \text{ m}^3 )</td>
</tr>
<tr>
<td></td>
<td>Interior Area, ( A_i = \pi r(r + h/\cos \theta) )</td>
<td>( A_i = 0.7664 \text{ m}^2 )</td>
<td>Exterior Area, ( A_o = \pi r(r + h/\cos \theta)(1 + \frac{\alpha \gamma}{h})^2 )</td>
<td>( A_o = 0.7673 \text{ m}^2 )</td>
</tr>
<tr>
<td></td>
<td>Shell Volume, ( V_s = \pi r^2 \gamma(1 + \gamma + \frac{\gamma^2}{3}) )</td>
<td>( V_s = 8.141\times10^{-3} \text{ m}^3 )</td>
<td>( \gamma = a(1 + \sin^{-1} \theta)/h )</td>
<td>( \gamma = 6.099\times10^{-2} )</td>
</tr>
</tbody>
</table>

Appendix 1: Geometric Dimensions and Material Properties for the Test System

The geometry for the test system is shown in Figure 2. It consists of four component modules: a safety device, an AF&F, and a package enclosed within a case module. The case is a conical shell. The other modules are frustums of cones. Dimensions for each module are given in Tables 3–6. In the test system, all the modules are coaxial, with positions measured from the interior apex of the case given in Table 7.

The materials and properties for each of the modules are listed in Table 8. Densities, thermal conductivities, and specific heat capacities are taken from Reference [38, Table A.3], and emissivities are taken from Reference [39, Appendix D], unless otherwise noted. Note that the lumped-parameter models assume that all surfaces are black and hence all the emissivities are 1.0.
Table 4. Geometric Parameters for the Package.

<table>
<thead>
<tr>
<th>Package</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Frustum of a cone</td>
</tr>
<tr>
<td>Upper radius $r_1 = 0.1062$ m</td>
</tr>
<tr>
<td>Lower radius $r_2 = 0.1880$ m</td>
</tr>
<tr>
<td>Height $h = 0.4089$ m</td>
</tr>
<tr>
<td>Half angle, $\theta = \arctan((r_2 - r_1)/h)$</td>
</tr>
<tr>
<td>Area, $A = \pi (h(r_1 + r_2)/\cos \theta + r_1^2 + r_2^2)$</td>
</tr>
<tr>
<td>Volume, $V = \pi h(r_1^2 + r_1r_2 + r_2^2)/3$</td>
</tr>
</tbody>
</table>

Table 5. Geometric Parameters for the AF&F.

<table>
<thead>
<tr>
<th>AF&amp;F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Frustum of a cone</td>
</tr>
<tr>
<td>Upper radius $r_1 = 0.052$ m</td>
</tr>
<tr>
<td>Lower radius $r_2 = 0.082$ m</td>
</tr>
<tr>
<td>Height $h = 0.27113$ m</td>
</tr>
<tr>
<td>Half angle, $\theta = \arctan((r_2 - r_1)/h)$</td>
</tr>
<tr>
<td>Area, $A = \pi (h(r_1 + r_2)/\cos \theta + r_1^2 + r_2^2)$</td>
</tr>
<tr>
<td>Volume, $V = \pi h(r_1^2 + r_1r_2 + r_2^2)/3$</td>
</tr>
</tbody>
</table>

Table 6. Geometric Parameters for the Safety Device.

<table>
<thead>
<tr>
<th>Safety Device</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Frustum of a cone</td>
</tr>
<tr>
<td>Upper radius $r_1 = 0.020$ m</td>
</tr>
<tr>
<td>Lower radius $r_2 = 0.048$ m</td>
</tr>
<tr>
<td>Height $h = 0.140$ m</td>
</tr>
<tr>
<td>Half angle, $\theta = \arctan((r_2 - r_1)/h)$</td>
</tr>
<tr>
<td>Area, $A = \pi (h(r_1 + r_2)/\cos \theta + r_1^2 + r_2^2)$</td>
</tr>
<tr>
<td>Volume, $V = \pi h(r_1^2 + r_1r_2 + r_2^2)/3$</td>
</tr>
</tbody>
</table>
Table 7. Module Positions in the test system.

<table>
<thead>
<tr>
<th>Module</th>
<th>Position [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety Device</td>
<td>0.150</td>
</tr>
<tr>
<td>AF&amp;F</td>
<td>0.300</td>
</tr>
<tr>
<td>Package</td>
<td>0.581113</td>
</tr>
</tbody>
</table>

Note: All positions are measured from the interior apex of the case to the upper surface of the module. The “upper” surface of a module is the one with the upper radius. See Tables 3–6.
Table 8. Materials and Properties\(^a\) for the Fictitious Test System.

<table>
<thead>
<tr>
<th>Module</th>
<th>Material</th>
<th>Density [kg/m(^3)]</th>
<th>Thermal Conductivity [W/m-K]</th>
<th>Specific Heat Capacity [J/kg-K]</th>
<th>Emissivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case</td>
<td>Graphite fiber epoxy(^b)</td>
<td>2210.0</td>
<td>5.70(^c)</td>
<td>935.0</td>
<td>0.9(^d)</td>
</tr>
<tr>
<td>Package</td>
<td>Stainless Steel (304)(^e)</td>
<td>7900.0</td>
<td>14.9</td>
<td>700.0</td>
<td>0.16(^f)</td>
</tr>
<tr>
<td>AF&amp;F</td>
<td>Oak(^g)</td>
<td>545.0</td>
<td>0.17</td>
<td>2385.0</td>
<td>0.75(^h)</td>
</tr>
<tr>
<td>Safety Device</td>
<td>Sandstone(^i)</td>
<td>2150.0</td>
<td>2.90</td>
<td>745.0</td>
<td>0.83(^j)</td>
</tr>
</tbody>
</table>

\(^a\) All properties at 300 K unless otherwise noted.
\(^b\) From Reference [38, Table A.2].
\(^c\) Perpendicular to fibers.
\(^d\) Estimated from values for dielectrics in Reference [39, Appendix D].
\(^e\) From Reference [38, Table A.1].
\(^f\) Polished 301 stainless steel at 297 K, Reference [39, Appendix D].
\(^g\) From Reference [38, Table A.3].
\(^h\) Planed oak, Reference [39, Appendix D].
\(^i\) From Reference [38, Table A.3].
\(^j\) Sandstone at 310 K, Reference [39, Appendix D].
Appendix 2: Implementation of the Multifidelity Algorithm

The zero-dimensional system model is called the integrator in the Entero architecture. The Entero integrator for thermal radiation problems is described in [6]. The current version of the integrator allows one interior module in a system to be replaced by a finite-element model. Reference temperatures for the finite-element model are mapped to the external boundaries of the finite-element mesh.

We developed a special version of the Coyote heat transfer code [37, 40] for the mixed-fidelity modeling. We modified the user-defined subroutine USRTRR to provide the reference temperatures via Parallel Virtual Machine (PVM) messages [41] from the zero-dimensional models. We wrote subroutines to compute the surface-average temperature and volume-average temperature of a mesh block.

Currently all the lump temperatures are sent to Coyote through USRTRR and the unnecessary one is discarded in mapping the reference temperatures to the surface node sets. The mapping of side sets of the AF&F mesh to the zero-dimensional models is currently hard-coded in USRTRR. The locations of the side sets are shown in Figure 58. The mappings of the side sets to modules is given in Table 9.

A subroutine SRFAVGT was written to compute the surface-average temperature and inserted just before the calls to USRWRT in the SOLVE subroutine. Surface-average temperatures were calculated as described in Appendix 7.

Figure 58. Side Sets in the Mesh for the Three-Dimensional AF&F Module.
Table 9. Mappings of Modules to Side Sets in the Test System.

<table>
<thead>
<tr>
<th>Module Name</th>
<th>Module No.</th>
<th>Maps to</th>
<th>Side Sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case</td>
<td>1</td>
<td></td>
<td>3, 4</td>
</tr>
<tr>
<td>Package</td>
<td>2</td>
<td></td>
<td>1, 2</td>
</tr>
<tr>
<td>AF&amp;F</td>
<td>3</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Safety Device</td>
<td>4</td>
<td></td>
<td>5, 6, 7</td>
</tr>
</tbody>
</table>

A subroutine \texttt{VOLAVGT} was written to compute the volume-average temperature and inserted just before the calls to \texttt{USRWRT} in the \texttt{SOLVE} subroutine. Volume-average temperatures were calculated as described in Appendix 8.

The subroutine \texttt{USRWRT} was modified to provide the data for special points. Locations of the points are communicated once (because usually the mesh is static), and temperature values at the points are sent to the integrator every time step.

To activate the special features for mixed-fidelity modeling, certain entries must appear in the Coyote input files. These entries tell Coyote to use the user-specified reference temperature for the exterior surfaces of the mesh and to write user-specified quantities (\textit{i.e.}, the special points) using \texttt{USRWRT}. In other words, these entries signal Coyote to expect a link to the lumped-parameter models.

Coyote’s user constants are used to select various options. \texttt{ICONST(1)} is used to specify where a full three-dimensional model (\texttt{ICONST(1) = 1}) or a mixed-fidelity model (\texttt{ICONST(1) > 1}) is used.

\texttt{ICONST(2)} is used to specify which temperature is passed to the mixed-fidelity model. No temperature is passed if \texttt{ICONST(2) = 0}. The volume-average temperature is passed if \texttt{ICONST(2) = 1}. The surface-average volume is passed if \texttt{ICONST(2) = 2}. Note that \texttt{ICONST(2) = 0} should only be used with a full three-dimensional model (\texttt{ICONST(1) = 1}).

\texttt{ICONST(3)} is used to specify the number of modules, and is only used when a mixed-fidelity model is specified. In this case, \texttt{ICONST(3)} is set to 1.

The \texttt{SRFAVGT} subroutine computes the surface-average temperature for the mesh defining the module. It processes all the external element faces for each element block.

In addition, the \texttt{Write User File} command must appear in the Coyote post processing input block so that the \texttt{USRWRT} and \texttt{TAVERAGE} subroutines are called by Coyote.
The Radiation boundary condition command is used to tell Coyote to use the user-specified reference temperature. Currently, the user must define in the mesh file a collection of disjoint element sets whose union includes all the surface elements of the mesh. Then the Heat Source boundary is used to tell Coyote to use the reference temperatures provided by the lumped-parameters models. The command has the form

\[ \text{BCType=Radiation, \text{SIDE}=\text{sideset\_number}, \text{COEFFicient}=1, \text{TREFerence=USER}} \]

where \text{sideset\_number} is the number of a surface element set. There must be one boundary condition line for each element set that defines part of the surface.

Special points can be used to extract temperatures from the mesh. They can be used to pass temperatures to a circuit simulation code. To specify special points, use the special point command in the problem definition input block:

\[ \text{Special Output=N, x1,y1,z1 [,x2,y2,z2,...,xN,yN,ZN]} \]

**Note that the integrator and Coyote must use the same number of time steps.** Currently this is implemented by having the integrator generate the input file named \text{basename}.i from a template file named \text{basename}.i.m4 (where \text{basename} is the base name of the simulation and is distinct from the Coyote simulation base name) using m4 after it reads the input file and determines the number of time steps. Therefore, changes to the input file must be made in the template file if they are to take effect when Coyote is executed.
Appendix 3: Coupling Electronics Modeling to Modules in the System

The *Entero* integrator provides the option of embedding an electronic circuit in any of the modules defining the system. The user specifies the circuit using a standard Spice netlist file [42], and specifies the location of the circuit in the module through the input file using a construct called a *thermal pin*, which is a point in the module.

A zero-dimensional model can have only one thermal pin and its temperature value is the temperature of the model. This pin is automatically defined when the electronics model is linked to the thermal model.

For a higher-dimensional Coyote model, the default number of pins is one, with the temperature value of the surface node-averaged temperature. The user can specify thermal pins at specific locations in the finite element mesh by using the Coyote special points, which are user-defined locations in the mesh. In the case where a thermal pin is specified using a special point, the temperature of the thermal pin is the temperature computed for the special point.

Circuit modeling is performed with the Xyce™ parallel circuit simulator [43].

To link the electronics model to the thermal model, the following lines must be present in the input file for the integrator:

```
electronics = true
circuit_file = filename
```

where `filename` is the name of the file that contains a Spice netlist. This file is processed by the Unix `m4` utility to substitute the value of temperature pin J for the string `PINTEMPJ` and to substitute the value of the variable to be monitored at pin J for the string `PINVARJ` and create a temporary Spice input file in the directory `/tmp` called `EnteroElectronics.inp`. The output from Spice is placed in `/tmp` in `EnteroElectronics.out` and error output is captured in the file `EnteroElectronics.err`. Plotting output is saved in the file `e_filename`, where `filename` is the standard plotting output file specified on the command line (see Appendix 2).
Appendix 4: Calculation of View Factors for the Mixed-Fidelity System Model

Approximate values for view factors were calculated as described in Section 7. Michael F. Young calculated more exact values for the view factors; these are presented in Section A4.2.

A4.1 Calculation of Approximate View Factors

The view factors were calculated assuming that each module sees only the modules immediately adjacent to it. For the configuration shown in Figure 2, the module connectivities are given in Table 10. The configuration factors, or view factors, were then calculated using the areas of the modules, based on the assumed geometric shape.

More formally, the view factors were calculated using the following assumptions:

1. Each body receives thermal radiation only from adjacent bodies. Thus \( F_{2-4} = F_{4-2} = 0 \).
2. All the thermal energy leaving the surface of the AF&F adjacent to the package reaches only the package.
3. All the thermal energy leaving the surface of the safety device adjacent to the AF&F reaches only the AF&F.
4. The AF&F, package, and safety device modules are convex. Thus \( F_{2-2} = 0 \), \( F_{3-3} = 0 \), and \( F_{4-4} = 0 \).

For the modules with the shape of a frustum of a cone, the “top” surface is the one closest to the case apex; its area is denoted \( A_{ti} \), where \( i \) is the module number.

The “bottom” surface is the one closest to the case base; its area is denoted \( A_{bi} \). The remaining surface is the “side” surface; its area is denoted \( A_{si} \). The total surface area is denoted \( A_i \).

For historical reasons, the case is denoted module 1, the package is denoted module 2, the AF&F is denoted module 3, and the safety device is denoted module number 4. The view factor from module \( i \) to module \( j \) is then denoted \( F_{i-j} \).

A6.1.1 The Safety Device

All the thermal radiation leaving the surface with the larger radius is assumed to reach only the surface of the AF&F with the smaller radius (Assumption 3). Surface areas for the
safety device are given in Table 11.

The fraction of thermal energy leaving the safety device and reaching the AF&F can therefore be determined from

\[ \sigma T_4^4 A_{b4} = \sigma T_4^4 A_4 F_{4-3} \]

or

\[ F_{4-3} = A_{b4}/A_4 = 1.856 \times 10^{-1} \]

All the thermal radiation leaving the remaining surfaces of the safety device is assumed to reach only the interior surface of the case (Assumption 1). From conservation of energy,

\[ F_{4-1} + F_{4-2} + F_{4-3} + F_{4-4} = 1 \]

\[ F_{4-2} = 0 \text{ (Assumption 1)} \text{ and } F_{4-4} = 0 \text{ (Assumption 4). Therefore} \]

\[ F_{4-1} = 1 - F_{4-3} \]
\[ = 1 - 1.856 \times 10^{-1} \]
\[ = 8.144 \times 10^{-1} \]

A4.1.2 The AF&F

All the radiation leaving the surface of the AF&F with the larger radius is assumed to reach only the surface of the package with the smaller radius (Assumption 2). Surface areas for the AF&F are given in Table 12.

Thus the fraction of thermal energy leaving the AF&F and reaching the package can be determined from

\[ \sigma T_3^4 A_{b3} = \sigma T_3^4 A_3 F_{3-2} \]
Table 11. Areas for the Safety Device.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Area [m$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper Surface, $A_{u4}$</td>
<td>1.257×10$^{-3}$</td>
</tr>
<tr>
<td>Lower Surface, $A_{b4}$</td>
<td>7.238×10$^{-3}$</td>
</tr>
<tr>
<td>Side Surface, $A_{s4}$</td>
<td>3.050×10$^{-2}$</td>
</tr>
<tr>
<td>Total Surface, $A_4$</td>
<td>3.899×10$^{-2}$</td>
</tr>
</tbody>
</table>

Note: The upper surface is the one closest to the apex of the case. The lower surface is the one closest to the base of the case.

or

$$F_{3-2} = A_{b3}/A_3 = 1.463×10^{-1}$$

By reciprocity [39],

$$A_3F_{3-4} = A_4F_{4-3}$$

or

$$F_{3-4} = F_{4-3}A_4/A_3 = (1.856×10^{-1}) \left(3.899×10^{-2} \text{ m}^2/1.444×10^{-1} \text{ m}^2\right) = 5.011×10^{-2}$$

All the radiation leaving the side surface of the AF&F is assumed to reach only the interior surface of the case (Assumption 1). From conservation of energy,

$$F_{3-1} + F_{3-2} + F_{3-3} + F_{3-4} = 1$$

$F_{3-3} = 0$ (Assumption 4). Therefore

$$F_{3-1} = 1 - F_{3-2} - F_{3-4} = 1 - 1.463×10^{-1} - 5.011×10^{-2} = 8.036×10^{-1}$$

A4.1.3 The Package

View factors for the package can be calculated from the assumptions and the view factors calculated for the AF&F (Section 7). Surface areas for the package are given in Table 13.
Table 12. Areas for the AF&F.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Area [m²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper Surface, $A_{3}$</td>
<td>8.495×10⁻³</td>
</tr>
<tr>
<td>Lower Surface, $A_{b3}$</td>
<td>2.112×10⁻²</td>
</tr>
<tr>
<td>Side Surface, $A_{s3}$</td>
<td>1.148×10⁻¹</td>
</tr>
<tr>
<td>Total Surface, $A_{3}$</td>
<td>1.444×10⁻¹</td>
</tr>
</tbody>
</table>

Note: The upper surface is the one closest to the apex of the case. The lower surface is the one closest to the base of the case.

By reciprocity [39],

$$A_2 F_{2-3} = A_3 F_{3-2}$$

or

$$F_{2-3} = F_{3-2} A_3 / A_2 = (1.463×10^{-1}) (1.444×10^{-1} \text{ m}^2 / 5.319×10^{-1} \text{ m}^2) = 3.972×10^{-2}$$

All thermal radiation leaving the remaining surfaces of the package is assumed to reach only the interior surface of the case (Assumption 1).

From conservation of energy,

$$F_{2-1} + F_{2-2} + F_{2-3} + F_{2-4} = 1$$

$F_{2-2} = 0$ (Assumption 4) and $F_{2-4} = 0$ (Assumption 1). Therefore

$$F_{2-1} = 1 - F_{2-3} = 1 - 3.972×10^{-2} = 9.603×10^{-1}$$

A4.1.4 The Case

We use reciprocity and conservation of energy to compute the view factors for the case [39].
Table 13. Areas for the Package.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Area [m²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper Surface, $A_{u2}$</td>
<td>3.543×10⁻²</td>
</tr>
<tr>
<td>Lower Surface, $A_{b2}$</td>
<td>1.110×10⁻¹</td>
</tr>
<tr>
<td>Side Surface, $A_{s2}$</td>
<td>3.854×10⁻¹</td>
</tr>
<tr>
<td>Total Surface, $A_2$</td>
<td>5.319×10⁻¹</td>
</tr>
</tbody>
</table>

Note: The upper surface is the one closest to the apex of the case. The lower surface is the one closest to the base of the case.

Using reciprocity, the view factor for the package from the case is

$$F_{1-2} = F_{2-1} \frac{A_2}{A_1} = 6.665\times10^{-1}$$

where $A_2$ is the total surface area of the package and $A_1$ is the total interior surface area of the case.

Using reciprocity, the view factor for the AF&F from the case is

$$F_{1-3} = F_{3-1} \frac{A_3}{A_1} = 1.514\times10^{-1}$$

where $A_3$ is the total surface area of the AF&F and $A_1$ is the total interior surface area of the case.

Using reciprocity, the view factor for the safety device from the case is

$$F_{1-4} = F_{4-1} \frac{A_4}{A_1} = 4.143\times10^{-2}$$

where $A_4$ is the total surface area of the safety device and $A_1$ is the total interior surface area of the case.

Then by conservation of energy,

$$F_{1-1} = 1 - \sum_{i=2}^{4} F_{1-i} = 1.407\times10^{-1}$$

A4.2 Calculation of Exact View Factors

Michael F. Young calculated more exact values for the view factors under the assumptions that
Table 14. Module View Factors in the Test System.

<table>
<thead>
<tr>
<th>From To</th>
<th>Case (1)</th>
<th>Package (2)</th>
<th>AF&amp;F (3)</th>
<th>Safety Device (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case (1)</td>
<td>1.407×10⁻¹</td>
<td>9.603×10⁻¹</td>
<td>8.036×10⁻¹</td>
<td>8.144×10⁻¹</td>
</tr>
<tr>
<td>Package (2)</td>
<td>6.665×10⁻¹</td>
<td>0.0</td>
<td>1.463×10⁻¹</td>
<td>0.0</td>
</tr>
<tr>
<td>AF&amp;F (3)</td>
<td>1.514×10⁻¹</td>
<td>3.792×10⁻²</td>
<td>0.0</td>
<td>1.856×10⁻¹</td>
</tr>
<tr>
<td>Safety Device (4)</td>
<td>4.143×10⁻²</td>
<td>0.0</td>
<td>5.011×10⁻²</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 15. More Exact Module View Factors in the Test System.

<table>
<thead>
<tr>
<th>From To</th>
<th>Case (1)</th>
<th>Package (2)</th>
<th>AF&amp;F (3)</th>
<th>Safety Device (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case (1)</td>
<td>1.66×10⁻¹</td>
<td>9.66×10⁻¹</td>
<td>7.86×10⁻¹</td>
<td>8.23×10⁻¹</td>
</tr>
<tr>
<td>Package (2)</td>
<td>6.70×10⁻¹</td>
<td>0.0</td>
<td>1.49×10⁻¹</td>
<td>0.0</td>
</tr>
<tr>
<td>AF&amp;F (3)</td>
<td>1.23×10⁻¹</td>
<td>3.4×10⁻²</td>
<td>0.0</td>
<td>1.77×10⁻¹</td>
</tr>
<tr>
<td>Safety Device (4)</td>
<td>4.10×10⁻²</td>
<td>0.0</td>
<td>5.6×10⁻²</td>
<td>0.0</td>
</tr>
</tbody>
</table>

1. Each body receives thermal radiation only from adjacent bodies. Thus $F_{2-4} = F_{4-2} = 0$.

2. All the thermal energy leaving the sides of each internal body reaches only the aeroshell.

Results of the calculations (which are described in [44]) are given in Table 15.
Appendix 5: Radiative Heat Transfer Equations for the Zero-Dimensional Models

The equations for the lumped-parameter thermal models given in the previous report describing the Entero code package [6] are incorrect; the corrected versions are presented here.

The lumped parameter models used in the Entero prototype consider only radiative and convective heat transfer and are formulated based on a simple energy balance assuming that each module has a single temperature.

Consider a system consisting of \( N \) modules, a case that encloses \( N - 1 \) modules that is exposed to thermal radiation from the environment at a temperature \( T_0 \). All the surfaces are considered to be black surfaces. Therefore the emissivity, \( \varepsilon \), is 1 for all surfaces, all the energy incident on a surface is absorbed by it, and there is no reflected thermal energy.

Let the environment be denoted by subscript 0, and the case by subscript 1. For each module \( k \), the rate of change of its internal energy is the difference between the incident radiation (\( Q_i \)) and emitted radiation (\( Q_e \)), and the net convective heat transfer (\( Q_c \))

\[
\frac{dE_k}{dt} = Q_{i,k} - Q_{e,k} + Q_{c,k}, \quad k = 1, \ldots, N.
\]

For a module \( k \) inside the case, the thermal radiation emitted by the module is

\[ Q_{e,k} = \sigma T_k^4 A_k. \]

\( T_k \) is the absolute temperature of module \( k \), \( \sigma \) is the Stefan-Boltzmann constant, and \( A_k \) is the area of surface \( k \).

The thermal radiation incident on the module from another module \( j \) is

\[
Q_{i,j \rightarrow k} = \sigma T_j^4 F_{j \rightarrow k} A_j = \sigma T_j^4 F_{k \rightarrow j} A_k
\]

\( F_{k \rightarrow j} \) is the view factor of surface \( k \) with respect to \( j \).

The latter equality follows from reciprocity:

\[
F_{j \rightarrow k} A_j = F_{k \rightarrow j} A_k.
\]

\(^2\)We use the convention that heat transfer into a body is positive.
Thus the total thermal radiation incident on module $k$ from the other modules is

$$Q_{i,k} = \sum_{j=1, \ j \neq k}^{N} Q_{i,j\rightarrow k}$$

$$= \sigma A_k \sum_{j=1, \ j \neq k}^{N} F_{k\rightarrow j}T_j^4$$

Thus for the modules within the case,

$$\frac{dE_k}{dt} = \sigma A_k \sum_{j=1, \ j \neq k}^{N} (F_{k\rightarrow j}T_j^4 - F_{k\rightarrow j}T_k^4) + Q_{c,k}$$

$$= \sigma A_k \sum_{j=1}^{N} F_{k\rightarrow j} (T_j^4 - T_k^4) + Q_{c,k}, \ k = 2, \ldots, N.$$  

where $A_1 = A_{1,i}$ is the interior surface area of the case and $F_{k\rightarrow 1}$ is the view factor for module $k$ and the interior of the case.

Finally,

$$\rho_k c_{pk} V_k \frac{dT_k}{dt} = \sigma A_k \sum_{j=1}^{N} F_{k\rightarrow j} (T_j^4 - T_k^4) + Q_{c,k}, \ k = 2, \ldots, N.$$  

or

$$\frac{\rho_k c_{pk} V_k}{\sigma A_k} \frac{dT_k}{dt} = \sum_{j=1}^{N} F_{k\rightarrow j} (T_j^4 - T_k^4) + \frac{Q_{c,k}}{\sigma A_k}, \ k = 2, \ldots, N.$$  

where $\rho_k$ is the mass density of module $k$, $c_{pk}$ is its specific heat capacity at constant pressure, and $V_k$ is its volume.

For the case, the rate of change of the internal energy is the sum of the thermal radiation incident from the environment ($Q_{i,0\rightarrow 1}$) and the internal modules ($\sum_{j=2}^{N} Q_{i,j\rightarrow 1}$), and the thermal radiation emitted by the case to the environment ($Q_{e,1\rightarrow 0}$) and to the enclosed modules ($\sum_{j=2}^{N} Q_{e,1\rightarrow j}$), plus the net convective heat transfer:

$$\frac{dE_1}{dt} = Q_{i,0\rightarrow 1} + Q_{e,1\rightarrow 0} + \sum_{k=2}^{N} Q_{i,k\rightarrow 1} + \sum_{j=2}^{N} Q_{e,1\rightarrow j} + Q_{c,1}, \ k = 1, \ldots, N.$$  

(3)

From above we have

$$Q_{i,0\rightarrow 1} = \sigma A_{1,o} F_{1\rightarrow 0} T_0^4$$

$$Q_{e,1\rightarrow 0} = -\sigma A_{1,o} F_{1\rightarrow 0} T_1^4$$

$$\sum_{j=2}^{N} Q_{i,j\rightarrow 1} = \sigma \sum_{j=2}^{N} A_j F_{j\rightarrow 1} T_j^4$$

$$\sum_{j=2}^{N} Q_{e,1\rightarrow j} = -\sigma \sum_{j=2}^{N} A_{1,i} F_{1\rightarrow j} T_j^4$$
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where $A_{1,o}$ is the exterior surface area of the case. By reciprocity, the expression for
\[ \sum_{j=2}^{N} Q_{i,j \rightarrow 1} \] can be written as
\[ N \sum_{j=1}^{N} = 2 Q_{i,j \rightarrow 1} = \sigma A_{i,1} \sum_{j=2}^{N} F_{i \rightarrow j} T_{j}^{4} \]

Substituting into Equation 3,
\[ \frac{dE_{1}}{dt} = \sigma A_{1,0} F_{1 \rightarrow 0} T_{0}^{4} - \sigma A_{1,0} F_{1 \rightarrow 0} T_{1}^{4} \]
\[ + \sigma A_{i,1} \sum_{j=2}^{N} F_{i \rightarrow j} T_{j}^{4} - \sigma \sum_{j=2}^{N} A_{i,j} F_{i \rightarrow j} T_{j}^{4} \]
\[ + Q_{c,1} \]

or
\[ \frac{dE_{1}}{dt} = \sigma A_{1,0} F_{1 \rightarrow 0} (T_{0}^{4} - T_{1}^{4}) + \sigma A_{i,1} \sum_{j=1}^{N} F_{i \rightarrow j} (T_{j}^{4} - T_{1}^{4}) + Q_{c,1} \]

where the lower limit in the sum can be changed to “1” because the temperature difference will be zero when $j$ equals 1.

Hence the rate of change of the internal energy of the case is given by (using Equation 4)
\[ \rho_{1} c_{p1} V_{1} \frac{dT_{1}}{dt} = \sigma A_{1,0} F_{1 \rightarrow 0} (T_{0}^{4} - T_{1}^{4}) + \sigma A_{i,1} \sum_{j=1}^{N} F_{i \rightarrow j} (T_{j}^{4} - T_{1}^{4}) + Q_{c,1}. \]

Or, rearranging,
\[ \frac{\rho_{1} c_{p1} V_{1}}{\sigma A_{1,o}} \frac{dT_{1}}{dt} = F_{1 \rightarrow 0} (T_{0}^{4} - T_{1}^{4}) \]
\[ + \frac{A_{i,1}}{A_{1,o}} \sum_{j=1}^{N} F_{i \rightarrow j} (T_{j}^{4} - T_{1}^{4}) + \frac{Q_{c,1}}{\sigma A_{1,o}}. \]

Consider next the convective heat transfer. In the prototype version of the Entero code package we included only convective heat transfer within the case; convective heat transfer to the environment was ignored. The convective heat transfer term $Q_{c,k}$ is given by
\[ Q_{c,k} = \sum_{j=1}^{N} h_{k,j} A_{k,j} (T_{j} - T_{k}) \]
where \( A_{k,j} \) is the area of module \( k \) that is convectively connected to module \( j \), and \( h_{k,j} \) is the convective heat transfer coefficient for this convective connection. As before, \( T_j \) is the temperature of module \( j \). (Again note that heat transfer into a module is positive.)

Consistent with the lumped parameter models, we use empirical correlations for convective heat transfer. We assume that the convective fluid is dry air at normal temperature and pressure. The definitions for the terms in the correlations are given in Table 16. The convective heat transfer coefficients can be estimated from the correlations.

For a vertical, rectangular cavity with height \( H \) and a separation \( L \) between the heated surfaces, the Nusselt number, \( \overline{Nu}_L \), can be correlated to the Rayleigh number, \( \overline{Ra}_L \). Several correlations are available; one by Geankoplis [38, p. 452] is

\[
\overline{Nu}_L = 0.22 \left( \frac{Pr}{0.2 + Pr} \overline{Ra}_L \right)^{0.28} (H/L)^{-1/4}
\]

\[2 < H/L < 10, \ Pr < 10^5, \overline{Ra}_L < 10^{10}\]

\[
\overline{Nu}_L = 0.18 \left( \frac{Pr}{0.2 + Pr} \overline{Ra}_L \right)^{0.29}
\]

\[1 < H/L < 2, 10^{-3} < Pr < 10^5, 10^3 < (\overline{Ra}_L Pr) / (0.2 + Pr)\]

Another correlation, by MacGregor and Emery [38, p. 452], is

\[
\overline{Nu}_L = 0.046\overline{Ra}_L^{1/3}
\]

\[1 < H/L < 40, 1 < Pr < 20, 10^6 < \overline{Ra}_L < 10^9\]

All properties are evaluated at the average temperature \( (T_1 + T_2)/2 \), where \( T_1 \) and \( T_2 \) are the temperatures of the heated surfaces. More complex correlations are required for non-vertical cavities, but rather than use more sophisticated correlations, estimates for the convective heat transfer coefficient were made using typical temperatures of hydrocarbon and propellant fires and the MacGregor and Emery correlation (Equation 4). The estimates were 2.75–4.44 W/m²-K; a value of 3.5 W/m²-K was used as the default value for the convective heat transfer coefficient whenever convection was specified. (This value can be changed by the user).

Finally,

\[
\frac{\rho_1 c_{p1} V_1}{\sigma A_{1,o}} \frac{dT_1}{dt} = F_{1 \rightarrow 0} (T_0^4 - T_1^4) + \frac{A_{1,i}}{A_{1,o}} \sum_{j=1}^{N} F_{1 \rightarrow j} (T_j^4 - T_i^4)
\]

\[+ \sum_{j=1}^{N} \frac{h_{1,j} A_{1,j}}{\sigma A_{1,o}} (T_j - T_1)\]

\[= (4)\]
Table 16. Definitions of Convective Heat Transfer Quantities

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\overline{Nu}_L$</td>
<td>Average Nusselt number (based on length $L$) Ratio of convective heat transfer to conductive heat transfer $\overline{Nu}_L = \overline{h}L/k$</td>
</tr>
<tr>
<td>$\overline{h}$</td>
<td>Average convective heat transfer coefficient in the fluid</td>
</tr>
<tr>
<td>$k$</td>
<td>Thermal conductivity of the fluid</td>
</tr>
<tr>
<td>$\overline{Gr}_L$</td>
<td>Average Grashof number (based on length $L$) Ratio of the buoyancy forces to viscous forces $\overline{Gr}_L = \left[ \frac{g \beta (T_s - T_0) L^3}{\nu^2} \right]$</td>
</tr>
<tr>
<td>$g$</td>
<td>Acceleration due to gravity</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Kinematic viscosity</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Dynamic viscosity</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Thermal diffusivity, $\alpha = k/\rho c_p$</td>
</tr>
<tr>
<td>$c_p$</td>
<td>Specific heat at constant pressure</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Thermal expansion coefficient</td>
</tr>
<tr>
<td>$T_s$</td>
<td>Surface temperature</td>
</tr>
<tr>
<td>$T_0$</td>
<td>Environment temperature</td>
</tr>
<tr>
<td>$Pr$</td>
<td>Prandtl number Ratio of molecular momentum and thermal diffusivities $Pr = c_p \mu / k = \nu / \alpha$</td>
</tr>
<tr>
<td>$\overline{Ra}_L$</td>
<td>Rayleigh number (based on length $L$) Ratio of buoyancy forces to thermal diffusivity $\overline{Ra}_L = \overline{Gr}_L Pr$</td>
</tr>
</tbody>
</table>
\[ \frac{\rho_k c_{pk} V_k dT_k}{\sigma A_k} = \sum_{j=1}^{N} F_{k\rightarrow j} (T_j^4 - T_k^4) + \sum_{j=1}^{N} \frac{h_{k,j} A_{k,j}}{\sigma A_k} (T_j - T_k), \quad k = 2, \ldots, N. \] (5)

Equations 4 and 5 provide the energy balances for lumped-parameter thermal radiation models for the case and enclosed modules, respectively. (Note that if the enclosed modules are themselves composed of other modules, the analysis for those modules must be modified.) These nonlinear ordinary differential equations can be solved using a variety of solvers, such as a Runge-Kutta solver.
Appendix 6: Tests of the Zero-Dimensional Algorithm

A6.1 Comparison to an Exact Solution

A simple test of the Runge-Kutta algorithm for the zero-dimensional models was conducted by setting the temperatures of all the modules except the AF&F to 1033 K and calculating the time required for the AF&F to reach a specified temperature.

Consider then the problem of calculating the temperature of a body with infinite thermal conductivity subject to thermal radiation from a constant temperature source that completely surrounds it. (This is the zero-dimensional model with a constant thermal radiation boundary condition.) This problem can be stated mathematically as

\[
\rho c_p V \frac{dT}{dt} = \varepsilon \sigma A (T_0^4 - T^4) \tag{6}
\]

\[
T(0) = T_i \tag{7}
\]

where \(T(t)\) is the temperature of the body, \(\rho\) is the mass density of the body material, \(c_p\) is the specific heat capacity of the body material, \(V\) is the body volume, \(A\) is the surface area of the body, and \(\varepsilon\) is the emissivity of the body material. \(T_0\) is the constant temperature of the environment, and \(\sigma\) is the Stefan-Boltzmann constant. \((\sigma = 5.6696 \times 10^{-8} \text{ W/m}^2\text{K}^4).\)

Equation 6 has the exact solution given by [45]

\[
\tau = \frac{1}{2} \left[ \frac{1}{2} \log \left( \frac{1 + \hat{T}}{1 - \hat{T}} \right) + \tan^{-1}(\hat{T}) \right] + B \tag{8}
\]

where \(\hat{T} = T_1/T_s\), \(\tau = t/t_s\), and \(B\) is an integration constant determined by the initial condition. \(t_s\) is a time scale given by

\[
t_s = \frac{\rho c_p V}{A \varepsilon \sigma T_0^3} \tag{9}
\]

Using values for \(\rho, c_p,\) and \(\varepsilon\) from Table 8 and for \(A\) and \(V\) from Table 5, Equation 8 provides the time required to reach a specified temperature. Exact and calculated times to reach temperatures from 400 K to 1000 K are given in Table 17, with relative errors.

A6.2 Test of the Convergence of the Zero-Dimensional Models with Time Step

The convergence of the zero-dimensional (lumped-parameter) models with the time step was tested. The default time step is 150.0 s. Time steps of 15.0 s and 1.5 s were also used. The results for the time steps of 150.0 s and 15.0 s are are shown in Figure 59.
Table 17. Solutions for the Thermal Radiation Heating Problem$^a$.

<table>
<thead>
<tr>
<th>Temperature [K]</th>
<th>Exact Time$^b$ [s]</th>
<th>Calculated Time$^c$ [s]</th>
<th>Relative Error$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>73.25</td>
<td>73.04</td>
<td>$-2.87 \times 10^{-3}$</td>
</tr>
<tr>
<td>500</td>
<td>148.26</td>
<td>147.84</td>
<td>$-2.83 \times 10^{-3}$</td>
</tr>
<tr>
<td>600</td>
<td>226.96</td>
<td>226.31</td>
<td>$-2.86 \times 10^{-3}$</td>
</tr>
<tr>
<td>700</td>
<td>312.91</td>
<td>312.02</td>
<td>$-2.84 \times 10^{-3}$</td>
</tr>
<tr>
<td>800</td>
<td>413.65</td>
<td>412.48</td>
<td>$-2.83 \times 10^{-3}$</td>
</tr>
<tr>
<td>900</td>
<td>549.71</td>
<td>548.15</td>
<td>$-2.84 \times 10^{-3}$</td>
</tr>
<tr>
<td>1000</td>
<td>838.73</td>
<td>836.35</td>
<td>$-2.84 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

$^a$ Material and geometric properties given in text; $T(0) = 300$ K.
$^b$ Solution calculated with Equation 8.
$^c$ Solution calculated by the Entero integrator using the fourth-order Runge-Kutta algorithm (0.1 s time step).
$^d$ Relative error = $(T_c - T_e)/T_e$, where $T_c$ and $T_e$ are the calculated and exact solutions, respectively.
Figure 59. Convergence of the Zero-Dimensional Models with Time Step.
Table 18. Convergence of the Zero-Dimensional Models with Time Step.

<table>
<thead>
<tr>
<th>Time Step [s]</th>
<th>150.0</th>
<th>15.0</th>
<th>1.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Difference(^a)</td>
<td>(\Delta_0 = 0.11)</td>
<td>(\Delta_1 = 0.012)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) \(\Delta_i\) is defined in the text.

The differences are quantified in Table 18 for the AF&F. In this table, the maximum difference between adjacent solutions given. The maximum difference is calculated from the equation

\[
\Delta_i = \max_{t_n \in \tau_i} |T_i(t_n) - T_{i+1}(t_n) - T_{i+1}(t_n)| / T_{i+1}(t_n)
\]

\[
\tau_i = \{ t : t = n\delta_i t, n = 0, \ldots, N_i \}
\]

where \(T_i\) is the temperature solution calculated with time step \(\delta_i\), \((\delta_0, \delta_1, \delta_3) = (150.0 \text{ s}, 15.0 \text{ s}, 1.50 \text{ s})\) and \((N_0, N_1, N_2) = (200, 2000, 20000)\)
Appendix 7: Calculation of the Surface-Average Temperature

The surface-averaged temperature of a finite element mesh is given by

\[ \bar{T}(t) = \frac{1}{A} \sum_{i \in S} T_i(t) \int_{A_i} \Phi_i(x,y,z) dA \]  \hspace{1cm} (10)

where \( A \) is the total surface area of the mesh and \( A_i \) is the exposed element face on which \( \Phi_i \) is supported.
Appendix 8: Calculation of the Volume-Average Temperature

The rate of change of the total energy $E_t$ of a body composed of a single material with time is given by

$$\frac{dE_t}{dt} = \int_V \rho c_p \frac{dT}{dt} dV$$

where $V$ is the volume of the body, $\rho$ is the mass density, $c_p$ is the heat capacity, $T$ is the temperature, and $t$ is the time. For a lumped-parameter model of the body,

$$\frac{dE_t}{dt} = \rho c_p V \frac{dT_l}{dt}$$

For a finite-element model of the body, the temperature in the body is given by

$$T(x,y,z,t) = \sum_i \Phi_i(x,y,z) T_i(t)$$

where $(x,y,z)$ are the spatial coordinates, $T_i(t)$ is the temperature at a specified point $(x_i,y_i,z_i)$ and $\Phi_i(x,y,z)$ is a shape function.

Thus for the finite-element model, the rate of total energy change is

$$\frac{dE_t}{dt} = \int_V \sum_{i=1}^{N} \rho c_p \Phi_i(x,y,z) \frac{dT_i}{dt} dV = \rho c_p \sum_{i=1}^{N} \int_V \Phi_i(x,y,z) dV \frac{dT_i}{dt}$$

Equating the rates predicted by the two models,

$$\rho c_p V \frac{dT_l}{dt} = \rho c_p \sum_{i=1}^{N} \int_V \Phi_i(x,y,z) dV \frac{dT_i}{dt}$$

or

$$\frac{dT_l}{dt} = \frac{1}{V} \sum_{i=1}^{N} \int_V \Phi_i(x,y,z) dV \frac{dT_i}{dt}$$

Therefore, the temperature predicted by the lumped parameter model should be compared to the average temperature given by

$$T_l = \frac{1}{V} \sum_{i=1}^{N} \int_V \Phi_i(x,y,z) dVT_i$$

Since $T_i$ is independent of the spatial variables and in the problems considered here the mesh is fixed in space, the shape-function integrals can be computed independently.
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