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Abstract

Weak link (WL)/strong link (SL) systems are important parts of the overall operational design of
high-consequence systems. In such designs, the SL system is very robust and is intended to
permit operation of the entire system under, and only under, intended conditions. In contrast, the
WL system is intended to fail in a predictable and irreversible manner under accident conditions
and render the entire system inoperable before an accidental operation of the SL system. The
likelihood that the WL system will fail to deactivate the entire system before the SL system fails
(i.e., degrades into a configuration that could allow an accidental operation of the entire system)
is referred to as probability of loss of assured safety (PLOAS). This report describes the Fortran
90 program CPLOAS 2 that implements the following representations for PLOAS for situations
in which both link physical properties and link failure properties are time-dependent: (i) failure
of all SLs before failure of any WL, (i1) failure of any SL before failure of any WL, (iii) failure
of all SLs before failure of all WLs, and (iv) failure of any SL before failure of all WLs. The
effects of aleatory uncertainty and epistemic uncertainty in the definition and numerical
evaluation of PLOAS can be included in the calculations performed by CPLOAS 2.

Keywords: Aleatory uncertainty, CPLOAS 2, Epistemic uncertainty, Probability of loss of
assured safety, Strong link, Uncertainty analysis, Weak link
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1 INTRODUCTION

Weak link (WL)/strong link (SL) systems are important parts of the overall operational design
of high-consequence systems [1-6]. In such designs, the SL system is very robust and is intended
to permit operation of the entire system under, and only under, intended conditions (e.g., by
transmitting a command to activate the system). In contrast, the WL system is intended to fail in a
predictable and irreversible manner under accident conditions (e.g., in the event of a fire) and
render the entire system inoperable before an accidental operation of the SL system.

The likelihood that the WL system will fail to deactivate the entire system before the SL
system fails (i.e., degrades into a configuration that could allow an accidental operation of the
entire system) is referred to as probability of loss of assured safety (PLOAS). The descriptor loss
of assured safety (LOAS) is used because failure of the WL system places the entire system in a
inoperable configuration while failure of the SL system, although undesirable, does not necessarily
result in an unintended operation of the entire system. Thus, safety is “assured” by failure of the
WL system.

The CPLOAS 2 program implements models for PLOAS under a variety of combinations of
WLs and SLs and also a variety of definitions for PLOAS. The CPLOAS 2 program takes
physical properties of a system (e.g., temperature, pressure, ...) calculated by mechanistic
models for accident conditions and then uses these properties and definitions of link failure
properties in probabilistic calculations to determine PLOAS. At the user’s request, CPLOAS 2
can also estimate the distribution of time margin before PLOAS as well as the distribution of
environmental margin (such as temperature and pressure).

The CPLOAS 2 program was developed to replace the CPLOAS program ([7], App. III) and
extends the computational capabilities in CPLOAS in several ways. First, the presence of
aleatory uncertainty in system properties (e.g., temperature, pressure, ...) can now be
incorporated into PLOAS, which is not possible with CPLOAS. Second, the failure values for
individual links can now be time-dependent functions of system properties, which is also not
possible with CPLOAS. In addition, the capability to incorporate epistemic uncertainty into
PLOAS results has been enhanced.

Finally the time margin and environmental margin distribution calculation has been added.
Time margin looks at the margin in time before PLOAS occurs. It estimates the difference in
time between a weak link failure and strong link failure. The selection of weak link and strong
link (last or first one to fail) depend on the circuit type considered (see Table 1 for all four cases
considered). The environmental margin looks at the margin in property before PLOAS occurs
and estimates the difference between the property of the strong link of interest fails and the
property of this strong link when the weak link of interest fails, with strong link and weak link of
interest selected as for time margin, based on circuit type considered.

The CPLOAS 2 program, which is written in Fortran 90, consists of a set of 7 source files
(cploascdf.f90, Distributions.f90, Files 10.f90, margins.f90, misc math.f90, quadrature.f90,



Sampling.f90) as well as a Readme.txt file listing the changes in each versions of CPLOAS 2.
The executable reads the same property file (CPCDF.DAT) and failure file (CPCDF.TPF) as its
predecessor CPLOAS, but the user options are defined differently as described in Sect. 2.

The source code has been successfully compiled for windows platform using Intel® Visual
Fortran Compiler Professional Edition 11.1 and tested on windows 7 and windows server
2008R2.

The probabilistic models and associated numerical procedures implemented in CPLOAS 2
are described in Ref. [8]. It is assumed in this user manual that a potential user of CPLOAS 2
has acquired a familiarity with the models described in Ref. [8] before attempting to use this user
manual to guide the performance of a CPLOAS 2 calculation.

The following topics are considered in this report: input files read by CPLOAS 2 (Sect. 2),

output files generated by CPLOAS 2 (Sect. 3), some considerations in the use of sampling in
CPLOAS 2 (Sect. 4), and test cases for CPLOAS 2 (Sect. 5).
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2 INPUT FILES READ BY CPLOAS_2

In the following, input files are described in what the authors feel is the most natural order
for understanding the calculations performed in CPLOAS 2. Thus, the file descriptions start with
the definition of WLs and SLs (Sect. 2.1) and then progress through the definition of WL/SL
configurations (Sect. 2.2) and the control of calculations (Sect. 2.3).

2.1 Definition of WLs and SLs

As described in Sect. 2 of Ref. [8], each individual WL or SL and its associated cumulative
distribution function (CDF) for time of failure are defined based on the following assumed link
properties for the time interval tp,, <t <t,:

P(t) = nondecreasing function defining nominal link property for t,, <t <t,, (2.1)

q(t) = nonincreasing function defining nominal failure value for link property

2.2

for t, <t <ty (22)
d, (o) = density function for variable & used to characterize aleatory uncertainty 2.3)

in link property, '
d3(B) = density function for variable S used to characterize aleatory uncertainty 24

in link failure value, '
p(t| &) = ap(t) = link property for t,, <t <t given ¢, (2.5)

and

q(t| B) = pq(t) = link failure value for t,,, <t <t given . (2.6)

Further, d,(a) and d4(3) are assumed to be defined on intervals [eng,@my] and [Bmn, Byl

and to equal zero outside these intervals.

The link properties P(t)and q(t)indicated in Egs. (2.1) and (2.2) and the distributions
associated with the density functions d,, () and d B (p)indicated in Egs. (2.3) and (2.4) are input

to CPLOAS 2 through the input file CPLOAS link.txt illustrated in Fig. 1. The content of the
individual columns in Fig. 1 is described below.

11



c: Distribution type for d-f: Distribution i-k: Distribution

a: link name alpha paramctc%or alpha h: Distribution type for parametqrs for beta
beta
| [ N [ A
BlcrLoAS link.txt - Notepad
File Edit Format Wiew Help
Tirnk name p_bar alpha_dist a_l a_z a_3 gq_har beta_dist b 1 h_2 bh_3
st 17 1 oz 0.z 0.0 a1 1 o 0.1 0.1 0.0
SL2 17 1 -0.2 a.2 0.0 -5 1 -0.1 0.1 0.0
SL3 17 1 -0.2 0.2 0.0 -5 1 -0.1 0.1 a.0
SL4 13 1 -0.2 0.2 0.0 4] 5 -0.15 0.0 0,15
SLS 14 1 -0.2 a.2 0.0 0] 5 -0.15 0.0 0,15
w1 11 1 -0.2 0.2 0.0 4] 5 -0.15 0.0 0.0
Wl 2 1la 1 -0.2 0.2 0.0 4] 5 -0.15 0.0 0.0
|
b: Column in CPCDE.DAT g: Column in CPCDF.DAT
where p 1s defined where g 1s defined

Fig. 1 Example of input file CPLOAS link.txt that defines WL and SL properties; content of
Columns a-k defined in following text.

Fig. 1, Column a: Specifies names for the individual links, with each WL name starting with
the letter “W” and each SL name starting with the letter “S” — this requirement is mandatory).
Each row specifies properties of corresponding link named in this column.

Fig. 1, Column b: Specifies location for each link of information defining the nominal
properties function p(t)indicated in Eq. (2.1). For each link, the corresponding positive integer in
this column designates a column in the input file CPCDF.DAT illustrated in Fig. 2 that defines
p(t) . Specifically, the time column is not counted in this designation; thus a column designation of
nC actually means that the definition of P(t) appears in column nC + 1 of CPCDF.DAT. The file
CPCDEF.DAT is structured as follows: (i) An initial row of comments naming each column and
(i1) subsequent rows listing time-dependent properties (e.g., pressure and temperature) of the
system under consideration, with the first column listing the times at which the properties are
defined. Thus, the first column and any additional column in CPCDF.DAT define one time-
dependent property of the system under consideration. Additional specification options for
Column b include the use of 0 or a negative integer as described in conjunction with the
description of Column g.

12



B CPCDF.DAT - Notepad

File Edit Format Wiew Help

¥ time s1 [=] 3 4 55 ch 7 8 <] clo

L0000 288.00000 288.00000 288.00000 288.00000 288.00000 288.00000 288.00000 288.00000 288.00000 288.00000
L0000 312.19650 310.35437 200.9801% 200.659603 200.93344 200.80066 288.20533 288.20443 28B.12805 288.14377
L0000 334.784591 331.39917 208.46967 207.61786 208.54178 208.30178 280.14246 289.13727 28B.49637 2BE.56036
L000  355,9%515 351.32675 308.84412 307.37918 300.39372 300.07410 290.49942 290.49625 289.08420 28%.23010
L0000 375,99530  370.27448  321.01144 318.99045 322.44370 321.91238 252.33649 292.34604 289.87411 290.13562
L0000 354, 90988 388.34036  334.232091 331.74905 336.91306 336.15469% 254.62317 294.66000 2590.85092 291.26135
L0000 412.83234  405.59460  348.00677 345.15982 352.23657 351.25116 257.32880 297.41015% 252.00128 292.59308
L0000 429,83417 422.08777 361.099161 358.87527 36B.00031 366.79935 300.42285 300.56787 2093.31311 294.11752
L0000 445,57144 437.836596 375.95502 372.65265 383.89975 382.50464 303.87537 304.10406 294.77530 295.82230
L000  461,28943 452,93021 389,73926 386,32294 3099,71457 398.15155 307.65714 307.9809909 206.37756 297.69536
10,000 475.82599 467.32956 403.23752 399.76910 415.28491 413.58304 311.73990 312.19727 298.11029 299.72604
11.000 489%9.61401 481.07345 416.37957 412.91064 430.4961%9 428.68524 316.09647 316.69824 299.96432 301.90292
12,000 502.68314 454.17841 425,11911 425.65284 445.26736 443.37653 320.70071 321.46603 301.93100 304.21579
13.000 515.06097 506.63985 441.42618 438,07928 459.54245 457.59930 325.52768 326.47461 304.00211 306.65460
14.000 526.77399 518.53333 453.28427 450.04666 473,28430 471.31424 330.55359 331.69894 306.16983 309.20972
15.000 537.84802 529.81464 464.68515 461.58121 486.47000 484.49579 335.75580 337.11502 308.42667 311.87189
16.000 548.30865 540.52045 475.62686 472.67609 4099.08734 497.12005 341.11285 342.699%2 310.765350 314.63217
17.000 558.18134 550.66821 486.11212 483.32971 511.13242 509.20734 346.6044%9 348.43182 313.17957 317.48203
18.000 567.49164 560.27631 4096.14703 4093.54446 522.60767 520.73041 352.21161 354.20001 315.66238 320.41327
19,000 576.26501 569.36389 505.74033 503.32574 533.5203% 531.70313 357.91626 360.25488 318.20789 323.41812
20,000 584,52698 577.95105 514.90277 512.68140 543.88Ll77 542.13416 363.70160 366.30798 320.81l027 326.48920
21,000 592.30292 586.05835 523.64661 521.62122 553.70587 552.03546 369.55188 372.43204 323.46408 329.61945
22,000 599,61798 593.70691 531.98529 530.15643 563.00903 56l.42151 375.45245 37V8.6L081 326.16412 332.80222
23.000 606.49680 600.91800 539.93304 538.29056 G571.80920 G570.30853 381.38971 384.82022 328.90561 336.03125
24.000 §12.96399 6&07.71338 S47.50488 546.06396 580.12573 578.71436 387.35107 391.07327 331.48306 330.30066
25.000 &19.04297 614.11420 554.71613 553.46375 G587.07864 556.63784 393.32492 397.32999 334.40490 342.60492
26,000 624.756%96 620.14178 561.58240 560.51349 595.38867 594.15863 399.30057 403.58740 337.33447 345.03884
27,000 630.12830 625.81708 568.11938 567.22803 602.37677 60L.23682 405.26822 409.83456 340.19894 340.20761
28,000 635.17841 631.16046 574.34277 573.62244 608.96405 607.01272 411.2189%3 416.06146 343.08484 352.67676
29,000 639.92792 636.19177 S580.26807 579.71173 615.1713%9 614.20673 417.14459 422.25807 345.08805 356.07211
30,000 644.39655 640.93024 585.91052 585.51086 621.01941 620.13904 423.03778 428.41882 348.90833 359.47986

MDD ) e P

Fig. 2 Excerpt from input file CPCDF.DAT that defines time-dependent system properties;
content of this file is described in conjunction with description of Column b of Fig. 1.

Fig. 1, Column c: Specifies distribution associated with density function d, («) indicated in
Eq. (2.3) that defines the aleatory uncertainty present in the function p(t|a)= ap(t)in Eq. (2.5).

The integers O, 1, 2, ..., 6 appearing in this column designate the assigned distributions for «,
which can also be assigned with the indicated code names. The following distributions are
available for o values:

e (0,CST,C,DLT........... constant

e 1, UN,U, UNI............. Uniform distribution

e 2 LU LGU............ Log uniform distribution

e 3, NO,N,NRM.......... Normal distribution

e 4 LN,LGN........... Log normal distribution

e 5 T, TR, TRI............. Triangular distribution

e 6,LT,LGT.................. Log-triangular distribution.

Fig. 1, Columns d-f : Specify defining parameters for distributions indicated in Column c.
Columns d, f and g contain values for distribution parameters designated by a 1, a 2 and a 3,
respectively, for each distribution:

(0) Constant: a_1 = constant value , a 2 =dummy parameter that is ignored after being read,
and a3 = dummy parameter that is ignored after being read,

(1) Uniform distribution: a 1 = minimum, a 2 = maximum, and a3 = dummy parameter that
is ignored after being read;
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(2) Log uniform distribution: a_1 = minimum, a_2 = maximum, and a_3 = dummy parameter
that is ignored after being read;

(3) Normal distribution: a 1 = mean, a 2 = standard deviation, and a 3 = quantile (
expressed in decimal format used to truncate the distribution (i.e. the distribution will be
truncated and normalized to a distribution defined between the q and 1—q quantiles of a normal
distribution with parameters a_1 and a_2; see Ref. [8], Egs. 3.14-3.17);

(4) Log normal distribution: a1 = mean of In(a), a_2 = standard deviation of In(a), and a_3
= quantile q expressed in decimal format used to truncate the distribution (defined the same as
for the normal distribution);

(5) Triangular distribution: a 1 = minimum, a 2 = mode (can be set to minimum or
maximum), and a 3 = maximum;

(6) Log-triangular distribution: a 1 = minimum, a 2 = mode (can be set to minimum or
maximum), and a 3 = maximum.

Fig. 1, Column g: Same as described for Column b but for the nominal failure value function
g(t) indicated in Eq. (2.2) when a positive integer designating a column in the input file
CPCDEFE.DAT is specified. Both Columns b and g also allow two additional specifications
designated by zero or a negative integer. A zero indicates that the corresponding nominal value
function (i.e., p(t)in Column b and q(t)in Column g) is to be assigned a constant value

specified in the input file CPCDF.TPF illustrated in Fig. 3, and a negative integer (i.e., —n, where
n is a column number in CPCDF.DAT) indicates that the time-dependent values for the nominal
value function are to be initially read from Column n of CPCDF.DAT and then transformed to
new values by a function defined in CPCDF.TPF. The file CPCDF.TPF is structured as follows:
(1) Each link for which information is supplied is designated by a row that contains the number nR
of rows of supplied information and the name of the link, (ii) if nR =1, then a single row of
information is supplied and the nominal value function (i.e., p(t) or q(t)as appropriate) is set to
the first of the two supplied values (i.e., the second value is ignored), (iii) if NR > 1, then the
following NR rows define a function that transforms the values read from Column n of
CPCDEFE.DAT (i.e., the first value in each row is the value to be transformed and the second value
in each row is the transformed value with linear interpolation used to create a continuous
transformation function; see example in Fig. 4).
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|| CPCDF.TPF - Notepad o [=]
File Edit Format Miew Help
=} SL1 -
2588.0 4210.0 _J
373.0 3510.0
423.0 2760, 0
450.0 1970.0
ggg 8 %Sig 8 Transformations for p(t) or g(t) for SL1.
588.0 691. 0 e.g. , 1(298.0) = 4210.0
753.0 383.0
S50.0 0.0
9 SL2
298.0 2420.0
373.0 2300.,0
423.0 2180.0
478.0 1940.0
533.0 1450.0
S88.0 1288.0
643.0 BES.0
788.0 354.0
S10.0 0.0
S SL3
298.0 3210.0
373.0 2510.0
423.0 2460, 0
450.0 15970.0
478.0 1540.0
533.0 890.0
5EB.0 576.0
803.0 283.0
950.0 0.0
1 6%;40 623.0 Assignment of constant value (e.r, 623.0)
1 SLG for p(t) or g(t) ; second value ignored
a73.0 a73.0
1 wLl
600, 0 600, 0
1 wL2
550.0 550.0
=

Fig. 3 Example of input file CPCDF.TPF that defines transformations of the nominal value
functions p(t) and q(t); see description for Fig. 1, Column g, for additional information.

5000
i fsL,1(T)
RN sy 153 Y
% ————— fsL,3(T)
2 3000 -
w
W
o
& 2000 1
I
3
&£ 1000 {
0 . . |
200 400 600 800 1000

Temperature (K)

Fig. 4 Example of transformation functions defined in input file CPCDF.TPF in Fig. 3 for SLI,
SL2 and SL3 for an analysis in which the failure pressure of each link is a function temperature.
(i.e., the abscissa corresponds to link temperature and the ordinate corresponds to link failure
pressure; see Ref. [8], Sect. 8, for additional discussion of this example).
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Fig. 1, Column h: Same as for Column ¢ but for density function d B (p)indicated in Eq.
(2.4) that defines the aleatory uncertainty present in the function q(t | £) = £q(t)in Eq. (2.6).

Fig. 1, Columns i-k: Same as for Columns d-f but for the defining parameters for the
distributions indicated in Column h. Columns 1, j and k contain values for distribution parameters
designated by b 1,b 2 and b 3, respectively, for each distribution.

2.2 Definition of WL/SL configurations

For a given set of WLs and SLs, large number of possible WL and SL combinations can be
defined. For purposes of terminology, a grouping of 2 or more links with at least one WL and
one SL is designated a circuit. The core circuits that CPLOAS 2 can evaluate are listed as Cases
1-4 in Table 1.

The circuits to be considered in a CPLOAS 2 calculation are defined through the input file
CPLOAS circuit.txt illustrated in Fig. 5. The structure of CPLOAS circuit.txt is similar to
the structure of CPLOAS link.txt and starts with a title and a separator line. Then, each row
defines the properties of a single circuit. The content of the individual columns in Fig. 5 is
described below.
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Table 1 Representation of time-dependent values pFi(t), i = 1, 2, 3, 4, for PLOAS for WL/SL
systems with NWL WLs and nSL SLs and associated verification tests for alternate definitions of
LOAS ([9], Table 10; also, Ref. [8],Table 1)

Case 1: Failure of all SLs before failure of any WL (Egs. (2.1) and (2.5), Ref. [10])

pFl(t)::iL jo :ﬁ_CDFSLJ (z) {rﬁ_[l—CDﬁNL,j(T)J}dCDFSL’k(r)
=1 =1 =l
12k

Verification test: pF; (o) =nSLINWL!/(nSL+nWL)!

Case 2: Failure of any SL before failure of any WL (Egs. (3.1) and (3.4), Ref. [10])

sz(t)zr;ZSI:— j(t) :ﬁ[l—CDFSLJ (7)] {ri\/_V[L[l—CDFWLJ(T)J}dCDFSL,k(r)
=1 =1 J=1
1=k

Verification test: pF, () =nSL/(nWL+nSL)

Case 3: Failure of all SLs before failure of all WLs (Eqgs. (4.1) and (4.4), Ref. [10])

nSL t nSL nWL
pFy(t) = jo [TCDFs, (z) 41— [ ] CDRuL j (7) { dCDFgy k (7)
k=1 I=1 j=1
Ik

Verification test: pF; (o) = nWL/(nWL+nSL)

Case 4: Failure of any SL before failure of all WLs (Egs. (5.1) and (5.4), Ref. [10])

pF4(t)=:ZS|:_ j(: ﬁ[l—CDFSLJ (7)] {l—riw[LCDFWL’j(r)}dCDFSL’k(r)
=1 =1 J=1
1=k

Verification test:  pF, (o0) =1—[ nWL!nSLY/(nWL+nSL)!]
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b: Case number d: specific components

a: circuit or pattern ¢: number of components In a circuit
in a circuit
name | [ A \
File Edit Format Yiew Help
ame option nkb Tink/circuit TinkScircuit names
11 1 2 SL1 wLl
C12 2 2 SL2 wLl
C13 3 2 SL3 wLl
14 4 2 SLd wLl
Z15 1 2 SLY WLl
[ 2 2 SLd wL2
17 3 2 SLS wLZ2
P1 2 4 SL1 SL? sL3 wlLl
P2 1 3 SLd4 SLS wL2
P3 -1 2 PL P2
P4 1 4 SL4 SLD WLl wLZ2
PS5 10 7 SL1 SL2 sL3 sS4 SLS wLl wlL2
P& -1 2 F1 P4

Fig. 5 Example of input file CPLOAS _circuit.txt that defines the circuits to be considered in a
CPLOAS 2 calculation.

Fig. 5, Column a: Specifies circuit name for each circuit under consideration. Convention is
to use a starting letter “C” for a circuit involving one WL and one SL and starting letter “P” for a
circuit involving three or more links (with at least one WL and one SL) but this usage is not
mandatory.

Fig. 5, Column b: Specifies failure pattern of WLs and SLs that defines loss of assured
safety (LOAS). Integers 1, 2, 3 and 4 designate failure patterns defined by Cases 1, 2, 3 and 4,
respectively, in Table 1 ; 0 designates that the circuits indicated in Column d are assumed to be
independent and that LOAS corresponds to all circuits in Column d experiencing LOAS before
any one of these circuits is deactivated by failure of WLs; —1 designates that the circuits
indicated in Column d are assumed to be independent and that LOAS corresponds to any circuit
in Column d experiencing LOAS; and 10 designates a special system defined in Table 6 of Ref.
[8] involving 2 WLs and 7 SLs in which LOAS occurs if (i) SL 1, SL 2 or SL 3 fails before WL
1 fails or (i1) SL 4 and SL 5 both fail before WL 1 or WL 2 fails.

Fig. 5, Column c: Specifies number of components in each circuit. For failure patterns
designated by integers 1, 2, 3, 4 and 10, this is the number of WLs and SLs in the circuit. For
failure patterns designated by 0 and —1, this is the number of subcircuits in the circuit.

Fig. 5, Column d: Specifies Components in a circuit with one space between component
names. For failure patterns designated by integers 1, 2, 3, 4 and 10, this is a listing of the WLs
and SLs in the circuit. For failure patterns designated by 0 and —1, this is a listing of the
subcircuits in the circuit. Order of components in list not important.
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2.3 Control of Calculations

The performance of calculations by CPLOAS 2 is controlled by analysis properties specified
in the input file CPLOAS_parameters.txt illustrated in Fig. 6. Properties must be listed in order

S0 0 A0 o

—_ e e

shown in Fig. 6. The content of the individual rows in Fig. 6 is described below.

Comments : not mandatory

Parameters values / /\ \
,IEPLIIIAS _parameters.txt - Notepad !EI
File Edit Farmat View Help
\—PCDF ! OutEut filename for COF for each Tink 1
20000 U number of steps for COF discretization (= 2000 in example)

10000 U number of guadrature discretization steps = 10000 in example)
3 ! samg]ing included (0 = no sampling ; 1 = MC ; 2 = Importance ; 3 = both)
0 P dnclude time margin calculation (1: included ; 0: not included)
0 I dinclude environment margin calculation (1: included ; 0: not included)
32 ! seed to generate random_sequences
1000000 ! samE1e size for time selection for each Tink = 10000 in example)
1000000 Uonumber of time combinations for MC and IMP sampling (= 100000 in example)
0.95 ! confidence Tevel for all sampling technigues
0 ! dmportance normalization (0 = by sample size, 1 = by sum of weight)

COMMENT LINE
1 U epistemic sample size (set to 1 if no epistemic)
0 U failure included (0 = no epistemic on failure - 1 = epistemic on failure)
0 U number of alpha parameters with epistemic distribution
sL1 U Tist of Tinks (tﬁe way they appear in cPLoas_link.txt) for alpha parameters
1 I maximum data size for alpha parameters
0 ! number of beta parameters with epistemic distribution
511 U 1ist of Tinks (the way they appear in CPLOAS_Tink.txt) for beta parameters
1 U maximum data size for heta parameters

[

Fig. 6 Example of input file CPLOAS_ parameters.txt that defines analysis properties that
control the performance of calculations by CPLOAS 2.

Fig. 6, Row a: Name (i.e., name ) of thermo-pressure history file (without extension K as
described below). The code will look for the file name.DAT of the form shown in Fig. 2 in the
absence of a propagation of epistemic uncertainty and for a set of files namek.DAT where k
corresponds to a sample element used in the propagation of epistemic uncertainty (see row h
description below). This string will also be used as a prefix for the generated output files (see
Sect. 3).

Fig. 6, Row b: Number nCDF of steps for CDF discretization. Integer > 0; set to nCDF =
20000 in example. Controls resolution of the discretization used to characterize the CDF for
probability of failure as a function of time for each link for use in determination of PLOAS (i.e.,
each CDF is approximated by probability of failure values for NCDF equally spaced time steps).
See Ref. [8], Sect. 2, for additional information on indicated CDFs.

Fig. 6, Row c¢: Number NnQUAD of quadrature discretization steps. Integer > 0; set to
NQUAD = 10000 in example. This is the discretization used at each time step for the quadrature
procedure used to estimate PLOAS for each circuit (i.e., PLOAS at time t is approximated with
NQUAD equally spaced time intervals over the time interval [ty,, t]). See Ref. [8], Sect. 4, for
additional information on quadrature procedures.
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Fig. 6, Row d: Flag indicating if sampling-based procedures in addition to quadrature-based
procedures are to be used in the determination of PLOAS, with 0 ~ only quadrature-based
procedures, 1 ~ random sampling procedures 1 and 2 included (see Sect. 4 for additional
discussion of random sampling procedures), 2 ~ importance sampling procedures 1 and 2
included (see Sect. 4 for additional discussion of importance sampling procedures), and 3 ~ all
four sampling procedures included. This option also specifies the numerical procedures used to
determine PLOAS for analyses involving epistemic uncertainty (i.e., with NEUS > 1 — see row k
below)

Fig. 6, Row e: Flag indicating if time-margin calculations for each circuit will be performed,
with 0 ~ no time margin calculation and 1~ time margin calculation.

Fig. 6, Row f: Flag indicating if environmental -margin calculations for each circuit will be
performed, with 0 ~ no environmental margin calculation and 1~ environmental margin
calculation.

Fig. 6, Row g: Random seed NRSEED used to initiate generation of random sequences for
use in Monte Carlo and importance sampling procedures. Integer; set to NRSEED = 32 in
example. A unique random seed is used to initiate generation of random sequences for simple
random sampling and importance sampling. See Ref. [8], Sect. 5, for additional information on
simple random sampling and importance sampling procedures.

Fig. 6, Row h: Sample size nFT for generating failure times for each link for simple random
sampling and importance sampling. Integer > 0; set to nFT = 1,000,000 in example.
Specifically, nFT failure times are initially sampled for each link. Next, nFTC failure time
combinations over all links are sampled from the nFT failure times for the individual links. Then,
the NFTC failure time combinations over all links are used in the determination of PLOAS. See
Ref. [8], Sect. 5, for additional information on simple random sampling and importance
sampling procedures.

Fig. 6, Row i: Sample size nNFTC for generating failure time combinations over all links for
use in the determination of PLOAS with simple random sampling and importance sampling
procedures. Integer > 0; set to NFTC = 1,000,000 in example. See description of Fig. 6, row h,
for additional information. This is also the sample size used to generate the time margin (resp.
environmental margin) results if option is set to 1 in Fig. 6 row e (resp. Fig. 6 row f)

Fig. 6, Row j: Confidence level for all Monte Carlo and Importance sampling techniques.

When these methods are selected, the confidence level is used to estimate a confidence interval

for the expected value. For a confidence level 0 < g < 1 the confidence interval [i—q,lz—q will

be estimated (for instance, a confidence level of 0.95 will estimate the confidence interval
[0.025,0.975] ). For g < 0 or g = 1 the estimate of mean and standard deviation are reported.

Fig. 6, Row k: Flag indicating the normalization method used for the importance sampling.
With O~ the value is normalized by the sample size and 1~ the value is normalized by the sum of
weights. The recommendation is to leave this value at 0.

Fig. 6, Row 1: Comment line (that must be present) that separates the first set of parameters
from a second set. The second parameter set defines options related to the incorporation of
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epistemic uncertainty into PLOAS results. The indicated information must be entered in the
order shown below. Multiple examples of PLOAS analyses involving epistemic uncertainty are
given in Sects. 10 and 11 of Ref. [8].

Fig. 6, Row m: Epistemic uncertainty sample size NEUS. Integer between 1 and 9999 with
NEUS = 1 indicating that there is no consideration of epistemic uncertainty. For nEUS > 1, input
files namek.DAT, k =1, 2, ..., nEUS, must be supplied that (i) define time dependent system
properties for each epistemic uncertainty sample element and (ii) have the same structure as the
input file name.DAT illustrated in Fig. 2. If NEUS = 1, other variables (except for row j) are read
and not used.

Fig. 6, Row n: Flag nFV indicating if epistemic uncertainty is present in one or more
trasformations of the nominal link properties Pp(t)and q(t)indicated in Egs. (2.1) and (2.2) ,

with the absence and presence of epistemic uncertainty in link failure values indicated by nFV =
0 and nFV = 1, respectively. For NFV = 1, input files namek.TPF, k=1, 2, ..., nEUS, must be
supplied that (i) define link failure values for each epistemic uncertainty sample element and (ii)
have the same structure as the input file name. TPF illustrated in Fig. 3. Note that transformation
(or constant) defined in the TPF file can be used for each link to either its property or its failure,
but not on both.

Fig. 6, Row o: Number NnEAD of distributions characterizing aleatory uncertainty (i.e., o
values; see Eq. (2.3) and Ref. [8], Sect. 2) in link physical properties that have epistemic
uncertainty present in their definitions, with NEAD = 0 indicating that there is no epistemic
uncertainty present in the definitions of the distributions characterizing aleatory uncertainty in
link physical properties.

Fig. 6, Row p: List of the NEAD links with epistemic uncertainty present in the definitions of
the distributions characterizing aleatory uncertainty in their physical properties, with individual
links represented by the same character strings specified in the input file CPLOAS_link.txt that
defines WL and SL properties (e.g., SL1 and WL1 in this example). A single link name should
be entered as a place holder if nEAD = 0. For nEAD > 0, an input file
name LINKNAME alpha.dat with the structure of the file shown in Fig. 7 must be defined for
each of the nEAD distributions with epistemic uncertainty in their definitions. For each of the
NEAD links, the actual link name replaces “LINKNAME” in the corresponding input file. Thus,
for this example, the file names corresponding to the specified links SL1 and WL1 would be
SL1_alpha.dat and WL1_alpha.dat, respectively.

The file name LINKNAME alpha.dat is structured as follows: (i) First row lists the
number of observations and (ii) each following row is a single observation. In order, each row
contains the following: (i) An integer designator for distribution type (see description for Fig. 1,
Column c¢), (ii) Defining parameters a 1, a 2 and a 3 for specified distribution type (see
description for Fig. 1, Columns d-f), and (iii) a weight associated with the observation in the row.
In most analyses, the number of observations specified in this file will be the same as the
epistemic uncertainty sample size NEUS indicated in Fig. 6, row m, and the indicated weight will
be 1/nEUS. If the sample size is equal to NEUS, values will be used in order for each epistemic
sample element. If it differs, the code will randomly sample from the set of values, according to
the reported weight.
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sample size

Distribution parameters Weight of sample element

Distribution type [ A \ [ A \

.. wll_alpha.dat - Notepad =]
File Edit Format Yiew Help

3 2. 0760E+00 1.4349E+00 5.0000E-03 4_0517E-06 :I
3 1.6132E+00 1.59660E+00 5.0000E-03 1.1005E-06

3 1.8316E+00 1.9858E+00 5.0000E-03 1.2643E-06

3 2.7598E+00 2.5265E-01 5. 0000E-03 4,9037E-08

3 2.1522E4+00 1.7240E-00 5. 0000E-03 3.4635E-03

3 1.3463E+00 1.1435E+00 5.0000E-03 1.7251E-06

3 2.0552E+00 1.7995E+00 5.0000E-03 1.58498E-06

3 1.0812E+00 3.5184E-01 5. 0000E-03 2.58513e-14

3 1.B84B82E+00 4., 7a13E-02 5. 0000E-03 0. 0000E+00

3 1.3896E+00 1.3582E+00 5.0000E-03 1.6954E-06

3 2.1356E+00 1.3448E+00 5. 0000E-03 5.0690E-06

3 2.5263E+00 1.0855E+00 5. 0000E-03 5.7982E-06

3 2. 877EE+00 1.4613E+00 5. 0000E-03 2.2355E-06

3 1.2953E+00 1.8E896E+00 5.0000E-03 7. 9928E-0F

3 2.2407E+00 3.6779E-01 5. 0000E-03 6. 5487E-04

3 1.5523E+00 1.8472E+00 5.0000E-03 1.6719E-06

3 2. 2336E+00 1.8106E+00 5.0000E-03 1.7361E-06

3 2. 0360E+00 1.4732E+00 5.0000E-03 3.6830E-06

3 2.4955E+00 1.8860E-01 5. 0000E-03 1.4323E-04

3 1. 5970E+00 1.4255E+00 5.0000E-03 2.5754E-06

3 1.3034E+00 5. 2682E-01 5.0000E-03 7.4546E-08

3 1.4962E+00 1. 5214E+00 5.0000E-03 1.7933E-06

3 1.36%1E+00 6, 3672E-01 5. 0000E-03 7.5224E-07

2 2 AT1ACLNN 1 RATFCLNN L ANANE_N2 1 ANTIE_NF

Fig. 7 Example of input file name LINKNAME alpha.dat containing sampled values for
uncertain quantities present in the definition of a distribution characterizing aleatory uncertainty
in the physical properties of a WL or a SL; for a specific link, the name of that link replaces
“LINKNAME” in the file name.

Fig. 6, Row q: Maximum data size NMDSA for alpha parameters data set (integer NMDSA >
0). Corresponds to  maximum  number of  observations in  the files
name LINKNAME alpha.dat (see description for Fig. 6, row 1). This parameter is requested to
simplified the creation of multidimensional arrays without a requirement to read all file lengths.

Fig. 6, Row r: Number NEBD of distributions characterizing aleatory uncertainty (i.e.,
values; see Eq. (2.4) and Ref. [8], Sect. 2) in link failure values that have epistemic uncertainty
present in their definitions, with NEBD = 0 indicating that there is no epistemic uncertainty
present in the definitions of the distributions characterizing aleatory uncertainty in link failure
values.

Fig. 6, Row s: List of the NnEBD links with epistemic uncertainty present in the definitions of
the distributions characterizing aleatory uncertainty in their failure values, with individual links
represented by the same character strings specified in the input file CPLOAS link.txt that
defines WL and SL properties. A single link name should be entered as a place holder if NEBD =
0. For nEBD > 0, an input file name LINKNAME beta.dat with the structure of the file shown
in Fig. 7 must be defined for each of the nEBD distributions with epistemic uncertainty in their
definitions. Additional discussion same as for name LINKNAME alpha.dat in description for
Fig. 6, row 1.
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Fig. 6, Row t: Maximum data size NMDSB for beta parameters data set (integer NMDSB > 0).
Corresponds to maximum number of observations in the files name LINKNAME beta.dat
(see description for Fig. 6, row 1). This parameter is requested to simplified the creation of
multidimensional arrays without requiring to read all file lengths.
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3 OUTPUT FILES GENERATED BY CPLOAS_2

As described in Sects. 3.1 and 3.2, results are saved and displayed differently depending
whether or not an analysis of epistemic uncertainty is performed.

3.1 Epistemic uncertainty not considered

In this configuration (i.e., epistemic sample size set to NEUS = 1 as described for Fig. 6, Row
h), six files are saved, with names based on the name specified in the first row of
CPLOAS_parameters.txt.

First file (default name: name LINK CDF.OUT, where name is specified in Row a of Fig.
6) lists the time-dependent probability of failure for each link defined in CPLOAS link.txt. The
first row lists the link names. Subsequent rows list the time-step (first column) and cumulative
probability of failure for each link at this time-step. Cumulative failure properties are listed in the
same order as link names in the first row; in turn, the order of the link names is the same as the
order in which they are specified in Column a of Fig. 1. An example of the file
name_LINK_ CDF is given in Fig. 8.

Second file (default name: name PLOAS QUAD.OUT) lists estimated PLOAS values
obtained using quadrature for each circuit specified in CPLOAS circuit.txt. The first row lists
the circuit names. Subsequent rows list the time (first column) and cumulative probability of
failure for each circuit at this time. An example is shown in Fig. 9.

Timestep CDFs for all links defined in CPLOAS_link.txt (see Fig. 1)
8] CPCDF_LINK_CDF.OUT - Notepad [_ (O] x|
File Edit Format  Wiew Help
| SL1 5L2  sSL3 sL4 SLI wLl  wLZ -
0.0000 0.0000E+00  0.0000E4+00 0O, 0000E400 Q. 0000E4+00 O, 0000E400  0.0000E4+00 0, 0000400 =
1.0000 0 0000E+00 0. 0000E+00 O, 0000E+00 Q. 0000E+00 O, 0000E4+00 0. 0000E+00 0. 0000E+00
2.0000 ¢ Q. O000E+00 O, 0000E4+00 O, 0000E+00 O, O000E400 O, 0000E4+00 0. 0000E+00 O, O000E400
3.0000 0.0000E+00  O0,0000E400 0, 0000E400  0Q.0000E+00 0O.0000E400  0.0000E+00 0. 0000E4+00
4,0000 Q. O000E+00 O, 0000E4+00 O, 0000E+00 O, O000E400 O, 0000E4+00 0. 0000E+00 O, O000E400
5.0000 0.0000E4+00  O0,0000E400 0, 0000E400  0Q.0000E4+00 0O.0000E400  0.0000E+00 0. 0000400
6. 0000 Q. 0000E+C00 O, 0000E4+00 O, 0000E+00 O, 0000E4+00 O, 0000E+00 0. O0000E+C0 O, O000E+00
F.0000 0.0000E4+00  O0,0000E400 0, 0000E400  0Q.0000E4+00 0O.0000E400  0.0000E+00 0. 0000400
8.0000 Q.0000E+00 O, 0000E+00 O, 0000E+00 Q. 0000E+00 0. 0000E4+00 0. 0000E+00 0. 0000E+00
0. 0000 0.0000E+00  0.0000E4+00 0O, 0000E400 Q. 0000E4+00 O, 0000E400  0.0000E4+00 0, 0000400
10,0000 @ 0.0000E+00  O0,0000E400 0, 0000E400  0Q.0000E+00 0O.0000E400  0.0000E+00 0. 0000E4+00
11. 0000 Q. O000E+00 O, 0000E4+00 O, 0000E+00 O, O000E400 O, 0000E4+00 0. 0000E+00 O, O000E400
12,0000 @ 0.0000E4+00  O0,0000E400 0, 0000E400  0Q.0000E4+00 0O.0000E400  0.0000E+00 0. 0000400
13,0000 ¢ Q. O000E+00 O, 0000E4+00 O, 0000E+00 O, O000E400 O, 0000E4+00 0. 0000E+00 O, O000E400 —
14,0000 @ 0.0000E4+00  O0,0000E400 0, 0000E400  0Q.0000E4+00 0O.0000E400  0.0000E+00 0. 0000400
15,0000 : Q.0000E+00 O, 0000E+00 O, 0000E+00 Q. 0000E+00 0. 0000E4+00 0. 0000E+00 0. 0000E+00
16,0000 @ 0.0000E+00  0.0000E4+00 0O, 0000E400 Q. 0000E4+00 O, 0000E400  0.0000E4+00 0, 0000400
17.0000 : 0 0000E+00 0. 0000E+00 O, 0000E+00 Q. 0000E+00 O, 0000E4+00 0. 0000E+00 0. 0000E+00
18,0000 Q. O000E+00 O, 0000E4+00 O, 0000E+00 O, O000E400 O, 0000E4+00 0. 0000E+00 O, O000E400
19,0000 @ 0.0000E4+00  O0,0000E400 0, 0000E400  0Q.0000E4+00 0O.0000E400  0.0000E+00 0. 0000400
20,0000 ¢ Q. O000E+00 O, 0000E4+00 O, 0000E+00 O, O000E400 O, 0000E4+00 0. 0000E+00 O, O000E400
21. 0000 0.0000E4+00  O0,0000E400 0, 0000E400  0Q.0000E4+00 0O.0000E400  0.0000E+00 0. 0000400
22,0000 Q. 0000E+00 O, 0000E+00 O, 0000E+00 O, 0000E+00 O, 0000E+00 0. 0000E+00 O, O000E+00
23.0000 0.0000E+00  0.0000E4+00 0O, 0000E400 Q. 0000E4+00 O, 0000E400  0.0000E4+00 0, 0000400
240000 O.0000F+00 O 0000F+00 0L O000F+00 O, 0000F+00 0. 0000F+00 0. 0000F+00 O O000F+00

Fig. 8 Example of output file name_LINK_CDF.OUT containing time-dependent link failures
at each time-step for all considered links. The name of the analysis (Fig. 6 row a) replaces name
in the file name.
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) PLOAS for all circuits and pattersn defined
Timestep In CPLOAS _circuit.txt (see Fig. 5)

[B|CPCDF_PLOAS_QUAD.OUT - Not... [I[=] [E3
File Edit Format Wiew Help
| P& -
0. 0000 0. 0000E+00
1.0000 : 0. 0000E+00
2.0000 0. 0O00E+00
3.0000 0. OQO0E+CD
4., 0000 : 0. 0000E+00
5.0000 0. 0000E+00
o, 0000 0. OQO0E+CD
7.0000 0. 0000E+00
. 0000 : 0. 0000E+00
o, 0000 0. 0O00E+00
10, 0000 0. OQO0E+CD
11. 0000 : 0. 0000E+00
12,0000 : 0. 0000E+00
13,0000 : 0. OQO0E+CD
14.0000 : 0. 0000E+00
15. 0000 : 0. 0000E+00
16. 0000 : 0. 0O00E+00
17. 0000 0. OQO0E+CD
18. 0000 : 0. 0000E+00
19,0000 : 0. 0000E+00
20,0000 0. OQO0E+CD
21. 0000 : 0. 0000E+00
22,0000 : 0. 0000E+00
23,0000 : 0. 0000E+00
24,0000 0. OQO0E+CD ;l

Fig. 9 Example of output file name_ PLOAS QUAD.OUT containing PLOAS estimated at each
time-step for all considered circuits. The name of the analysis (Fig. 6, Row a) replaces name in
the file name.

Third, Fourth, Fifth and Sixth output files (respective default names:
name_PLOAS MC.OUT name PLOAS MC 2.0UT, name PLOAS IMP.OUT and
name PLOAS IMP 2.0UT) list results obtained with, respectively, random sampling
procedures 1 and 2 and importance sampling procedures 1 and 2 (see Sect. 4 for a discussion of
sampling-based procedures for the determination of PLOAS). The last four files will always be
created but filled only if the option (from Fig. 6, Row j) is set so that PLOAS values are actually
calculated using these techniques. Since CPLOAS version 2.10 the file format is different to the
one presented in Fig. 9 as either confidence intervals around the mean are displayed (confidence
level in ]0,1[ ) or the mean and standard deviation (confidence level outside of this range). An
example is shown in Fig. 10.
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| cPCDF_PLDAS_MC.OUT - Notepad =]

File Edit Format Wiew Help

Pl P2 P3 P4 i’
0. 0000 0.0000E+00 0. 0000E4+00 0. 0000E4+00 0. 0000E4+00 0. 0000E+00 0, 0000E+00 0. 0000E4+00 0. 0000E+00
0.1000 0.0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0, 0000E+00 0. 0000E+00 0. 0000E+00
0. 2000 0.0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0, 0000E+00 0. 0000E+00 0. 0000E+00
0. 32000 0.0000E+00 0. 0000E4+00 0. 0000E4+00 0. 0000E4+00 0. 0000E+00 0, 0000E+00 0. 0000E4+00 0. 0000E+00
0.4000 0.0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0, 0000E+00 0. 0000E+00 0. 0000E+00
0. 5000 0.0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0, 0000E+00 0. 0000E+00 0. 0000E+00
0. 6000 0.0000E+00  0.0000E4+00 0. 0000E4+00 0. 0000E4+00 0. 0000E+00 0, 0000E+00 0. 0000E4+00 0. 0000E+00
0. 7000 0.0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00
0. 8000 0.0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0, 0000E+00 0. 0000E+00 0. 0000E+00
0.59000 0.0000E+00  0.0000E4+00 0. 0000E4+00 0. 0000E4+00 0. 0000E+00 0, 0000E+00 0. 0000E4+00 0. 0000E+00
1.0000 0.0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00
1.1000 0.0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0, 0000E+00 0. 0000E+00 0. 0000E+00
1.2000 0.0000E+00  0.0000E4+00 0. 0000E4+00 0. 0000E4+00 0. 0000E+00 0, 0000E+00 0. 0000E4+00 0. 0000E+00
1.3000 0.0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00
1.4000 0.0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 (. 0000E+00 0, 0000E+00 0. 0000E+00 0. 0000E+00
1.5000 0.0000E+00  0.0000E4+00 0. 0000E4+00 0. 0000E4+00 0. 0000E+00 0, 0000E+00 0. 0000E4+00 0. 0000E+00
1. 6000 0. 0000E+00 0, 0000E+00 0. Q0Q0E+00 0. 00UOE+00 (. 0000E+00 0, 000CE+00Q 0. 0000E+00 0. 00O0E+00
1.7000 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0, 0000E+00 0. 0000E+00 0. 0000E+00
1.8000 0.0000E+00  0.0000E4+00 0. 0000E4+00 0. 0000E4+00 0. 0000E+00 0, 0000E+00 0. 0000E4+00 0. 0000E+00
1.9000 0. 0000E+00 0, 0000E+00 0. Q0Q0E+00 0. 00UOE+00 (. 0000E+00 0, 000CE+00Q 0. 0000E+00 0. 00O0E+00
2.0000 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0, 0000E+00 0. 0000E+00 0. 0000E+00
2.1000 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0, 0000E+00 0. 0000E+00 0. 0000E+00
2.2000 0. 0000E+00 0, 0000E+00 0. Q0Q0E+00 0. 00UOE+00 (. 0000E+00 0, 000CE+00Q 0. 0000E+00 0. 00O0E+00
2.32000 0.0000E+00 0. 0000E4+00 0. 0000E4+00 0. 0000E4+00 0. 0000E+00 0, 0000E+00 0. 0000E4+00 0. 0000E+00
2.4000 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 0, 0000E+00 0. 0000E+00 0. 0000E+00
2.5000 0. 0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00 (. 0000E+00 0, 0000E+00 0. 0000E+00 0. 0000E+00 =

Fig. 10: Example of output file name_ PLOAS MC.OUT containing PLOAS estimated using
Monte Carlo approach at each time-step for all considered circuits. The name of the analysis
(Fig. 6, Row a) replaces name in the file name.

8l CPCDF_TIME.DUT - Notepad M=l

File Edit Farmat Yiew Help

Fl i’
0.6384E+01

0.4426E+01
0.6072E+01
0.7E13E4+01
0. 5452E+01
0. 3880E4+01
0.6551E+01
0. 4617E+0L
0.3024E401
0. 5634E+01
0. 7279E+01
0.8251E+01
0.3652E+01
0.6333E4+01
0.5511E+01
0. 3282E+010
0.5571E4+01
0.6128E+01
0. 3968E+01
0.4503E4+01
0.43581E+01
0. 7649E401
0.2916E+01
0. 3466E+01
0.3950E4+01
0. 2836E+01 LI
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Fig. 11. Example of output file name TIME.OUT containing Time margin estimated for
different realization for all considered circuits. The name of the analysis (Fig. 6, Row a) replaces
name in the file name.
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Since version 2.7 CPLOAS also estimates time and environmental margins when required by
the user. Time margin results are saved in name TIME.OUT . The time margin is not a time-
dependent result and the file reflects the estimate of time margin for nFTC (see Fig. 6 row 1)
random realizations. An example is shown in Fig. 11.

Environmental margin results are saved in name ENVIR.OUT . The environmental margin
is not a time-dependent result and the file reflects the estimate of time margin for NFTC (see Fig.
6 row 1) random realizations. The file format is similar to the one presented in Fig. 11.

When environmental margin is calculated for a circuit, the code still look at the most
appropriate distance between strong link and weak link (based on the circuit type considered), so
it is possible for environmental margin to be reported for different strong links. As different
properties can be used for different strong link (for instance temperature or pressure), the user
may want to sort the environmental margin based on the strong link that was used to generate
useful results. Consequently, another file is created for environmental margin, whose name is in
name ENV_SL.OUT . This file lists, for each realization, which strong link was used. An
example of such file is shown in Fig. 12. Note that the only information used with respect to
weak link to estimate environmental margin is the time of weak link failure. Thus, there is no
need to track which weak link was involved in the estimate environmental margin.

B CPCDF_EMY_SL.OUT - Notepad  [[m]
File Edit Format Miew Help

Pl i’
1 : 5Ll
2 5L1
3 sL1
4 3 5Ll
R i
g o sSL1
7ouosLl
5 @ sSL1
9 511
10 @ sL1
11 : sL1
12 @ sL1
13 @ sL1
14 : sL1
15 @ =Ll
1a @ sL1
17 @ 5Ll
18 @ sL1
1% : sL1
20 ¢ sL1
21 : s5L1
22 1 5Ll
23 @ sul

24 511 ;I

Fig. 12. Example of output file name_ENV_SL.OUT containing which strong link was used to
estimate environmental margin for each realization and for all considered circuits. The name of
the analysis (Fig. 6, Row a) replaces name in the file name
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timesteps \0:

3.2 Epistemic uncertainty considered

If epistemic sample size is set to a number greater than 1 (i.e., epistemic sample size set to
NEUS > 1 as described for Fig. 6, Row h), then results are saved differently. Use of the same file
structure as described in Sect. 3.1 would lead to one set of files for each epistemic sample
element. It is common to consider epistemic samples of size 100 or more, which would generate
hundreds or thousands of files and would not be practical.

Instead, it is more appropriate to group results by links and circuits. With this approach, a file
is created for each link (saving results that were saved in the first file of described in Sect. 3.1;
i.e., the file name LINK CDF.OUT). The resulting file for each link has a name that begins
with the analysis name name specified in CPLOAS _link.txt and followed by the link name and
the suffix “.out” (e.g., CPCDF _ SL3.out). This file will have as many columns as epistemic
sample elements plus 1. The first column corresponds to the time steps. Subsequent columns list
cumulative failure probability for this link for the corresponding epistemic element as shown in
Fig. 13.

For circuits, the same approach is used, except that the circuit name is used instead of a link
name and the suffix used to create the output file name is “ quad.out”  (e.g.,
name_P1_QUAD.OUT for circuit P1) for quadrature results (always the case). Similarly, the
suffices “ MC.out” and “MC 2.out” are used for results obtained with random sampling
procedures 1 and 2 (if the option is set to generate these results), and the suffices “ imp.out” and
“ imp_2.out” are used for results obtained with importance sampling procedures 1 and 2 (if the
option is set to generate these results); see Sect. 4 for a discussion of sampling-based procedures
for the determination of PLOAS. Results are saved as illustrated in Fig. 13.

IlcPCDF_S13.0ut - Notepad [_[C]

File Edit Format WYiew Help

| 0. 0000 | 0. 0000E+00 0. 0000E+00  0.0000E+00 0, 0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0,0000E+00 0.0000E+00 0. 0000E+00
OOOUEFOT 0.Q000E400Q 0. 0000E4+00  0.0000E4+00  0Q.0000E400  0.0000E+00  0.0000E4+Q0  0.0000E+00  0.0000E400 0. 0000E+00  0.0000E4+00  0Q.0000E400  0.0000E+00 0. 0000E+Q0
0.0000E+00  0.0000E400Q 0. 0000E4+00 0.0000E4+00  0.0000E400 0.0000E+00  0.0000E4+Q0 0.0000E+00  0.0000E400  0.0000E+00 0.0000E+00  0.0000E400 0.0000E+00 0. 0000E+Q0
0.0000E+00  0.0000E400Q 0. 0000E4+00 0.0000E4+00  0.0000E400 0.0000E+00  0.0000E4+Q0 0.0000E+00  0.0000E400  0.0000E+00 0.0000E+00  0.0000E400 0.0000E+00 0. 0000E+Q0
0. 0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00  0.0Q000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00 0. 0000E+00
0. 0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00  0.0000E+00 0. 0000E+00  0.0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00 0. 0000E+00
0. 0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00 0. 0000E+00
0. 0000ELAn . 0. 0000E+00 0. 0000E+00
: 0. 0000E+00 0 Q000E+00 0 Q000E+00 0 Q000E+0Q 0 0000E+00 0 0000E+00 0 Q000E+00 0 0000E+00 0 0000E+00 0 0000E+00 0 0000E+00 0 0000E+00 0 0000E+00

o DO00ELD0 510000100 O 0OOOSS00 9.0000Er00 O.0000ES0) 0100005r00 G.00006400 0 DOOOEL00 b.08G05+00 O O00GOD0 0. 0000EL00 0.0900ci00 o 0o0GELGS o-GGooer0d

\

0. G000E+00 0. 000CE+00 0. 0DGOE+00  O.0000E+00  0.000DE+00  O.0000E+00  0O.0000E+00  0.CQ000E+00 0O.0000E+00 0. 0000E+00 0. 0000E+00 O.0GO0E+00 0. DOOOE+00
0.0000E4+00 0. 0000E+00

H 0.0000E4+00 0.0000E+00  0.0000E4+Q0  0.0000E4+00  0.0000E400 0.0000E4+00 0.0000E4+00 0.0000E4+00 0.0000E+00  0.0000E4+Q0  0.0000E+00 0.0000E4+00 0. 0000E+00
0.0000E400 0. 0000E4+00  0.0000E4+00  0Q.0000E400  0.0000E4+00  0.0000E4+Q0  0.0000E+00  0.0000E400  0.0000E+00 0.0000E+00  Q.0000E400  0.0000E+00 0. 0Q000E+Q0
0.Q000E+00 0. 00D00E+00 0. 0000E+00  0.0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00  0.0Q000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00  0.0000E+00 0. 0000E+00
0.0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00  0.0000E+00 0. 0000E+00
0.0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00  0.0000E+00 0. 0000E+00
0.0000E+00 0. 0000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00 0. 0000E+00 0. 0000E+00  0.0000E+00  0.0000E+00 0. 0000E+00

. 0.0000E+00 0. 0000E+00 0.0000E+00 0. Q000E+00  0.0000E+00  0.0000E+00 0.0000E+00 0.0000E+00 0O.0000E+00 0O.0000E+00 0. Q000E+00  0.0000E+00 0. Q000E+00

0. 0000E+00 0. 0000E+00 0. 0000E+00

Fig. 13 Example of link failure result file (for SL3 in this example) showing the first 3 timesteps
and using a sample of size 100 (Note: columns wrap with the result that 101 columns appear as 8
TOwS).
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4 SOME CONSIDERATIONS IN THE USE OF SAMPLING IN
CPLOAS 2

4.1 Simple Random Sampling from CDFs for Link Failure Times

As described in conjunction with Eq. (5.9) of Ref. [8], simple random sampling from the
CDFs for link failure time can be used in the estimation of PLOAS. Further, as described in
conjunction with Egs. (5.20)-(5.28) Ref. [8], this sampling can be performed as a two stage
process in which nFT link failure times are randomly selected for each link from the
corresponding link failure time CDFs and then nFTC combinations of link failure times are
randomly selected from the previously sampled nFT failure times for each link. Specifically, if
NWL WLs and nSL SLs are under consideration, the second stage of the sampling results in
NFTC vectors of length nL= nWL + nSL that contain one failure time for each link. In turn, these
vectors of link failure times can be used as indicated in Eq. (5.9) of Ref. [8] to determine PLOAS
as a function of time.

The preceding two stage procedure is used in CPLOAS 2 for the estimation of PLOAS with
simple random sampling from the failure time CDFs for the individual links. This procedure is
referred to as random sampling procedure 1; see Sect. 4.3 for a discussion of random sampling
procedure 2.

The values used for nFT and nFTC are set in rows e and f of Fig. 6. Further, the indicated
CDFs are estimated with quadrature procedures and saved at NCDF evenly spaced times, with
the value for NnCDF set in row b of Fig. 6. The sample sizes nFT and nFTC selected for use in a
given analysis depend on both the desired accuracy in the determination of PLOAS and the
probability of failure for the individual links. Sample of sizes of NFT = 100 and nFTC = 1000
will be enough for links that have large probabilities of failing during a simulation time (e.g.,
0.2), but will not be appropriate for links that have 0.01 probability of failure over time.

As an example, the three links with the properties and failure values shown in Fig. 14 are
used for illustration. The probability of failure for a given link corresponds to the likelihood of
being in a situation where a red curve (representing a time-dependent failure value) crosses a
green curve (representing a time dependent system property). For SL2 (frame b), this situation
will never occur in the time period under consideration and any sample size will be appropriate.
The probability of failing for SL3 (frame c) starts around 150 minutes and increase gradually to
0.1 at the end of simulation (200 minutes). A sample of size NFT = 10,000 will generate about
1000 failure times and 9000 non failure times with simple random sampling. For SL1 (frame a),
failure occurs late (after 190 minutes) with a probability of about 0.002 at the end of the
simulation. In this case, a sample of size NFT = 10,000 will only generate about 20 failure times
with simple random sampling.
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Fig. 14 Time-dependent property and failure values for three links: (a) SL1, (b) SL2 and (c) SL3.

The sample size will affect how many failures are generated but also, for unlikely failures,
when the first failure will occur. As an example, the time-dependent probability of failure
(estimated using quadrature) for SL1 is reported in Table 2. The probability of having a failure
before 192 min is a little less than 107>, As a result, using a sample of size 10,000 to generate an
array of failure times (via Monte Carlo) is unlikely to generate a failure time prior to 192 min
and, at best, one or two such failure times will be present in a sample of size 10,000. As a
consequence, the sample size (i.e., NFT) may need to be greater than 10,000 depending on how
much accuracy is required in the determination of PLOAS for a circuit involving SLI.

Table 2 Time dependent probability of failure for SL1 using quadrature

prob. Failure
SL1

191 | 0.00E+00
192 9.36E-06
193 7.49E-05
194 2.01E-04
195 3.86E-04
196 6.28E-04
197 9.24E-04
198 1.27E-03
199 1.67E-03
200 2.12E-03

time

In conclusion, with respect to choosing appropriate values NFT and nFTC, a possible strategy
is to initially examine the link failure probabilities (in the file LINK CDF.OUT in the example
set) to determine if small failure probabilities are present, which would imply that larger rather
than smaller values for nFT and nFTC are needed. Then, increasing values for nFT and nFTC
could be tried until the estimates for PLOAS show little change with increasing values for nFT
and nFTC. Although not a currently defined option in CPLOAS 2, PLOAS could be repeatedly
evaluated with the same values for NFT and nFTC but with different random seeds to start the
random sampling process (see RSEED in row d of Fig. 6) and then a confidence interval
calculated around the mean PLOAS value from these multiple CPLOAS 2 runs.
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4.2 Importance Sampling from CDFs for Link Failure Times

Importance sampling from CDFs for link failure times in CPLOAS 2 uses the same two
stage sampling procedure described in Sect. 4.1 for simple random sampling from CDFs for link
failure. However, as described in the next paragraph, the sampling of link failure times at the
first stage of this two stage process is not is where the importance sampling is implemented.

As implemented in CPLOAS 2, importance sampling from link failure time CDFs uses a
left-triangular distribution on [0, 1] with mode at 0 to sample failure times for SLs and a right-
triangular distribution on [0, 1] with mode at 1 to sample failure times for WLs to generate this
number. As a result, early failure times are over sampled for SLs and late failure times are over
sampled for WL. A weight is associated with each sampled failure time to correct for the
indicated over sampling of early and late failure times for SLs and WLs, respectively (see
discussion associated with Egs. (5.29)- (5.31) of Ref. [8]). In turn, this weight is used when
sampling the individual link failure times at the second stage of the two stage sampling process.
This procedure is referred to as importance sampling procedure 1.

To test the efficiency of this technique, a circuit with low probability of failure (on the order
of 10 for PLOAS after 200 minutes) has been considered. Specifically, 30 estimates (using
different random seeds) of PLOAS have been generated for both importance sampling and
simple random using the same properties (i.e., NFT = 10,000 and nFTC = 100,000). The resultant
time-dependent mean for PLOAS as well as a confidence intervals for both sampling techniques
are shown in Fig. 15 and compared to the quadrature result. Plain green and red lines represent
mean values for simple random sampling and importance sampling, respectively. Both lines are
close to the quadrature results, although the importance sampling means seems to be more
accurate than simple random sampling mean at the end of simulation (i.e., at 200 min). Dashed
and dotted lines represent confidence intervals over the results and are indicators of the accuracy
of each sampling method. The red lines (for importance sampling) are closer together than the
green lines for simple random sampling and thus indicate that the importance sampling results
are more precise than the simple random sampling results.

As both simple random (i.e., Monte Carlo) and importance sampling use the same procedure
to generate an initial set of failure times (i.e., importance sampling is not used in Step 1 of the
two step sampling procedure) and no failure was generated prior to 192 min with a sample of
size 10,000, both methods cannot match with quadrature results prior to 192 min. Increasing the
initial (i.e., Step 1) sample size to 100,000 would lead to a better estimate at early times in this
example. In the future, the CPLOAS 2 may be modified to include importance sampling at this
first step to increase resolution in estimates for PLOAS at early times. However, PLOAS values
at the end of an accident are usually the result of greatest interest rather than PLOAS values early
in the development of an accident.
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Fig. 15 Mean and q = 0.9 confidence interval for 30 replicates of random sampling procedure 1
and importance sampling procedure 1 for circuit C11 defined in Fig. 5.

4.3 Simple Random and Importance Sampling from Aleatory
Variables a and B

An additional option in CPLOAS 2 is to directly sample from the aleatory variables « and
used in the definitions of link properties and failure values as indicated in Egs. (2.5) and (2.6).
This sampling can be done with either simple random sampling or importance sampling as
described in conjunction with Egs. (5.18) and (5.19) of Ref. [8]. The determination of PLOAS
with direct sampling of the aleatory variables o and £ in CPLOAS 2 does not use the two stage
sampling procedure described in Sect. 4.1. Rather, a single sampling of the aleatory variables «
and £ and determination of associated link failure times is performed; then, PLOAS is
determined as indicated in Egs. (5.18) and (5.19) of Ref. [8].

The sampling procedure described in conjunction with Eq. (5.18) of Ref. [8] is referred to as
sampling or Monte Carlo procedure 2, and the sampling procedure described in conjunction with
Eq. (5.19) of Ref. [8] is referred to as importance sampling procedure 2. The manner in which
the sampling-based procedures are specified for use in CPLOAS 2 is described in the discussion
for Fig. 6, row j.
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4.4 Choice of sampling method based on PLOAS value of interest

The sampling procedures have been developed in CPLOAS to increase confidence in the
quadrature results and check that different (although not as efficient) approaches lead to similar
results. Results can be compared directly if mean and standard deviation are displayed for the
sampling method: the mean value is equivalent to the PLOAS value estimated via quadrature. If
a confidence interval is displayed, one can check whether the PLOAS value estimated with
quadrature is included within the confidence interval.

One first important caveat is that it is not guarantee that the PLOAS value in the quadrature will
be included within the confidence interval. The first reason is that the quadrature is still a
numerical technique with a certain level of accuracy and the error may be enough to have the
value slightly biased. The second is that the Monte Carlo and Importance techniques have some
assumptions that may also bias the results (for instance, when a Strong Link and a Weak Link
fail during the same time-step, there is an assumption that the Strong Link fails first, which may
induce a bias for extremely low value of PLOAS)

The second important caveat is that the use of Importance sampling is not always appropriate for
comparison. In order to make the use of importance sampling not too complex for the user, some
assumptions have been made during the development phase. These assumptions restrict the use
of importance sampling to a certain range of PLOAS value. As displayed in Fig. 16, the first
importance sampling technique gives more accurate results than classical Monte Carlo for
PLOAS values below 107 The second importance technique creating more extreme cases starts
to give better results for PLOAS values around 10

1.0€+00

1.06-01

1.0€-02

1.0e-03
—— Monte Carlo 1
—— mpartance 1

1.06-04 Monte Carlo 2

Importance 2

Standard deviation of PLOAS

1.06-05

1.06-06

1.06-07
1.0e-07 1.06-06 1.0E-05 1.06-04 1.0E-03 1.0€-02 1.0e-01 1.0E+00
Mean of PLOAS

Fig. 16: standard deviation of the results as function of the mean value for the four considered
techniques
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5 USE OF CPLOAS2

This section describes the step by step procedure the user has to follow in order to create the
input files and run the code with the appropriate parameters.

5.1 Generation of time-dependent properties

The first file required for the analysis lists the time-dependent properties generated or measured
for the set of components. This file is presented in Fig. 2 and described in the description of Fig.
1 column b. User can select different name for this file (CPCDF was used as an example) but the
extension has to be “DAT” and a matching name will have to be used in the
CPLOAS Parameters file.

5.2 Definition of Strong and Weak Links and creation of
CPLOAS_link.txt

The next step is to define the system as a collection of strong links and weak links. Any
CPLOAS?2 run will require at least one strong link and one weak link.

The naming convention used and recommended was “SL” for Strong link and “WL” for Weak
link, each followed with up to 3 digits identifying the link with a number. The code does not
really care of the naming convention as long as it is 5 digits long at the maximum and that strong
links start with the letter “S”.

Each link needs to be associated with a (time-dependent) property and failure. During the
development of CPLOAS?2 it was decided to represent uncertainty over these two quantities as a
multiplier toward a nominal value. The advantage of such technique is that the uncertainty does
not change at each time-step which makes easier to define (one does not have to specify the
parameters of the distribution at each time step) and faster to calculate.

However, it is more likely that user will have the uncertainty directly defined toward the failure
criterion of a link (or toward the property of this link). In order to use CPLOAS, it is necessary to
dissociate the uncertainty from the nominal value. Such decomposition is not unique, so we
propose in Table 3 a convention to select a nominal value. Note that the distribution type (i.e.,
uniform, log-uniform, normal, log-normal, triangular, log-triangular) is not affected by such
transformation.

If the nominal value is constant, then the user has to set the reference column of the nominal
value (see Fig. 1 columns b and g) to zero and enter the constant value in the tpf file. If the
nominal value is estimated as a function of another parameter, then a negative number is used
(the absolute value representing the column that has to be used as reference) and the piecewise
linear relation between the reference and nominal value is defined in the tpf file.
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Table 3: proposed convention to decompose failure (resp. property) uncertainty into nominal
failure (resp. property) and uncertainty factor

Uncertainty over failure (resp. property)

Uncertainty over beta (resp. alpha)

Distribution Q : (failure) Q nominal Beta
(to be written in tpf file if
constant)
Uniform Qmin - MiNimum _ Bmin = qmin/q
qmm - maximum g = 0.5(Gmin + Imax) Bmax = Qmax/q
max -
Log-uniform Gmin - Minimum G= (Gmax = Gmin) Bmin = Gmin/q_
Gmax - maximum In(@max) — IN(Q@min) Bmax = Qmax/q
Normal q, : mean a=q B =1
. q= _
q. : standard deviation & Bs =45/
g : truncation Ba = qq
Lognormal q, : mean of log B, =0
g : standard deviation of - _ ol Bs = qs
q =
log Ba = da
q. : truncation
Triangular Qmin : MiNimum l;min = qTin/ q
. 7= mode =
Gmod : mOd_e 4 qud Pmax = Amax/q
Qmax : Maximum
Log-triangular | gpmin : minimum o l;min = qTin/ q
. 9= Ymod mode =
Gmod : mode Pmax = Amax/q

Gmax : Maximum

The steps required to create the CPLOAS_link.txt file are summarized below in Fig. 17.
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links and weak
links

rename each
strong link SL#
where & is the

strong link number
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or a negative number?] A
,i\ fill tpf file with
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I [YES] precewise linear
relation
[No]
V
(@)
M

Fig. 17 Flow chart describing the steps to create CPLOAS_link.txt file

5.3 Definition of the tpf file

The tpf file is a text file whose name matches the analysis name specified in
CPLOAS Parameters file. The extension used is .tpf (e.g. CPCDF.tpf). The file is similar to the
one defined for the previous version of CPLOAS, tpf meaning “temperature-pressure file”. It
was initially used to estimate failure pressure as a function of temperature via a piecewise linear
approximation.
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In CPLOAS?2, it can be used to apply piece-wise linear transformation to any property. It can be
used to design either the property or the failure but not both. It is also used to set up the constant
value for a non time-dependent failure or property. Fig. 3 shows an example on how to construct
such file. The file needs to exist to run the code; even if no transformation is used (it can be

empty).

5.4 Definition of Circuits and creation of CPLOAS_circuit.txt

Once the links are defined, the following step is to define the circuits, which represent the way
the links affect each other. Each circuit is defined as a collection of weak links and strong links
with at least one weak link and one strong link.

The naming convention used and recommended was to use “C” followed by a number (of up to 4
digits) for simple circuit (one weak link and one strong link) and “P” followed by a number (of
up to 4 digits) for a more complex circuit or a collection of circuits (called pattern).

The second information that needs to be associated to each circuit or pattern is the number
informing of the circuit or pattern type. The meaning of such number is given in

Table 4. In orange are the classical 4 circuit types defined in Table 1. Number O (resp. -1) is used
when circuits are independent and LOAS is obtained if ALL circuits (resp. ANY circuit) fails.
Number 10 is used for an hard-wire example presented in Table 6 of Ref. [8].

Table 4: circuit type number and meaning

Circuit type Description

-1 Failure if failure of ANY circuit (OR)

Failure if failure of ALL circuits (AND)

Failure of all SLs before any WL

Failure of all SLs before all WLs

0
1
2 Failure of any SL before any WL
3
4

Failure of any SL before all WLs

10 Hardwire example - Table 6 of Ref. [8]

Once the circuit (or pattern) type is defined, the number of links constituting the circuit (or
circuit constituting the pattern) need to be entered, followed by a list of links (or circuit) names.
For a circuit definition, the links names have to match the ones defined in CPLOAS _link.txt. For
a pattern name, the circuits names have to match the ones defined in the circuits above (the
order is important. One cannot define a pattern of two circuits prior to defining those two
circuits).

Note that it is valid to create a pattern of patterns (for instance P1 is composed of C1 and C2, P2
is composed of C3 and C3, then P3 is composed of P1 and P2)
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The steps required to create the CPLOAS_circuit.txt file are summarized below in Fig. 18

Define circuits
and pattern of
circuits

name each simple
circuit with C#
where # is the
circuit number

name each
pattern P# where
# is the pattern
number

Associate each circuit
and each pattern
with a circuit type
based on table 4

Count the number
of links in a circuit
(and number of
circuits in a pattern)

List all link names

for a circuit (and

circuit names for
a pattern)

Use above information
to fill CPLOAS_circuit. txt
file. By intering first the
circuits and second the

patterns

0
Fig. 18: Flow chart describing the steps to create CPLOAS_circuit.txt file
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5.5 Definition of Analysis properties and creation of
CPLOAS parameters.txt

Once links and circuits/patterns are defined, the last step is to set the parameters of the analysis.
This operation is done via the CPLOAS_parameters.txt file.

The first information asked is the analysis name. This name should match the one used for the
time-dependent property and transformation files.

The next two numbers are discretization steps used to generate first the CDF of failure time for
each link and second the calculation of LOAS for each circuit/pattern. The bigger these numbers
are, the more accurate the solution will be, but it will require a longer time for the code to run. In
our analyses, we used 20000 for the number of steps for the discretization to calculate the CDFs
and 10000 for the quadrature discretization used to calculate LOAS and these numbers seem to
work pretty well.

The following number let the user the possibility to run Monte Carlo or Importance sampling in
order to check the quadrature results. If this number is set to 0, no Monte Carlo or Importance
sampling technique will be used. If it is set to 1, then 2 Monte Carlo techniques (one using the
CDF and another not) are performed. If it is set to 2, then 2 importance techniques (equivalent to
the 2 Monte Carlo ones but using importance sampling) are performed. With the number set to 3,
all four techniques are performed.

In the test we generated to verify and validate the models, the quadrature and 3 of the sampling
techniques match pretty well (and match theoretical results). The fourth sampling technique
(importance sampling NOT using the quadrature CDF), results tend to be not as good when the
number of links involved is large compared to the probability of LOAS estimated. A rule of
thumb is to consider this fourth technique when probability of LOAS ~ 10™"™ where nblinks
represents the number of links involved in the calculation of LOAS. But as long as results have
been confirmed once, it is perfectly valid not to run all sampling techniques and only run the
quadrature approach. The quadrature approach takes usually 2 minutes while the Monte Carlo
approaches can take up to 15 minutes or more.

The next two options control whether time margin and environmental margins calculations are
included (values set to 1) or not (values set to 0). These two calculations are NOT done with a
quadrature approach but rather in a sampling based technique.

The next number corresponds to the random seed. The random seed is used as a starting point by
the (pseudo) random number generator and allow to repeat the same sequence of random number
when needed. Any integer can be used and the use of close integer (for instance 32 and 33) will
not lead to close random number sequences.

The importance sampling and Monte Carlo techniques starting with the quadrature CDF
calculation use a two-steps procedure. First each CDF is sampled to create a succession of time
of failure. Then the different failure times considered for each link are combined. The two
following numbers in CPLOAS_parameters.txt are setting the sample size used for each of the
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procedure. The effect of changing the sample sizes is illustrated in section 4. In our tests we
fixed the first number to 10,000 and the second to 100,000. It may make more sense to use the
same sample size for both numbers (for instance 50,000) which we recommend. While it
depends on the memory available on the computer used to run the calculation, a sample of size
5,000,000 or more lead to memory allocation failure on the machine the tests were performed.

The second set of importance and Monte Carlo technique not using the quadrature CDF are only
using the second random number to calculate failure.

The second random number is also the one used to estimate time and environmental margin.

A comment line is used then to separate the parameters for an aleatory only analysis to an
analysis that include epistemic uncertainty (i.e. when multiple time-dependent histories are
generated).

The first number read after this comment line correspond to the espistemic sample size. If this
number is set to 1 then only aleatory calculation is performed and everything else is
ignored.

If this number is not set to 1 then the code is expecting to have as many as time histories of
properties as the epistemic sample size.

The second number is an indicator function testing whether there will be only a single tpf file or
several. If the same transformations (and constants) are used, then a single tpf file can be used
and this number needs to be set to 0. If they vary for each realization then this number is set to 1
and as many as tpf files are required as the epistemic sample size.

The next two sets of three parameters allow the user to change uncertainty distribution
information for a given link, at each realization (for instance if at each realization the maximum
and minimum of the uncertainty factor were changing). The first three values look at the
uncertainty factor on the properties (alpha values) and the next three on the uncertainty factor on
the failures (beta values).

For each set, the first number indicate how many links may have varying distribution. If it is set
to 0 then the next two lines will be ignored. If it is set to 1 or more, then the list of links in
consideration need to be written (and match what is in CPLOAS_link.txt) all in the same line.
The maximum data size needs to be indicated in the following line.

The steps required to create the CPLOAS_circuit.txt file are summarized below in Fig. 19
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Fig. 19: Flow chart describing the steps to create CPLOAS_parameters.txt file
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6 TEST CASES FOR CPLOAS_2

This section presents a set of test cases performed to verify the correctness of the calculation
performed and to also show at the same time how to construct inputs files in order to use
CPLOAS 2.

6.1 Analytical test 1
6.1.1 Description of the test case

The first test case is based on the set of test problems presented in Sect. 6 of Ref. [8] and
involves a system with 2 WLs and 2 SLs with the same nominal properties and failure values
assigned to all links (Fig. 20). Specifically, the nominal properties and failure values for the links
are defined by p(t) =100+ 3t and q(t) = 600 — 2t , respectively, for 0 <t <200 min (Fig. 20a).
The distributions for the alpha values characterizing aleatory uncertainty in the nominal link
properties are uniform on [0.85, 1.15], and the distributions for the beta values characterizing
aleatory uncertainty in the nominal link failure values are triangular on [0.9, 1.1] with a mode of
0.0. The distributions of time-dependent link properties and failure values that result from the
preceding distributions for alpha values and beta values are shown in Fig. 20b. In turn, these
distributions result in the same CDF for link failure time for each of the four links (Fig. 20c).

Four possible configurations of WL-SL systems are defined in Table 1 and designated Case
1, 2, 3 and 4. In addition, test values for PLOAS are also given that result when all links are
assigned the same properties and failure values. The test values for PLOAS for Cases 1, 2, 3 and
4 for 2 WLs and 2 SLs are 1/6, 1/2 , 1/2 and 5/6, respectively, as illustrated in Table 3 of Ref.

[8].
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Fig. 20 Link properties for illustration of verification tests: (a) base physical property P(t), base
failure property q(t), and distributions for aleatory variables « and £, (b) physical properties p(t|
) = ap(t)and failure properties q(t| ) = SQ(t) generated with random samples of size 100
from the distributions for & and £, and (¢) cumulative distribution CDF(t) for link failure time.
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6.1.2 Construction of the test case

The link properties are defined in the input file CPLOAS link.txt (Fig. 21). Each SL and
WL is assigned the same properties in this test case (see Fig. 20). As indicated, the nominal
properties are read from column 1 of CPCDF.dat (the time column is not counted; see Fig. 22 ).
The alpha distributions are uniform (designator associated with uniform distribution = 1). The
parameters of the uniform distribution are —0.15 (minimum), 0.15(maximum) and 0.0
(placeholder; i.e., the uniform distribution is defined by only 2 parameters). The nominal failure
values are read from column 2 of CPCDF.dat (again, time column is not counted). The beta
distributions are triangular (designator associated with triangular distribution = 5), which
minimum, mode and maximum equal to —0.1, 0.0 and 0.1, respectively.

The CPCDF.dat file for this example contains three columns. The first column contains the
times (201 values from 0 to 200 corresponding to one minute time steps). The second and third
columns contain the nominal property and failure values, respectively, at the corresponding time-
step (see Fig. 22).

Distribution type for Distribution type for
link name alpha Distribution beta Distribution
paramete%or alpha parameth for beta

I8 cPLOAS link.txt - Notepad

File Edit Format Wiew Help

[Tink name p_bar  alpha_dist a_l a_z a_3 g_har beta_dist h_1 h_z b_3
st 1 ' -0.15  0.15 0.0 s -0.1 0.0 0.1
sL2 1 1 -0.15 0.15 0.0 2 5 -0.1 0.0 0.1
WLl 1 1 -0.15 0.15 0.0 2 b -0.1 0.0 0.1
w2 1 1 =-0.15 0.15 0.0 2 g -0.1 0.0 0.1
Column in CPCDF.DAT Column in CPCDF.DAT
where p is defined where g is defined

Fig. 21 Input file CPLOAS _link.txt for test case 1 (see Fig. 1 for additional discussion).

46



File Edit Format Wiew Help
time ml g2
4] 100 a0
1 105 568
2 106 588
3 105 564
4 112 562
5 115§ 580
3] 118 L85
7 121 588
g 124 L84
=] 127 LE2
10 150 580
11 155 578
12 134 578
13 135 574
14 142 572
15 145 570
16 148 568
17 151 568
15 154 54
159 157 562
20 160 560
21 165 558
22 1645 556
23 165 554
24 172 552
25 175 550
26 178 548
27 151 Sda
28 184 S44
25 187 542

Fig. 22 First 29 time steps of input file CPCDF.DAT for test case 1 (see Fig. 2 for additional
discussion).

Circuits for this example are defined in the file CPLOAS _circuit.txt (Fig. 23). Although it is
not necessary for this test case, circuits have been defined for each possible WL-SL pair. Then,
for a circuit with 2 SLs and 2 WLs, the four possible failure patterns are specified (Corres-
ponding to the second column of the file and associated named option).

,. CPLOAS _circuik.bxt - Notepad

File Edit Format View Help

frame option nb Tink/circuit TinkAcircuit names
11 1 2 SL1 wLl

Z12 2 2 SL1 WL

21 3 2 SLZ2 wLl

22 4 2 Sl wLd

F1 1 4 SL1 SLZ2 wLl wLZ

P2 2 4 SL1 SLZ2 WLl wLZ

P3 3 4 SL1 SLZ WLl wWLZ

P4 4 4 SL1 sLZ WLl wLZ

Fig. 23 Input file CPLOAS _circuit.txt for test case 1 (see Fig. 5 for additional discussion).

The last input file that be defined is CPLOAS parameters.txt (Fig. 24). In this file, the user
first defines the base name for the output files (i.e., CPCDF is used in the test case). The next set
of numbers (all integers) specifies the properties of the methodology used to determine PLOAS.
The first two numbers are used for the quadrature and correspond to the number of steps for the
CDF discretization (set to NCDF = 20,000) and for the quadrature discretization (set to NQUAD
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= 10,000). The following number (i.e., NRSEED = 352) is used as random seed for sampling
techniques. The last two numbers relate to the initial random selection of link failure times from
each link failure time CDF (set to nFT = 1,000,000) and to the combinations of times (set to
nFTC = 1,000,000). After a comment line, epistemic sample size is set to 1 (the test case
considers only aleatory uncertainty), resulting in the following rows to be ignored except for the
fourth following row where the numerical procedures to be used to determine PLOAS are
specified.

IBicPLOAS_parameters.txt - Notepad M=l E3
File Edit Format ‘iew Help
\“PCDF ! output filename for CoF for each Tink =]
20000 ! number of steps for CDF discretization (= 2000 in example)
1000 ! number of guadrature discretization steps (= 10000 in example)
32 ! seed to generate random seguences
1000000 ! sample size for time selection for each T1ink (= 10000 in examplel
1000000 ! number of time combinations for mC and IMP sampling (= 100000 in
examplel
COMMENT LIME
1 ! epistemic sample size (set to 1 if no epistemic)
1 ! failure included (0 = no epistemic on failure — 1 = epistemic on failured
E ! samE'I"lng included (0 = no sampling 3 1 = MC ; 2 = Importance ; 3 = hoth)
o] ! numper of alpha Earameter‘s with epistemic distribution
SL1 wLl ' Tist of 1inks (the way they appear in CcPLoas_Tink.txt) for alpha parameters
10000 ! maximum data size for alpha parameters
o] ! number of beta parameters with epistemic distribution
WLl SL4 SLS ! Tist of Tinks (the way they appear in CPLOAS_Tink.txt) for beta parameters
1 I maximum data size for beta parameters
<

Fig. 24 Input file CPLOAS_parameters.txt for test case 1 (see Fig. 6 for additional discussion).

6.1.3 Results for test case 1

Results obtained using three methods to determine PLOAS for four different definitions of
LOAS are displayed in Table 5. With discretizations of size nCDF = 20,000 and nQUAD =
10,000, quadrature deviates from the true values for PLOAS by less than 0.5%. Importance
sampling with samples of size NFT = nFTC = 1,000,000 has comparable errors, and the errors
with simple random (i.e., Monte Carlo) sampling with samples of size nNFT = nFTC = 1,000,000
are less than 1%. The two sampling procedures used to produce the results in Table 5 are referred
to as random sampling 1 and importance sampling 1 in Sect. 4.

Table 5 Comparison of results at 200 min for test case 1

Quadrature (20K,10K) Monte Carlo (1M) | Importance (1M)

Pattern type theoretical result value diff. in % value diff. in % value diff. in %
1 0.16667 0.1662 -0.28% 0.1662 -0.28% | 0.1662 | -0.28%

2 0.5 0.4998 -0.04% 0.5021 0.42% | 0.4997 | -0.06%

3 0.5 0.4991 -0.18% 0.5030 0.60% | 0.4981 | -0.38%

4 0.83333 0.8336 0.03% 0.8405 0.86% | 0.8308 | -0.30%
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6.2 Analytical test 2
6.2.1 Description of the test case

In the second test case, the problem is defined similarly to test case 1. The only change is for
the distribution associated for each alpha and beta value. The alpha distributions are normal with
mean of 1.0, standard deviation of 0.05 and truncation at g = 0.001. The beta distributions are

normal with mean = 1.0, standard deviation = 0.005 and truncation at q = 0.001. The theoretical
results for cases 1,2,3 and 4 for 2 SLs and 2 WLs stays at 1/6, 1/2 , 1/2 and 5/6. This test case
indicates that truncation as well as the definition of the normal CDF are implemented correctly.

6.2.2 Construction of the test case

Only CPLOAS _link.txt differs from the input files used for test case 1 (Fig. 25). In test case
2, the distribution designators for alpha are changed to 3 (indicating a normal distribution), and
the corresponding parameters are changed to 1.0, 0.05 and 0.001. The distributions designators
for beta are also changed to 3 (indicating a normal distribution), and the corresponding
parameters are changed to 1.0, 0.005 and 0.001, respectively.

| cPLOAS link.txt - Notepad

File Edit Format Wiew Help

Tink name p_bar alpha_dist a1l a_? a_z o_har beta_dist h_1 h_2 b_=
stt 1 3 0.0  0.05 0.001 2 3 © -0.1  0.005 0.001
sL2 1 3 0.0 0.05 0.001 2 3 -0.1 0.005 0.001
Wil 1 3 0.0 0.05 0.001 2 3 -0.1 0.005 0.001
WL 2 1 3 0.0 0.05 0.001 2 3 -0.1 0.005 0.001

Fig. 25 Input file CPLOAS _link.txt for test case 2 (see Fig. 1 for additional discussion).

6.2.3 Results for test case 2

Results using the three methods are displayed in Table 6. With discretization of size NCDF =
20,000 and NQUAD = 10,000, quadrature loses some accuracy compared with the results for test
case 1 in Table 5 (i.e., difference with theory increased by a factor of approximately two).
Importance sampling and simple random (Monte Carlo) sampling accuracies are similar to the
results for test case 1 in Table 5.

Table 6 Comparison of results at 200 min for test case 2

quadrature Monte Carlo Importance quadrature
(20K,10K) (1Mm) (1Mm) (50K,50K)
Patter | theoretica diff. in
n type | result value diff. in % value diff. in % value % value diff. in %

1 0.16667 0.1657 -0.58% | 0.1662 | -0.28% | 0.1662 | -0.28% 0.1665 -0.10%
2 0.5 0.4996 -0.08% | 0.5021 | 0.42% | 0.4997 | -0.06% 0.4999 -0.02%
3 0.5 0.4983 -0.34% 0.503 | 0.60% | 0.4981 | -0.38% 0.4997 -0.06%
4 0.83333 0.8337 0.04% | 0.8405 | 0.86% | 0.8308 | -0.30% 0.8334 0.01%
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Increasing the number of discretization points from (NCDF = 20K, nQUAD = 10K) to (nCDF
= 50K, nQUAD = 50K) confirms that the quadratic solution still converges. Estimated results are
then within 0.1% of the theoretical values.

6.3 Analytical test 3
6.3.1 Description of the test case

The third test case is a little more complex as it considers the time-dependent evolution of
both a CDF for cumulative link failure and the probability of loss of assured safety (i.e.,
PLOAS). For this test case, only one WL and one SL are considered. Their nominal property and
failure values are assumed to be the same. Specifically, the nominal property and failure values
over time t are defined by

p(t)=100+4t and T (t) = 600 —t, (6.1)

respectively, for 0 <t < 200 min, and the distributions for the corresponding alpha and beta
values are assumed to be uniform on [0.9, 1.1].

Evaluation of the representation CDF(t) for the cumulative failure probability defined in Eq.
(2.12) of Ref. [8] for a link with the properties defined in conjunction with Eq. (5.1) produces the
result
CDF(t)=0 fort < 81.1 min

=15.125[ p(t)/q ]+10 125[q(t)/ p(t)]-24.75 for 81.1 min <t <100 min
=-10.125[ p(t)/q(t)]|-15.125[ q(t)/ P(t)]+25.75 for 100 min <t <121.2 min
=1.0 for 121.2 min <t.

(6.2)

In turn, the probability for the SL to fail before the WL when both links have the time-dependent
failure probability in Eq. (5.2) can be easily estimated numerically. For one WL and one SL,
PLOAS as function of time is defined by Case 1 in Table 1 and represented by P, (t)as stated

below:

R (t) = [, [1- CDF (t) ICDF (1)

~Z[1 CDF (t; ) ][ CDF () - CDF (t_1) |,

(6.3)

where 0 =1t; <t <---<t, =tis a subdivision of [0, t].
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6.3.2 Construction of the test case

The link properties are defined in CPLOAS _link.txt (Fig. 26). Both links have the same
properties in this test case. The nominal property values are defined in column 1 of the file
CPCDF.dat (the time column is not counted; see Fig. 27). The alpha distributions are uniform
(code associated with uniform = 1). The parameters of the uniform distributions are 0.9
(minimum), 1.1 (maximum) and 0.0 (placeholder). A uniform distribution uses only 2
parameters. The nominal failure values are defined in column 2 of CPCDF.dat (again, the time
column is not counted). The beta distributions are uniform (code associated with uniform = 1),
with minimum and maximum equal to 0.9 and 1.1, respectively, and a placeholder value of 0.0
used for the third parameter.

Distribution type for Distribution type for

alpha Distribution beta Distribution
paramete%or alpha pal‘ame% for beta

Link name |

4 A 4 A

File Edit Format ‘iew Help

Tink name p_bar alpha_dist a_l a_2 a_3 q_har beta_dist h_1 h_2 b_3
s 1 i T 0o 2 i 0.1 01 0.0
WLl 1 1 -0.1 0.1 0.0 2 1 -0.1 0.1 0.0
Column in CPCDF.DAT Column in CPCDF.DAT
where p is defined where g is defined

Fig. 26 Input file CPLOAS _link.txt for test case 3 (see Fig. 1 for additional discussion).

The input file CPCDF.dat is constructed similarly to the first two test cases with one column
representing the nominal property values and a second column representing the nominal failure
value (Fig. 27).

Circuits and patterns are defined in the input file CPLOAS circuit.txt (Fig. 28). A single
circuit involving the two links is defined, which is the only possibility when only one WL and
one SL is defined. The option is set to 1, although any of the four options in Table 1 involves the
same WL-SL configuration when only one WL and one SL is under consideration.

The last of the parameter file to be defined is CPLOAS_ parameters.txt. The options used
are the same as for test cases 1 and 2 and can be seen in Fig. 24.
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Bl CPCDF.dat - Notepad

File Edit Format Miew Help

Time pl g

0 100 600
1 104 550
2 108 598
3 112 597
4 116 596
] 120 595
& 124 50
¥ 128 593
8 152 552
G 126 5581
10 140 590
11 144 589
12 148 588
13 152 587
14 154 586
15 160 585
16 164 554
17 1a8 583
18 172 582
19 176 581
20 180 580
21 184 579
22 158 578
23 152 577
24 196 576
25 200 575
26 204 574
27 208 573
28 212 572
29 216 571
30 220 570
31 224 560
e 228 568
33 232 567
34 236 5646

Fig. 27 First 34 time steps of input file CPCDF.dat for test case 3 (see Fig. 2 for additional
discussion).

,. CPLOAS _circuit.txt - Notepad

File Edit Format ‘iew Help
fame option nb Tink circuit Tink/circuit names

c11 1 2 SL1 wLl

Fig. 28 Input file CPLOAS circuit.txt for test case 3 (see Fig. 5 for additional discussion).
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6.3.3 Results for test case 3

Initially, results obtained numerically with CPLOAS 2 for the failure time CDF CDF(t) for
the two links are compared with the results obtained from a direct evaluation of this CDF as
defined in Eq. (6.2) As shown in Fig. 29, the two evaluations of CDF(t) are visually
indistinguishable.

0.8

numerical

/ = = theoretical
0.4

CDF link

0.2

0 20 40 60 80 100 120 140 160 180 200

Time (m)

Fig. 29 Comparison between theoretical CDF (red dash) and estimate from CPLOAS?2 (blue line)
for test case 3.
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Next, results obtained numerically with CPLOAS 2 for the PLOAS values B (t) for the two
links are compared with results obtained in an independently implemented evaluation of P (t)

with the approximation in Eq. (6.3) and the closed form representation for CDF(t) in Eq. (6.2)
As shown in Fig. 30, the two evaluations of P (t)are visually indistinguishable.

0.8

0.6

numerical

/ = = theoretical
0.4 {

Probability SL fail before WL

0.2

0 20 40 60 80 100 120 140 160 180 200
time (m)

Fig. 30 Comparison of probability of SL failing before WL for test case 3.
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APPENDIX A: SUMMARY OF NUMERICAL PROCEDURES USED IN
CPLOAS_2 TO CALCULATE PROBABILITY OF LOSS OF ASSURED
SAFETY

A.1 Introduction

This appendix provides a technical summary of the numerical procedures being tested in this
report for the calculation of PLOAS. Specifically, the following numerical procedures are
described: (i) quadrature procedure (Sect. A.2), (ii) random sampling procedure 1 (MC1) (Sect.
A.3), (ii1) random sampling procedure 2 (MC2) (Sect. A.4), (iv) importance sampling procedure
1 (IMP1) (Sect. A.4), and (v) importance sampling procedure 2 (IMP2) (Sect. A.5). Additional
information and illustrations associated with these procedures are available in Ref. [1].

A.2 Quadrature Procedure

The defining integrals for PLOAS implemented in CPLOAS 2 are defined as shown in
Table A.1 with CDRy_ j(7) and CDFg_ (7) representing the cumulative distribution functions

(CDFs) for WL failure time and SL failure time, respectively. As described in Sect. 2 of Ref. [1],
the failure time CDF for a single WL or SL is based on the following assumed properties of that
link for a time interval tp, <t <ty:

P(t) = nondecreasing function defining nominal link property for t,, <t <t,,, (A.1)

J(t) = nonincreasing function defining nominal failure value for link property

A2

for tyy <t <tyy, (A-2)
d, () = density function for variable o used to characterize aleatory uncertainty (A3)

in link property, .
d p(B) = density function for variable /5 used to characterize aleatory uncertainty (Ad)

in link failure value, '
p(t| ) =ap(t) = link property for t,, <t <t given «, (A.5)

and

q(t| B)=pq(t) = link failure value for t, <t <t given f. (A.6)

Further, d, (@) and d;(/) are assumed to be defined on intervals [fmn,&mx] and [Smn . B ]

and to equal zero outside these intervals.

57



Table A.1 Representation of time-dependent values pFi(t), i = 1, 2, 3, 4, for PLOAS and
associated verification tests for alternate definitions of LOAS for WL/SL Systems with (i) nWL
WLs and nSL SLs and (ii) independent distributions for link failure time ([2], Table 10)

Case 1: Failure of all SLs before failure of any WL (Egs. (2.1) and (2.5), Ref. [3])

PR, (t):rg jo EICDFSLJ (7) {ﬁ[l—CDﬁNL’j(r)}}dCDFSL’k(r)
1k

Verification test: pF (o) =nWL!nSLY/(nWL +nSL)!

Case 2: Failure of any SL before failure of any WL (Egs. (3.1) and (3.4), Ref. [3])

pF, (t)::§ Io :ﬁ[l_CDFSL,I (T)J {rﬁ[l_CDI:\IVL,j(T)J}dCDFSL,k(T)
=1 -1 j=1

Ik

Verification test: pF, (o) = nSL/(nWL +nSL)

Case 3: Failure of all SLs before failure of all WLs (Egs. (4.1) and (4.4), Ref. [3])

nSL t

nSL nwL
pF3 (t) = Z -[0 HCDFSLJ (T) {1 - H CDFWL’]' (T)}dCDFSL’k (T)
k=1 I=1 j=1
Ik

Verification test: pF; () =nWL/(nWL+nSL)

Case 4: Failure of any SL before failure of all WLs (Egs. (5.1) and (5.4), Ref. [3])

pF4 (t) = :§_ J.O :ﬁ[_[l_CDFSLJ (T):| {1 — rﬁ_CDF\NL’J (T)}dCDFSL,k (T)
=1 =] j=1
1=k

Verification test: pFy (o) =1-[ nWLINSLY/(nWL +nSL)!]
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Once CDF(t) and CCDF(t) = 1 — CDF(t) are evaluated for individual links, the
representations for PLOAS in Table A.1 can be numerically evaluated with a quadrature

procedure. Specifically, the probability pF(t) for the failure all SLs before the failure of any WL
defined as Case 1 in Table A.1 is approximated in CPLOAS 2 by

nSL( n nSL
pPR®=D 1> TI CDFsL(ti-r)

k=1\i=I [I1=1,1=k

{T_VIL[] CDRy,j (% )]}{CDFSLK( )—CDFgp i (ti— )}

(A.7)

nSL{ n nSL
= Z{ I1 CDFSL,I(til)}

j=1

x{nlv_v[L[CCDl-'WL’ j (8 )]}{CDFSLk( )~ CDFsy i (ti-1)

for subdivisions 0 =ty <t; <...<t,=tof [0, t]. As shown below, similar approximations are
also used in CPLOAS 2 for the other three failure cases defined in Table A.1. In the preceding
approximation for PR (t), left and right evaluations are indicated for SLs (i.e., CDFg_(tj_;)

and CCDFg |(tj_;)) and WLs (i.e., CDRy j(tj) and CCDFRy j(t;)), respectively, as the

underlying assumption is that all SLs except for SL k have failed before time tj_; and all WLs fail
after time tj. If the CDFs and CCDFs are continuous in time, this specification of evaluation
times does not affect the limiting value for pF(t) as A tj goes to zero.

Similarly, the representations pF, (t), pF;(t) and pF4(t) for PLOAS in table A.1 are approx-
imated in CPLOAS 2 by
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(A.8)
nSL( n nSL
=> Z{ I CCDFSU(t,I)}

k=1\i=1[1=1,1%k

nWL

x4 [T CCDRw, j (t ) ({CDFsL k (ti ) ~CDFsLk (ti-1)} |-

j=1
nSL{ n nSL
pF3(t) = > < JI CDFs, (t; 1)}
k=1\i=1 [1=1,1=k
(A.9)

nWL

x{l— CDF\NLJ( )}{CDFSLk( ) CDFSLk( )}}
j=1

and
nSL[ n nSL
ACEDNDY [I—CDFSLI(tI—l)]}

k=10i=1[I1=1,1k
nWL

x11= [T CORwy, j (t ) {CDFstk (t )~ CDFsi k (ti-1 )}
J=1 (A.10)

:%{i T CCDFSLJ(til)}

=1\i=1|I=1,1=k

x{l T CDFy_j (t )}{CDFSLk( )—CDFs_k (ti 1)}J

for subdivisions 0 =ty <t; <...<ty=tof [0, 1].

In the numerical evaluation of the indicated integrals in CPLOAS 2, the individual link
failure time CDFs are discretized by dividing time interval under consideration into nCDF
equally-spaced discretization steps and the integrals are approximated by dividing time interval
under consideration into NQUAD equally-spaced discretization steps. As needed, linear
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interpolation is used to incorporate the link failure CDFs into the quadrature approximations to
PLOAS.

A.3 Sampling Procedure 1 (MC1)

Sampling Procedure 1 (MC1) is based to estimate the expected values of functions &;(t|t), i
=1, 2, 3, 4, where

t = time at which PLOAS (i.e., pF(t) in Table 1) is to be determined, A.ll
PR
tWLj = time at which WL j fails, j =1,2,...,nWL, (A.12)
tSL;j = time at which SL j fails, j=1,2,...,nSL, (A.13)
t =[tWL, tWL,, ...t WLy ,tSLy,tSL,,..., tSLpg) |, (A.14)
1if tSL;,tSL,,...,tSL, < min {t,tWL;,tWL,,...,tWL
0 otherwise,
1 if min {tSL;,tSL,,...,tSL < min {t,tWL;,tWL,,...,tWL
0 otherwise,
1if tSL;,tSL,,...,tSL < minjt, tWL,,tWL,,...,tWL
g (t11) = {1 U ISyl < min {t max L W W} 4 19)
0 otherwise,
and
1 if min {tSL,,tSL,,...,tSL < mint, tWL;,tWL,,...,tWL
g (t1)= | F S sy < min {fma L WV Weast i} 1
0 otherwise.

In words, &;(t|t)=1 corresponds to all SLs failing before time t and also before any WL fails
(i.e., Case 1 in Table A.1); 6,(t|t)= 1 corresponds to any SL failing before time t and also
before any WL fails (i.e., Case 2 in Table A.1); J;(t|t)= 1 corresponds to all SLs failing before

time t and also before all WLs fail (i.e., Case 3 in Table A.1); and J,(t|t)= 1 corresponds to any

SL failing before time t and also before all WLs fail (i.e., Case 4 in Table A.1). If a time interval
[tmn>tmx] is under consideration, the possible failure time t is assumed to be contained in

[tmn>tmx]; further, if a link has not failed within [tyn,tnx], its failure time is set to a value
greater than ty,, for use with the indicator functions &;(t|t) defined in Egs. (A.15)-(A.18).
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The expected value E[5;(t|t)], i =1, 2, 3, 4, for J;(t|t) corresponds to the PLOAS value
pR(t) defined in Table A.l. Approach MC1 uses random sampling from the CDFs
CDFWL,J-(r),j =1,2,...,nWL, and CDFSL,j(z'),j =1, 2, ..., nSL, for link failure times in the

estimation of PLOAS values. In this approach, pF(t) is approximated by

P () = [, & [17(r) T Tiecy A ()T Ty o
=[nait )T, dn
= NGt (n)]/mR

= 3 & {1 WLy, WLy WLy 8Ly Loy ., BSLns ]} /R,

(A.19)

where (i) nL = nWL + nSL, (ii) di (1) =1 is the density function for a variable I, with a uniform
distribution on [0, 1], (iii) 1™ =[0,11""(i.c., the unit cube of dimension nL), (iv)

r=[n,n,...MLlel . (v) the function f(r) is defined by

f(r)= [CDF\I\_I&J (11).CDRwL 2 (12 ). CORL . (fw):

CDFS_Ll,l (FwL+1 )’CDFS_LI,Z (FawL+2 )w-aCDFS_Ll,nSL (L )J (A.20)
= [tWLy, tWL,, ..., tWLw ,tSLy, tSLs ..., tSLygy |

with tWLJ ZCDF\/\_/&,j(rJ) fOI‘j =1,2, .., nWL and tSLJ =CDFS_|_1,j(rnW|_+j) fOI'j =1,2, ...,

nSL, and (vi) I, I =1, 2, ..., NR, is a random sample of size NR from a uniform distribution on

1"t With respect to the approximation of PH(t) in Eq. (A.19), the first equality defines ph(t)

as the expected value of [t|f(r)]; the second equality is a notational simplification based on

the equalities d (r)=1 for k = 1, 2, ..., nL; the approximation at the third step is based on a

random sample from the link failure times; and the final equality is a restatement of f(r) in terms
of link failure times.

For computational efficiency, CPLOAS 2 implements MCI1 as a two-step procedure. In the
first step, NFT vectors of link failure times of the form indicated in Eq. (A.20) are generated. In
the second step, NFTC vectors of link failure times of the form indicated in Eq. (A.20) are
generated by randomly sampling from the link failure times generated in Step 1 (i.e., from the
NFT failure times for each link). Then, the nFTC vectors of link failure times generated in Step 2
are used in Eq. (A.19) in the estimation of PLOAS. For this approach to be effective, NFTC must
be significantly larger than nFT.
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In addition, CPLOAS 2 also determines a variance and standard error for the estimate
BEi (t) for pK(t) in Eq. (A.19). Specifically, it follows from the Central Limit Theorem that

PF; (1) - PR (1)
s;(t)/~/nR

(A21)

is approximately distributed as a normal distribution with mean 0 and variance 1 (i.e., is N(0, 1)),
where

1/2
R —~
si(t){ Inzl(éi{t|[tWL1|,tWL2|,...,tWLnWLJ,tSL“,tSL2|,...,tSLnS|_,|]}—pFi(t)) nR} (A22)

and NnR is sufficiently large ([4], p. 75). In turn, the quantity Sj /vNR can be used to assess the
potential error in the approximation Bléi (t) for pR(t) in Eq. (A.19). More specifically, if z,,,
is the 1 -« /2 quantile of the unit normal distribution N(0O, 1), then

prob( pF; (1) = 2,/25; (1)/vNR < PR (1) < PF; (1) + 2425 (O/VNR | =1-a  (A.23)
where prob(~) denotes probability ([S], pp. 168-169). In turn,
| PR ()= 26,125 (/IR , PP (0)+ 26,1251 (1)/ VIR | (A.24)

is a 100(1—« ) percent confidence interval for pF(t). As an example, z,, = 1.96 for a 95%

confidence interval. Because the sample size NR used in the estimation of pK(t) in Eq. (A.19)

will be a large integer, it is acceptable to use the unit normal distribution in the estimation of the
confidence interval in Eq. (A.24) rather than the t-distribution, which would be used if NR was a
very small integer.

For completeness, the computational implementation of the two-step sampling procedure
used in CPLOAS 2 for MC1 is now described in more detail. In the first step, failure times for

the individual links are randomly sampled nFT times from the CDFs for link failure time. This
produces sets

WL; = {tWLjI = 1,2,...,nFT}, j=12,....nWL (A.25)

and
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SLj={tsLj :1=1,2,.,nFT}, j=12,.,nSL (A.26)

1=1,2, ..., nFT, are

I=1,2,...,nFT, are the sampled failure times

of NFT randomly-sampled link failure times for each link, where (i) tWL
the sampled failure times for WL j, and (ii) tSL
for SL j.

it

i

In the second step, failure times are randomly sampled nFTC times with replacement from
the sets WL and SLj to produce the following sequence of vectors

ty = [ tWLy tWiyy ..., tWhpyyp 1, tSLyj,tSLyy ..., tSLng y .1 = 1,2,...nFTC,  (A.27)

of possible link failure times in Eq. (A.19) with nFTC corresponding to the sample size nR in Eq.
(A.19). In turn, each vector t; of link failure times results in a corresponding time tF, at which

LOAS occurs obtained in consistency with the definition of LOAS under consideration (i.e., | =
1, 2, 3, 4 as indicated in Eqgs. (A.15)-(A.18)), which is the failure time used in the evaluation of
the function ¢;[t|t,] in the final equality of Eq. (A.19).

Specifically, pF;(t) is approximated in CPLOAS_2 by

BEi(t): D" 5(t[tR))/nFTC with S(t|tF,) =
1=1

(A.28)

nFTc 1 if th, <t
0 otherwise.

The computational procedure implemented within CPLOAS 2 does not save the times tF, until

the end of the calculation and then determine Elzi(t) as indicated in Eq. (A.28). Rather, a

running sum

of the functions &(t | tF; ) is performed that yields
PR (1) = S; perc (D) /NFTC (A.30)
at the end of the calculation but does not save the individual times tF; .

The standard deviation associated with the estimate for pF,(t) in Eq. (A.28) is given by
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nFTC

s0-{'3
{nFTC
-{

, 1/2
[ 5t1tR) - PR (1)] /nFTC} /nFTC

1/2
> |o (t|tF,|)/nFTC}—EIE,2(t) JnFTC

-1 (A.31)

1/2
Si,nerc (1)/NFTC |- pF (1) /nFT
_ 5, 2
:{pF, (t)- pR (t) /nFTC

with the problem reformulation associated with the third equality possible because S(t | tF;)is
always either 0 or 1.

With respect to the two step sampling in use, (i) the first sample from the link failure CDFs
is, in effect, a numerical procedure to facilitate the evaluation of the link failure CDFs, and (ii)
the second sample corresponds to the sample used in the evaluation of the integral in Eq. (A.19).

A.4 Sampling Procedure 2 (MC2)

Sampling procedure 2 (MC2) is similar to sampling procedure 1 (MC1) but with use of the
distributions for the variables ey j, Ay j-J =1, 2, ..., "WL, and ag j,fBs j, 1= 1,2

nSL, indicated in conjunction with Egs. (A.1)-(A.6) that define properties and failure values for
the individual links. The approximation to pF(t) for MC2 is analogous to the approximation in

Eq. (A.19) for MC1 but with changed definitions for r, 1y, f(r) and dy (1y ) . Specifically,

= [r]: r23'--a r2n|_] with nL = nWL +nSL
= ':aWL,l ’aVVL,Z,---, aWL’nWL,AA/L’I,A/VLyz""’A/VL’nWL’ (A.32)

QS 15081255 ASL nSLs BSL15 PSL,25+++ BSL nSL ]
pWL,j = [aWL,j’ﬂ\NL,j :| = [FJ , rnWL+j ], j=12,...,nWL, (A.33)
PsL,j = [OfSLJ B, J]=|:r2nWL+jar2nWL+nSL+jJa j=12,..,nSL, (A.34)

fwL,j (PwL,j ) = time at which WL j fails with py_j =| e j- AuL j |
=tWL;,

(A.35)
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fSL,j (p SL, j ) = time at which SLJ fails with pSL,j = I:aSL, j ’lBSL,j :|

(A.36)
= tSLj ,
and
f(r)= [ fvt (Pwit)» fw2 (P2 ) v nwe (Pwinw )
foL1(PsL1)s fsL2 (Psi2)s fstnst (Pwinst )} (A.37)
= [tWLy ,tWL,, ..., t WL tSL;,tSLs ..., tSLygy |-
In turn,

PR = [ [t1F(r) T Ty O (i) T Ty e
=Y R & [t(n)]/nR (A.38)

= G [ WLy WLy WL 1Ly 1Ly . SLgs ]} /AR,

where (i) dy (1) is the density function for I defined on the set & of possible values for Iy
(i.e., for awL,j> BwL,j» @sLj Or Ps.j as appropriate; see Eq. (A.32)), (ii)
S=5 x5 xxSp, and (i) 1, I =1, 2, ..., nR, is a random sample of size NR from S
generated in consistency with the distributions defined by the density functions dj ().

Unlike MC1, CPLOAS 2 implements MC2 with a single sampling step. Specifically, nFTC
vectors of the form indicated in Eq. (A.32) are randomly generated and then used in the indicated

sequence of calculations that lead to the approximation BI\:i (t) for pHK(t) in Eq. (A.38). As for

MCI1, confidence intervals for the approximation Bﬁi(t) for pH(t) obtained for MC2 are
calculated as indicated in Egs. (A.21)-(A.24).

A.5 Importance Sampling Procedure 1 (IMP1)

Importance sampling procedure 1 (IMP1) involves the use of importance sampling in the
evaluation of the integral in Eq. (A.19) for the problem formulation described for MCI1 (i.e., with
sampling from the link failure time CDFs). Because the failure of SLs is less likely than the
failure of WLs, the importance sampling procedure implemented in CPLOAS 2 for the
evaluation of the integral in Eq. (A.19) uses right triangular importance sampling distributions
for WLs and left triangular importance sampling distributions for SLs, which results in an
overemphasis for large WL failure times and small SL failure times. Further, the importance
sampling is performed on the cumulative probabilities associated with the link CDFs rather than
directly on the link failure times. This choice was made as the calculation of the link CDFs in
CPLOAS 2 made these probabilities available. In contrast, importance sampling directly on the
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link failure times would have required the use of density functions for link time, which were not
calculated.

Because the cumulative probabilities associated link failure probabilities are being sampled,
the indicated right and left triangular importance sampling distributions d(r)and d, (r)are

defined on the interval [0, 1] by

dr(r)=2r and d, (r)=2-2r for0<r<I. (A.39)

Introduction of the importance sampling distributions d; (r) and d, (r)into Eq. (A.19) results in
the following approximation for pF,(t):

PR = Jyn (& [t11(r) )/ TS 0k (5| T 01 (1T T
;Z[‘fl{ai [t1f(r )]/Hﬂild,,k (i )}/nR (A.40)

R {t] [tWLyy WLy ..., WLyt 8Ly Loy - SSLs 1 Jf
- =1 L
nRHE:1d|,k (rk| )

where (1) the first equality derives from the introduction of the importance sampling distributions
defined by the right and left density functions d|’k (), k=1,2,...,nL, for WLs and SLs into

3

the representation for pK(t) in Eq. (A.19), (ii) the following approximation involves a random

sample r, =1, 2, ..., nR, from | generated in consistency with the distributions defined by
the density functions dy y (1), and (iii) the final equality is a restatement of f(r) in terms of link

failure times.

Rather than use the result in Eq. (A.40) as the final approximation for pHK(t), IMP1 is

implemented with a two-step sampling procedure that is analogous to the two-step sampling
procedure used for MC1. The importance sampling that generates the link failure times in Eq.
(A.40) corresponds to the first step in the two-step sampling procedure for IMP1. The second
step in the two-step sampling procedure for IMP1 involves a sampling of the link failure times
generated in the first step. For consistency in terminology with MCI1, the first and second
samplings of link failure time for IMP1 are referred to as being of size nFT and nFTC,
respectively. As for MC1, this approach to the determination of IMP1 is only effective if nNFTC is
much larger than nFTC. If nFTC is not much larger than NnFTC, then use of the initial

approximation to pF(t)in Eq. (A.40) will most likely be better than the result of approximation
procedure that is now described.

The sampling procedure that generates the approximation in Eq. (A.40) corresponds to the
first step in IMPland produces the following set of results for nR = nFT:
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Lo ={[thg.whiq .1 =1,2,..,nFT} k =1,2,....nL, (A.41)
where (i)
0 =10 g o1 = 1.2, 0FT, (A.42)

is a sample from | generated in consistency with the importance sampling distributions
defined by d,, (r) for the individual links (i.e., ris a random sample from [0, 1] generated in
consistency with the importance sampling distribution defined byd, (r) for link k; see Eq.

(A.39)), (ii)

tWLy fork =1,2,...,nWL
thy = (A.43)
tSL _pwi,1  fork=nWL+1,nWL +2,....nL
is the failure time for link k obtained with element r of r|, and (iii)
wlyg =1/[nFT dy (rg)] (A.44)

is the importance sampling weight associated with the sampled link failure time tLy; .

In concept, pF,(t) can be approximated by consideration of all possible combinations of the
link failure times associated with the sets £, , k=1, 2,..., nL, in Eq. (A.41) as indicated in the
following summation:

pPRM® = > §[tIts)|w[t(s)] (A.45)
seS
where
S= {s :s =[s(1),5(2),....,s(nL)] e H . NLY; } (A.46)
t(s) = [tLLS(l) L (2)s- L s(nl) ] (A.47)

wlt)] = [T, Wi s
=1 k- 11/[”FT di (1. s(k))} (A.48)

=/[nFTnLszldlk(rk,s(k))}
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and the summation in Eq. (A.45) involves nFT " terms (i.e., the number of elements in the set

S).

For IMP1, the summation in Eq. (A.45) is approximated by sampling from S with each

element S of S assigned a probability of 1/ nFT" = nFT"" This produces the following
approximation to pF,(t):

PRz Y {5‘ [t t(s)]w[t(s)]}{l/ nFTL )

= 1/nFT N
_ Si[tIts)] 1
_z nL L nL nL

s nFT szldm(rkas(k))/nFT nFT

- (A.49)

_ i [tIt(s)] 1
- Z nL q nFTnL

seS| 11k Ik(rk,s(k))
UM aiftius)] { 1 }
~ - ,

I=1 HEzldlk(rk,s(k,l)) nFTC

where

s =[s@),s(21),....s(nL,D],I =1,2,...nFTC, (A.50)

is a uniform random sample of size NFTC from S.

The final approximation EIEi (t) for pR(t) in Eq. (A.49) completes the second step of the
two-step importance sampling procedure used for IMP1 in CPLOAS 2.

In addition, the standard deviation for BEi (t)1s given by

_ 5 1/2
nFTC S ltit .
S =1 2. nLI[ el [ FlTC} e
I=1 | kzldlk(rk,s(k,l)) n
) (A51)

r 2

FTC . .
) nz S [tIt(s))] ) { 1 }_pFiz(t) el

nL
RN bl (n.sany) | LMFTC
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In turn, s; is used in the determination of confidence intervals for the approximation EEi (t) for

pH(t) obtained with IMP1 as indicated in Eqgs. (A.21)-(A.24). Similarly to the procedure
described in conjunction with Egs. (A.28)-(A.30) for MCI, running sums are used in
CPLOAS 2 in the calculation of BEi (t)and s;.

C.6 Importance Sampling Procedure 2 (IMP2)

Importance sampling procedure 2 (IMP2) involves the use of importance sampling in the
evaluation of the integral in Eq. (A.19) for the problem formulation described for MC2 (i.e., with
sampling from the o’s and /s for the individual links). Because the failure of SLs is less likely
than the failure of WLs, the importance sampling procedure implemented in CPLOAS 2 for the
evaluation of the integral in Eq. (A.19) uses right triangular importance sampling distributions
for WL f's and SL o’s and left triangular importance sampling distributions for WL «’s and SL
s, which results in an overemphasis for large WL failure times and small SL failure times.
Further, the importance sampling is performed on the cumulative probabilities associated with
the o’s and /s rather than directly on the o’s and fs.

Introduction of the importance sampling distributions d(r)and d, (r)defined in Eq. (A.39)
into Eq. (A.19) results in the following approximations for pF(t):

pl:l(t):LZnL {5i [tIf( ]/H ik ( }Hk ik ( 2n|‘drk
~ z[‘fl{ai 1) ]/ TT™ d k(g )}/nR

R | G {tI[OWL WL WLty 1Ly - St ]}
zzlzl 2nL /R
a1k ()
R | G (U1 OWL WL o WLy 1Sy, 1Ly o tSLnsy ) )
=1

2nLdI r
imidlk(rkl) Z|1 k=1 k(kl)
{5 [t1f(n)] /Hk 1k (T }/Z. 1 inLIOH k(T )

(A.52)

where (i) the first equality derives from the introduction of the importance sampling distributions
defined by the right and left density functions d,)k (), k=1,2,...,nL, for the &’s and f's for

the individual links into the representation for pK(t) in Eq. (A.19), (ii) the following

approximation (i.e., =) involves a random sample I}, | =1, 2, ..., nR, from | 2nt generated in

consistency with the distributions defined by the density functions d; | (1) with a sampling
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weight for each observation equal to the reciprocal of the sample size (i.e., 1/nR) , (iii) the next
equality is a restatement of f(r) in terms of link failure times as indicated in Egs. (A.32)-(A.37),
(iv) the second approximation (i.e.,=, ) results from replacing the reciprocal of the sample size

(i.e., 1/nR) with the reciprocal of the sum weights from the importance sampling, and (v) the
final equality results from a return to the previously used more compact representation for the
indicator function for LOAs (i.e.,dj[t|f(r))]). For convenience, the first and second

approximation procedures will be referred to as IMP2; and IMP2,, respectively. The
replacement of 1/nR in the definition of IMP2; by

1/Z| -1 inlel k(T ) (A.53)

in the definition of IMP2, is suggested by some authors (e.g., Refs. [6; 7]).

The use of IMP2; or IMP2, is possible in CPLOAS_2 as a user-specified option. At
present, IMP2,is the recommended option for use in the implementation of IMP2 as there is
currently limited experience with the use of IMP2, as an option for the implementation of IMP2.
For consistency, CPLOAS_2 uses the same sample size NFTC for IMP2; and IMP2, as used for

MCI1, MC2 and IMP1; thus, the indicated sample size nR in Eq. (A.52) corresponds to the
sample size NFTC in the notation used in CPLOAS 2. As for MC2, a single sample of size nFTC
is used in CPLOAS_2 for IMP2; and IMP2,.

For IMP2,, the standard deviation for EIEi (t) is given by

5 = { nFTC{ tf(n) ]/Hk 1d|k ) pF (t)} /nFTC /\/nFTC

(A.54)

{ nFTC{5 [t’ r| :I/Hk 1d| k rkl } /nFTC p[: (t) /\/ﬁ

As suggested in Refs. [6; 7], the standard deviation for BI\:i (t) obtained for IMP2, is defined in
CPLOAS 2 by

172
S = { InFlTC () {§[t|f (n)]- Elzi(t)}z/[ F_FITCW(Q)}}

( WA ( ){6i [t1£ ()]~ pF; (t)}z]m

(A.55)

o w(n)
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with

w(r) =1/ TTe di k (fa)- (A.56)

For both IMP2; and IMP2,, CPLOAS_2 uses the indicated values for s; to determine
confidence intervals for EEi (t) as described in conjunction with Egs. (A.21)-(A.24).
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