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Abstract 

 

 A model is presented for recombination of charge carriers at displacement damage 

in gallium arsenide, which includes clustering of the defects in atomic displacement cascades 

produced by neutron or ion irradiation. The carrier recombination model is based on an atomistic 

description of capture and emission of carriers by the defects with time evolution resulting from 

the migration and reaction of the defects. The physics and equations on which the model is based 

are presented, along with details of the numerical methods used for their solution.  The model 

uses a continuum description of diffusion, field-drift and reaction of carriers and defects within a 

representative spherically symmetric cluster.  The initial radial defect profiles within the cluster 

were chosen through pair-correlation-function analysis of the spatial distribution of defects 

obtained from the binary-collision code MARLOWE, using recoil energies for fission neutrons. 

Charging of the defects can produce high electric fields within the cluster which may influence 

transport and reaction of carriers and defects, and which may enhance carrier recombination 

through band-to-trap tunneling.  Properties of the defects are discussed and values for their 

parameters are given, many of which were obtained from density functional theory.  The model 

provides a basis for predicting the transient response of III-V heterojunction bipolar transistors to 

pulsed neutron irradiation. 
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1. INTRODUCTION  
 

 This report describes a new computational model for simulation of recombination of 

charge carriers at evolving displacement damage in III-V semiconductor materials produced by 

neutron or ion irradiation.  This model provides a microscopic description of the transport and 

reaction of charge carriers and defects within the atomic displacement cascade produced by an 

energetic collision event.  The principal reactions of mobile defects and carriers are treated, in 

the continuum approximation, for a statistically representative defect cluster.  The intent is to 

include this microscopic recombination model as a carrier sink term in macroscopic models of 

carrier flow within devices such as heterojunction bipolar transistors (HBTs).  In such 

simulations, the device model gives the local carrier concentrations, which provide boundary 

conditions for calculations of carrier recombination at damage cascades at various locations 

within the device.  Simulations of carrier recombination within defect clusters provide the device 

model with the net local carrier recombination rate, which varies with time and position within 

the device.  This approach is intended to provide a higher fidelity description of carrier 

recombination than the empirical recombination model presently used by the Sandia program on 

Qualification Alternatives to the Sandia Pulsed Reactor (QASPR) to simulate the transient 

response of HBTs to pulsed neutron irradiation.  This report describes the model for carrier 

recombination within a defect cluster, but does not include incorporation of this recombination 

model into a device model. 

 Here we describe an implementation of this recombination model for gallium arsenide 

(GaAs), the material used in the base and collector of Npn HBTs produced at Sandia. The 

notation Npn denotes n-type emitter, p-type base and n-type collector and the upper case N 

denotes wider band gap material in the emitter.  A similar model was previously developed for 

silicon [1].  Such an atomistic model is far more challenging for GaAs than for silicon, because 

the defect physics is more complex and less well understood.  However, recent theoretical work 

using density functional theory, has greatly improved knowledge of defects in GaAs.  This new 

information on defect properties provides a technical basis for extending the atomistic model to 

GaAs. 
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 The motivation for developing an atomistic model for carrier recombination is that by 

including more detailed descriptions of physical processes, the model will have broader range of 

application and less reliance on calibration than simpler empirical models. However, defect 

behavior is complex and such modeling cannot provide accurately quantitative predictions based 

solely on independently available parameter values. The uncertainties in a number of key 

quantities are too large for this, and in addition the calculations entail a variety of simplifying 

approximations.  Therefore, the objective is a mechanistic description that captures important 

features and trends and that ultimately can be made consistently quantitative through refinement 

of parameter values within physically reasonable bounds.  The approach involves identification 

of important physical processes and formulation of corresponding equations and numerical 

methods for their solution.  Model development includes verification that the code is correctly 

solving the equations, which is done by running simulations designed to test various 

functionalities of the code for which analytical solutions are available.  Finally, the code must be 

compared to available experimental information to determine whether the physics and 

approximations are adequate.  

 This paper is organized as follows. Section II gives the equations describing transport and 

reaction of carriers and mobile defects on which the model is based. Section II also includes a 

discussion of field-enhanced carrier capture by band-to-trap tunneling. Section III describes the 

defect species included in the model and gives values for their properties, including formation 

and migration energies which were obtained from density functional theory (DFT) simulations.  

Section IV describes numerical methods used to solve the equations.  Section V presents results 

from simulations for conditions relevant to carrier recombination in an HBT. 
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2. DESCRIPTION OF THE MODEL 

2.1. Collision cascades 

 Energetic recoils from neutron collision events produce atomic displacement cascades 

with defects spatially localized in clusters.  This clustering of the defects has profound effects on 

carrier recombination and defect annealing and is therefore a central feature of the model.  

Although neutron or ion irradiation produces collision cascades that vary greatly in size and 

structure, the clustering is approximated in the model as a single, representative, radially 

symmetric cluster.  The initial radial distributions of defects within this cluster are obtained from 

a pair correlation function analysis [1] of defect maps from a large number of recoil events 

calculated using the binary collision code Marlowe [2] for a distribution of recoil energies 

corresponding to a desired irradiation condition.  The first stage of this analysis evaluates pair 

autocorrelation functions for the primal defects surviving spontaneous recombination, which 

reflect the statistically averaged surroundings of an individual defect.  Defect concentration 

profiles for use in the modeling are then constructed so as to yield the same correlation functions 

as the defect map, thereby capturing to first order the variation in local defect environments.  

While this approximation is a considerable simplification of a complex reality, the disparity is 

lessened by subcascade formation at higher recoil energies, which makes the effective range of 

cluster sizes less extreme.  The fidelity of the result is believed sufficient to describe important 

features and trends.  Such a correlation-function approach is fully objective, avoiding subjective 

choices relating to the definitions of a cluster and its center.  

 Another significant approximation in the model is that the collision cascade is treated as a 

collection of point defects, whose properties, such as energies of formation and migration, are 

not influenced by neighboring defects.  Thus, defect and carrier reactions in the central core 

region and in the lower concentration outer regions of the cluster are treated in the same way. In 

reality, the concentration of defects in the core is so high that this approximation may break 

down.  Molecular dynamics simulations show that the lattice structure in the core region may be 

disordered or amorphous-like [3].  Electronic properties of small dense defect clusters have been 

examined by density functional theory in GaAs [4] and Si [5].  These were found to have many 

electronic states and energy levels in the band gap and thus should contribute to carrier 

recombination.  However, the contribution of the high-density core to overall carrier 

recombination can be limited by carrier transport into this region, in which case atomistic details 
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are less influential.  The significance of this approximation thus depends qualitatively on which 

process is rate determining. 

2.2. Transport 

 Continuity equations specify the rate of change of concentration ni for the various species 

i being followed, which include conduction electrons, holes, dopants and defects in their various 

charge states. For spherical geometry these equations are of the form: 

 
   

  
   

 

  
 

  
(    )                 (1) 

where x is the radius. The reaction terms give the rate of removal or creation of species i through 

reactions with other species such as carrier capture/emission or defect reactions. 

 The flux of charge carriers can be expressed in terms of a gradient of the chemical 

potential ψ: 

    
  

 

  

  
 (2) 

where e is the elementary unit of charge, and the mobility  

   |
      

 
| 

is defined in terms of a drift velocity, vdrift in an electric field F. 

 For electrons and holes, the spatially dependent part of the chemical potential depends on 

the local electrostatic potential V, and a concentration dependent term ψc : 

          
    for electrons, and (3) 

         
    for holes, 

where the ψc are expressed relative to the corresponding band edge. The conduction electron 

chemical potential corresponds to the electron quasi-Fermi level within an additive constant. The 

hole chemical potential corresponds to the negative of the hole quasi-Fermi level within an 

additive constant. 

 When the concentration of electrons or holes is small compared to the density of states 

NC for the conduction band and NV for the valence band, Boltzmann statistics apply and ψc can 

be approximated as: 
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)  for electrons, and (4) 

   
       (

  

  
)  for holes, 

where k is Boltzmann’s constant and T is the temperature. In this case equation 2 takes the 

familiar form             
   

  
  for electrons (5) 

and             
   

  
  for holes. 

Here we use a generalized form of the Einstein relation between diffusivity D and mobility μ for 

species with multiple charge q=Qe, where e is the elementary charge and Q is the charge state: 

   (
  

| |
)   . (6) 

When carrier concentrations are not small compared to the density of states, the carrier chemical 

potential is given by   
          

  (
  

  
)  for electrons, and (7) 

  
 

         
  

(
  

  
)  for holes, 

where     
   is the inverse function of the Fermi-Dirac integral for a parabolic band, 

     ( )  
 

√ 
∫

    

      (   )
  

 

 
 (8) 

and equations 4 and 5 no longer apply. 

For mobile defects Boltzmann statistics apply. This results in an analog to equation 5 for the flux 

where mobility is replaced by the diffusivity using equation 6 including the charge q of the 

defect.    (  
  

  
  

  

  
) . (9) 

 The electric potential V is determined from the charge density ρ by solving Poisson’s 

equation, which for spherical geometry is: 

 
 

  
 

  
(  

  

  
)   

 

 
 (10) 

where ε is the dielectric constant of the material. 
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 The dependence of carrier mobility on electric field strength |F| is calculated from: 
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for holes, where µo is the mobility at low field and vsat is the saturation velocity at high field [6].  

For electrons in GaAs the field dependence of mobility is calculated from 
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to include the transferred electron effect, where F0 is a saturation field strength [7].  The low 

field mobilities are input parameters whose value depends on doping concentration and 

temperature.  

2.3. Reactions 

2.3.1. Carrier reactions 

 The reaction terms in equation 1 remove or create carriers and defect species.  Reactions 

involving charge carriers are treated as reversible and are formulated to give correct 

thermodynamic equilibrium in detailed balance.  The electron-hole reactions included are direct 

recombination and Auger recombination:  

  {   }    (     (    )
 
)     

 (     (    )
 
)     

 (     (    )
 
), (13) 

where A is the coefficient for direct recombination and Be and Bh are coefficients for Auger 

recombination.  The factor (    )  is the product of electron and hole concentrations in thermal 

equilibrium under the constraint of constant local charge density.  

 Reactions in which a defect captures or emits a carrier are of the form illustrated below 

for the electron capture/emission reaction 

 e + ZQ  ZQ-1 + ΔE
e
(ZQ-1); (14) 

in the forward or exothermic direction, a conduction electron is captured by a defect of type Z in 

charge state Q, while in the inverse reaction an electron is emitted from a defect of type Z in 
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charge state Q-1.  ΔE
e
(ZQ-1) is the positive difference in energy between the initial and final 

states, also equal to the energy to emit an electron from defect ZQ-1 to the conduction band. This 

can be expressed in terms of defect formation energies as:  

 ΔE
e
(ZQ-1) = Eg - [Ef(ZQ-1)-Ef0(ZQ)] (15) 

where Ef0(ZQ) and Ef0(ZQ-1) are the formation energies, referenced to the valence band edge, of 

the defect in the two charge states in their local minimum energy configuration, and Eg is the 

band gap energy.  The rate equation for the above reaction is: 

  {    }     
    

 [  [  ]    [    ]   ( 
   (    )

  
)] (16) 

for Boltzmann carrier statistics, and  

  {    }     
    

   [[  ]  [    ]   ( 
(  

     (    ))

  
)] (17) 

for Fermi-Dirac carrier statistics.  We use the notation U{X,Y} to denote the rate of reaction 

between species X and Y.  ne , [ZQ] and [ZQ-1] are the concentrations of the three species 

involved, vth
e
 is the electron thermal velocity,    

  is the cross section for capture of an electron 

by defect ZQ. 

 The corresponding reaction equations for hole capture and emission are: 

  h + ZQ  ZQ+1 + ΔE
h
(ZQ+1) (18) 

where ΔE
h
(ZQ+1) is the energy to emit a hole from defect ZQ+1 to the valence band,  

  {    }     
    

 [  [  ]    [    ]   ( 
   (    )

  
)] (19) 

for Boltzmann carrier statistics, and  

  {    }     
    

   [[  ]  [    ]   ( 
(  

     (    ))

  
)] (20) 

for Fermi-Dirac carrier statistics. Note that ΔE
h
(ZQ+1)+ ΔE

e
(ZQ)=Eg . 

 Although equations 17 and 20 correctly describe the behavior for all carrier 

concentrations >0, computational considerations make it advantageous to evaluate the reaction 
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rates using equations 16 and 19 when the carrier concentration is small relative to the effective 

density of states, and using equations 17 and 20 when this condition is not satisfied. 

 

2.3.2. Field-enhanced carrier capture and emission by tunneling 

Large electric fields may greatly increase the rate of carrier capture and emission by traps 

through band-to-trap tunneling with energy dissipation by phonon excitation [8-11].  In this 

process, field-induced band-bending lowers the relative energy of band states in the vicinity of a 

trap, both increasing the carrier population of these states and reducing the energy that must be 

exchanged with the phonons during the tunneling-enabled capture.  Simplifying for 

computational efficiency, Schenk [10] has replaced the treatment of discrete phonon transitions 

with a continuum approximation leading to an integral formulation; has approximated the 

phonon spectrum by one effective phonon mode with energy ħω; has normalized the capture 

coefficient to its value at zero field, removing poorly known parameters; has assumed that carrier 

concentrations within tunneling range of a trap vary with location in accord with local 

thermodynamic equilibrium; and has treated field-enabled tunneling to a trap from the 

neighboring region as an effective enhancement of the zero-field trapping from band states at the 

trap.  In this formulation, the carrier capture rate per unit volume by traps of type Z is expressed 

in terms of the carrier concentration at the location of the trap.  For conduction electrons the 

field-enhanced capture rate is given by: 

  {   }( )   {   }(   )      {   }( )    
    
  (   ̃ ( )) [ ]    . (21) 

where U{Z,e}(F=0) is the capture rate at zero field and the field-dependent increase due to 

tunneling U
tun

{Z,e}(F)  is proportional to 

  
   

 





























e
t

e
t

E

e
t

c

E

0
cc

e

EE

kT

E
EMdE

kT

E
ETEMdE

F

exp

exp

g~  . (22) 

where E is the energy relative to the trap state. 
e
tE is the trap energy, equal to the energy of the 

defect and one electron in the conduction band minus the energy of the defect with an electron 

bound to it, where the defect is in its relaxed minimum energy lattice configuration in both cases.  
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This is the same quantity as ΔE in equations 14 and 15. Note that equation 22 includes tunneling 

from the trap to the band edge in the direction of decreasing energy. 

 With approximations discussed in [10], the multi-phonon transition probability Mc(E) can 

be expressed as: 

   ( )  
 

√  
((

 

  
)
 

   )
 
 

 

   {  (     )  √(
 

  
)
 

    
 

   
  (23) 

   
 

  
  (

 

   
 √  (

 

   
)
 

)} , 

where     √  (    ) (24) 

and    (   (
  

  
)   )

  

  (25) 

is the Bose function.  S is the Huang-Rhys factor, equal to the lattice relaxation energy divided 

by the phonon energy.  The tunneling probability Tc(E) is evaluated from 

   ( )  
 

  

(  )
 
 

  
     ( 

 

 
(
  
   

  
)

 

 
) , (26) 

where   (
    

    
)

 

 
  (27) 

is the electro-optical frequency. Band symmetries allow the tunneling mass m
*
 to be treated as a 

scalar quantity for GaAs. 

 In damage cascades, strongly field-enhanced recombination rates combined with very 

high defect concentrations and transport-limited flow of carriers into the cluster can reduce 

carrier concentrations by orders of magnitude from equilibrium values.  This makes the last two 

of the above simplifications unsuitable for the present application.  We have therefore adapted 

Schenk’s integral formulation in two ways:  The relevant carrier concentrations are extracted as a 

function of location from the model simulation over the range of tunneling instead of assuming 

that the carrier concentrations are in equilibrium; and carrier removal from the bands is 

appropriately delocalized rather than being taken to occur entirely at the position of the trap. For 

brevity, the application of detailed balance to determine the rate of carrier emission from the 

traps is deferred to section 4.3. 
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The assumption of local equilibrium is embodied in the factor    ( 
 

  
) in the 

numerator of equation 22.  Assuming constant field over the region of tunneling and defining 

x=0 at the location of the trap, one has in the numerator a correspondence between x and E given 

by  

     
  
   

   
  (28) 

The assumption of local equilibrium implies 

   ( )    ( 
 

  
)     ( )    ( 

  
 

  
) . (29) 

Substituting into the numerator of equation 22 gives a generalized formulation in terms of the 

spatially varying carrier concentration without the assumption of local equilibrium: 

     {   }( )    
    
  [ ]    ( 

  
 

  
) 

∫      ( )   ( )  
 ( ) 

  
 

 

∫      ( )    ( 
 

  
) 
√    

 

 

 

  
 

 . (30) 

This is the formulation used in the present model for carrier recombination in clustered defects. It 

should be noted that the above development is one-dimensional, and that as a result equation 30 

is an approximation for the spherical geometry of the present problem, with an accuracy that 

decreases with tunneling distance. 

 

2.3.3. Reactions among defects and dopants 

 The sink term for defect-defect and defect-dopant reactions of the type X+Y→Z , 

between species of type X and Y producing a product of type Z is evaluated using: 

  {   }         [ ][ ] (31) 

The defect reaction rate is proportional to the concentrations [X] and [Y] of the two reactants, the 

diffusion coefficient D of the mobile defect and an effective reaction radius R.  In some cases 

there is no product defect, for example in the annihilation reaction between an interstitial and 

vacancy of corresponding type.  Defect reactions are configured to conserve total charge.  When 

a product defect is produced, the charge state of the product is the sum of the charge states of the 

reactants, provided that is a stable configuration of the product defect as determined by DFT.  

When the reaction would produce a product defect in a charge state that is not stable, the reaction 

is taken to produce the defect in the nearest stable charge state, plus electrons or holes to 



17 

 

conserve charge.  Reactions of the above type are included only if they are exothermic. 

Examination of reaction enthalpies, based on defect formation energies determined by DFT, 

shows that most such processes are sufficiently exothermic to be essentially irreversible at room 

temperature. Therefore inverse dissociation reactions are presently not included in the model 

(equation 31), although such reactions could be added if needed. 

 The reaction radius R in equation (31) is evaluated as follows.  If either reacting species 

is neutral, the reaction radius is equal to the lattice constant a0=0.565 nm for GaAs.  When both 

species are charged with the same sign the reaction is not included, under the assumption that 

Coulomb repulsion inhibits the reaction.  When the two species are charged with opposite sign 

the reaction radius is the distance at which the energy of the screened electrostatic interaction 

equals the thermal energy: 

 
|    | 

 

       
    ( 

 

 
)     (32) 

with Debye screening length   √
   

   
  from mobile charge with concentration n, 

 and where Q1 and Q2 are the charge states of the reactants. 

The code uses an analytic approximation for the root of equation (32) to evaluate the reaction 

radius: 

             (   
|     |  
      

) (33) 

where |Q1 Q2| R0 is the reaction radius without screening, and R0= e
2
/(4 π ε k T) =4.25 nm for 

GaAs at 300K.  Where the defect concentration is high, the reaction radius calculated from 

equation (33) may be greater than the mean distance between defects, approximated as Rdef = 

Ndef
-1/3

 , where Ndef is the defect concentration. The reaction radius is therefore reduced so that it 

does not exceed half the distance between defects: 

    
 

 

 
 

 

    

 . (34) 
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3. DEFECT SPECIES AND REACTIONS INCLUDED IN THE MODEL 

 The selection of defect species and reactions included in the model is guided by 

calculations of defect properties in GaAs using density functional theory [12-17]. Marlowe and 

molecular dynamics simulations show that the defects produced in the initial collision cascade 

include primarily interstitials, vacancies and anti-site defects on the Ga and As sublattices, plus 

divacancies and di anti-site defects [18].  Of these, only the arsenic and gallium interstitials are 

potentially mobile at room temperature.  These may diffuse and react with dopants and other 

defects to produce secondary reacted species. One such reaction is a kick-out reaction, for 

example when an arsenic interstitial displaces a carbon p-type dopant from an arsenic lattice site, 

producing a carbon interstitial.  Similarly, a gallium interstitial can displace a silicon n-type 

dopant from a gallium site producing a silicon interstitial. DFT predicts that carbon and silicon 

interstitial atoms may also migrate and react to form tertiary products.  The model therefore 

includes as potentially mobile species, arsenic, gallium, carbon and silicon interstitials. All of the 

other defect species examined by DFT had large energy barriers for migration and are therefore 

not significantly mobile by thermally activated diffusion at room temperature. 

 Defects usually have stable atomic configurations in multiple charge states.  A stable 

atomic configuration is one which has an energy minimum for small displacements.  In general, 

atomic configurations are different for different charge states of a defect. In some cases, various 

stable configurations exist for a given charge state, in which case the model uses the formation 

energy of the lowest energy configuration.  The accuracy of this approximation is being 

examined. The influence of intermediate configurations on carrier capture and emission might be 

more accurately approximated through suitably chosen effective energetics.  Table 1 lists the 

formation energies for the lowest energy configuration of the various charge states Q of 

interstitial defects which are used in the model.  Formation energies are used to calculate carrier 

emission rates, from equation (15), and to determine the relative populations of the various 

charge states in thermal equilibrium.  These values were obtained by DFT simulations using the 

plane-wave basis code Soccoro [17], and are estimated to have associated uncertainties of about 

±0.1 eV.   

 Defects migrate by a thermally activated process, in which thermal fluctuations in their 

local atomic configuration lead to a higher energy saddle-point configuration from which the 
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lattice relaxes into the original minimum-energy defect configuration on an adjacent site.  This 

leads to random-walk diffusion and to drift in electrostatic fields for charged species; these 

processes can be described in terms of a diffusion coefficient D, which is isotropic in a lattice 

with cubic symmetry. The diffusion coefficient is evaluated using  

  D = D0 exp(-Em/kT) . (35) 

Values for D are used in evaluating defect reaction rates (equations 31), and the transport of 

mobile defects by drift and diffusion (equation 9). Values for energy barriers for thermally 

activated migration Em for the mobile defects included in the model are listed in table 2.  These 

migration barriers were determined from calculations of formation energies of relaxed lattice 

configurations as the defect moves from one site to a neighboring equivalent site. Various 

pathways or intermediate configurations were explored to find the lowest migration energy. 

These calculations were done using the plane-wave basis code Soccoro [17]. 

 Values for the diffusion prefactor D0 are not accurately known, but can be estimated 

within about an order of magnitude from: 

    
 

 
     (36) 

for a cubic lattice, where d is the hop distance between neighboring sites, and ν is the attempt 

frequency.  Using the optical phonon frequency as the attempt frequency, ν= 8x10
12

 Hz [19] and 

the spacing between like atoms for the hop distance    
  

√ 
 =0.40nm, eq(36) gives D0= 0.002 

cm
2
/s. In view of uncertainties, we use D0=10

-3
 cm

2
/s as a nominal value for the diffusion 

prefactor.  Defects with migration energies below about 0.5 eV (highlighted in pink in table 2) 

have sufficient mobility to anneal at a significant rate at room temperature.  The migration 

energy is seen to vary significantly with charge state, giving rise to an important dependence of 

the defect transport rate on the relative charge states populations, and hence to acceleration of 

defect reaction rate under carrier injection. 

 DFT also shows that an additional athermal process for defect migration occurs for the 

arsenic interstitial [17]. This is the Bourgoin-Corbett mechanism [20] in which a change in 

charge state causes a change in the minimum-energy configuration such that the new 

configuration is the same as that of the initial charge state at the saddle point along the migration 

path. The defect can then migrate athermally by alternating capture of electron and holes. This 
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process occurs during transitions between the +1 and 0 charge states of the arsenic interstitial.  

The process is implemented in the model as an additive term to the diffusion coefficients of 

AsI(+1) and AsI(0), using equation (36) with the frequencies ν equal to the carrier capture rate 

per defect ν=σ vth n, and the hop distance d equal to the lattice constant times a scale factor with 

nominal value of 1.  Here σ, vth , and n are the capture cross section, thermal velocity and 

concentration for electrons or holes as used in the reaction equations (14-20).  Thus, AsI(+1) 

makes one hop for each electron capture and AsI(0) makes one hop for each hole capture. This 

increased diffusion increases both transport and reaction rates for these two species. 

 Another possible mechanism for athermal or recombination-induced migration is the 

energy-kick process in which the electronic energy released by carrier capture converts to local 

atomic motion of sufficient magnitude and direction for the defect to cross a migration saddle 

point and move to a neighboring site [21-23].  This process is presently not implemented in the 

model because available information is not sufficient, though it could be included in a manner 

similar to that described above for the Bourgoin-Corbett mechanism. 

 Mobile interstitials can react with immobile defects and dopants.  Charge states and 

formation energies of the various reacting and product species, and hence the reaction enthalpies, 

were determined by DFT using the Gaussian basis code SeqQuest  [13-15].  Table 3 lists the 

reactions between mobile interstitial species and the various primary immobile species examined 

by DFT.  These DFT calculations identify the defect reaction network and which reactions are 

exothermic and hence likely to occur.  The choice of which immobile defect species and 

reactions to include in the simulation is a trade-off between simplicity and fidelity.  Since each 

defect type has multiple charge states, inclusion of all species in table 3 would require another 64 

defect species in addition to the 20 species for the four types of mobile interstitials. This would 

result in a very large number of defect reactions.  This level of detail and complexity would be 

computationally very demanding and also is probably not justified considering the uncertainty in 

defect properties and other approximations in the model.  Instead, we have taken the approach to 

include the minimum number of defect species necessary to capture the main features, and 

approximate the effect of the many immobile defect types through a few representative generic 

defect types. The present implementation of the model thus includes mobile defect reactions with 

carbon p-type and silicon n-type dopants, and with three generic immobile defect types, each 

with three charge states (+1, 0, -1).  These are annihilating (A), reacting (R) and non-reacting (N) 
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defect types.  Table 3 includes corresponding reactions with generic immobile species. Generic 

annihilating defects (A) provide for reactions which leave no product, as for example 

AsI+VAs→0.  Generic reacting defects (R) provide for reactions which consume reactants and 

leave a product which may participate in further reactions.  Non-reacting defects (N) provide for 

defects which contribute to carrier recombination but whose concentrations do not evolve with 

time through defect reactions.  Formation energies for the generic defects were chosen to give 

energy levels at one third and two thirds of the energy gap for the -1/0 and 0/+1 levels 

respectively.  These were chosen to approximate the effect of charge states and energy levels 

determined by DFT for the defect types listed in table 3, which span the full range of the 

bandgap.  Carrier capture and emission reactions are included for all included defect species. 

 The model thus includes the 33 species listed in table 4 consisting of 2 carriers (electron 

and holes), 2 dopants (carbon p-type and silicon n-type) , 20 mobile defect species (4 types each 

with 5 charge states) and 9 generic immobile defect species (three types each with 3 charge 

states) with 44 charge change reactions and 106 defect reactions. This number of species is 

similar to the number used in the atomistic model for carrier recombination in silicon developed 

previously and now in use for QASPR simulations of neutron damage response for Si BJTs [1].  

An alternative intermediate level of complexity, which might still be tractable, would be to 

include the primal immobile defect species (vacancies, divacancy and antisites) while still 

representing the additional species produced by reactions using generic defect types. This 

approach could be pursued if the simpler approach is found to be inadequate. 
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4. METHODS OF SOLUTION 

 Numerical solution of equations 1 is accomplished through spatial discretization on a 

radial mesh xj which may have variable step size. This converts the partial differential equations 

to a coupled system of ordinary differential equations (ODEs), which are then integrated forward 

in time from a specified initial condition. The extreme numerical stiffness of the problem and the 

highly sensitive interdependency of variables require a suitably advanced solver.  We employed 

the ODE solver DDEBDF [24].  An alternative methodology based on a differential-algebraic 

equation (DAE) solver [25] offers the prospect of greater computational efficiency accompanied 

by more complexity and stability challenges. Solutions are formulated to produce correct 

thermodynamic equilibrium and to conserve the number of particles and charge. 

 Discretization of equation 1 gives: 
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for the time derivative of concentrations of species i at radial mesh index j>1, where   
 
is the 

flux from radius xj-1 to xj. Here we use the notation that the superscript denotes the species index 

and the subscript denotes the radial mesh index. At the origin j=1 and x1=0 and  
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4.1. Flux equation 

 Numerical evaluation of the flux is accomplished by a generalization of the 

approximation originally described by Scharfetter and Gummel [26] for Boltzmann carrier 

statistics: 
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where              ,  (40) 

             , 
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Vj is the electrostatic potential at the mesh points and q=Qe is the charge (with charge state Q=-1 

for electrons, +1 for holes). Equation 39 is exact for steady-state flow under uniform field, yields 

thermodynamic equilibrium correctly at zero flow, and approaches the correct derivative form as 

Δx goes to zero. The flux of mobile defects with charge q ≠ 0 is calculated using equation 39 

with an equivalent mobility derived from the diffusivity using equation 6. For neutral defects, the 

flux is evaluated from 
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Equation 39 is used to evaluate the fluxes of charged defects and of carriers when their 

concentrations are small compared to their effective density of states.  When this condition is not 

satisfied, Fermi-Dirac statistics must be used. In this case the carrier flux is calculated using a 

modified form of equation 39: 
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where Q=-1 for electrons and Q=+1 for holes and  

                  (43) 

are evaluated from the carrier concentrations using equation 7. The form of Eq. 42 was chosen to 

satisfy three criteria: reduction to Eq. 39 when carrier concentrations are small compared to the 

density of states; correct thermodynamic equilibrium at zero flow; and reduction to the correct 

derivative form as Δx goes to zero.  Equation 42 is used only at the higher concentrations where 

it is required; Eq. 39 leads to greater stability in the numerical solution at small concentrations, 

where zero and even negative concentration values can arise temporarily as the calculation 

proceeds. 

4.2. Poisson’s equation 

 Poisson’s equation is solved at each time step. The numerical method used is to advance 

the spatial integration of equation 10 from the center of the sphere to the outer boundary using 

the exact solution for the case where the charge density varies linearly between mesh points, 
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ρ/ε = γ+βρ, with the boundary condition that the field and potential are zero at the center. This 

integration uses the same spatial discretization as that used for solving the transport equations. 

The discretized equations for this case are: 
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At the center (i=1) x1, V1, F1, a1, and b1 all have values of zero. 

 These equations give the potential Vi and field Fi at the mesh points xi . Evaluation of the 

fluxes (equations 39 and 42) uses these potentials at the mesh points, but employs carrier 

mobilities corresponding to the field midway between mesh points, approximated as  

     
       

       
 . (45) 

 The Poisson solver allows three options for charge compensation: 

i no compensation 

ii subtract uniform background charge to give zero total charge density at the boundary. This 

is used for simulations of recombination in a depletion region where charge on ionized 

dopants would give a spurious radial electric field not present in a device. 

iii subtract a uniform background charge to make the total contained charge and the field at the 

boundary equal to zero. 
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4.3. Carrier capture and emission reactions 

 Reaction rates for carrier capture and emission by defects, not involving field-enhanced 

tunneling, are calculated by direct application of equations 16,17,19 and 20 at the mesh points xj. 

Evaluation of field-enhanced capture and emission between spatially separated traps and band 

states is based on equation 30.  The integral in the numerator of equation 30 is discretized by 

centering its segments on the simulation mesh elements.  The back reaction, omitted above for 

simplicity, is now included.  The reaction rate between traps at    and electrons at    is 
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in the case of Boltzmann statistics and 
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for Fermi-Dirac statistics where 

      
   (           )   (           )    ( 

   

  
) (
 |         |

 
)

∫       ( )    ( 
 

  
) 
√     

 

 

   

  (48) 

with corresponding equations for holes.  Particle conservation is achieved by a volume correction 

for spherical geometry in the equation for the change in carrier concentration.  Thus, for defects 
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while for carriers 
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Here, the summation over k is in the direction of decreasing energy E. This formulates the 

reaction rates in terms of concentrations and electrostatic potentials at the mesh points. 

 

4.4. Evaluation of inverse Fermi integral 

 The code calculates carrier chemical potentials from their concentrations according to 

equation 7, using the Joyce-Dixon approximation [27] for the inverse Fermi integral for 

parabolic bands when x<7.5, and an expression suggested by Blakemore [28] 
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when x>8.5, where x=n
e
/NC for electrons and x=n

h
/NV for holes. The gap between 7.5<x<8.5 is 

bridged using a pair of connected parabolas chosen to maintain a continuous first derivative. 

4.5. Boundary conditions 

 At the outer boundary, a reflecting boundary condition (flux=0) is always used for mobile 

defects.  The code provides three options for the boundary condition on carrier concentrations at 

the outer boundary: 

a) concentration of electrons and holes are set to the equilibrium value 

b) no flow of carriers through the boundary, i.e. reflecting boundary and total contained 

charge  is conserved 

c) concentrations of electrons and holes are set to constant specified values.  

Option b) is imposed as described above for defects. Because we are using an ODE solver, 

values for the time derivative of concentrations at the boundary must be specified rather than 

values of concentrations. Thus, boundary conditions a) and c) are implemented by setting the 

time derivatives at the boundary to: 
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where    
   

 
 . 

is a time constant for diffusion between mesh points with diffusion coefficient   
   

 
 .  This 

is a source/sink term for carriers at the boundary which causes the value of the carrier 

concentration at the boundary to rapidly approach the specified value n0, without upsetting the 

ODE integrator. 

 The boundary conditions on the solution of Poisson’s equation are that the electrostatic 

potential and electric field are both zero at zero radius. 
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4.6. Initial conditions 

 The initial condition used in the model is that the concentrations of electrons and holes 

are equal to the concentrations of n and p-type dopants respectively, the dopants are ionized, and 

the defects are initially in their neutral charge state.  The initial radial distribution of defects used 

in the model is obtained from a pair correlation function analysis [1] of defect maps calculated 

by Philip Cooper, using the binary collision code Marlowe [2].  For the simulation discussed 

here, the Marlowe calculations used a distribution of recoil energies for neutrons with an energy 

spectrum for the Sandia pulsed reactor SPR III central cavity [29].  The recoil energy distribution 

was calculated using the Empire nuclear reaction code [30].  The radial concentration profile was 

obtained from the vacancy-vacancy pair correlation function.  This was done by first calculating 

the pair correlation function from the Marlowe defect maps for a large number of collision 

events. The pair correlation function was also calculated using an analytic representation of the 

radial concentration profile.  Coefficients in the analytic formula are determined from a multi-

parameter least-square minimization of the difference between the pair correlation functions 

calculated from the defect maps and from the analytic expression.  Good agreement is obtained 

using a polynomial-based expression for the radial defect concentration profile: 
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where x is the radius and n0=1 nm
-3

 and x0=1 nm, shown in figure 1.  An alternative analytic 

expression for the radial concentration profile which also gives a good fit to the pair correlation 

function is: 
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where N is the number of defects in the cluster and λ is the mean radius. 

4.7. Verification 

 Multiple verification tests of the model were conducted by running simulations designed 

to test specific functionalities of the code for conditions where analytical solutions are available. 

The good agreement between the model and the analytic solutions confirmed that the model was 
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solving the equations as intended. These calculations are described in detail in a separate report 

[31].  

5. SIMULATIONS 

 The objective of this work is to develop a model for carrier recombination that captures 

experimentally observed trends and to demonstrate that agreement with experiment can be 

achieved with modest adjustment of parameters.  Here we present results of simulations and 

compare to experimental information, specifically, to measurements of transient gain in HBTs. 

In HBTs, increased carrier recombination at damage increases the base current and decreases the 

gain. Thus, measurements of HBT gain change after pulsed neutron and ion irradiation provide 

data which can be used for calibration and validation of the recombination model. The goal here 

is to establish suitability of the approach, with more complete calibration and validation to 

follow.  Simulations discussed in this section do not include field-enhanced carrier 

recombination due to tunneling, which is discussed in the following section. 

 For the simulation discussed here, the material is GaAs carbon doped at a concentration 

of 5x10
19

/cm
3
, corresponding to the base of an Npn HBT.  The defect radial concentration 

profiles described in section 4.6 were used.  The vacancy concentration was limited at a 

maximum value of 1 atomic percent in the cluster core to represent rapid spontaneous 

recombination of defects when their separation approaches a lattice constant.  The concentration 

of annihilating defects was taken to be the vacancy concentration and the concentration of 

arsenic and gallium interstitials were each taken to be half the vacancy concentration.  This 

approach provides representative initial radial defect concentration profiles which are plotted in 

figure 2.  The open circles show the initial concentrations for arsenic interstitials and annihilating 

defects.  Gallium interstitials (not shown) have the same initial concentration profile as arsenic 

interstitials.  Figure 2 also shows the concentrations of electrons and holes, which depart 

significantly from their boundary values at radii less than about 20 nm.  The maximum radius, 

i.e. radius of the outer boundary of the simulation was chosen to be 100 nm.  At this value, the 

defect concentrations and electric field are very small, and the carrier flow into the cluster is 

insensitive to the boundary radius value. 

 Defect parameter values used in the simulations are listed in Table 4.  Formation and 

migration energies were obtained from DFT as discussed in section 3.  Capture cross sections 
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must be treated as adjustable parameters to be determined by comparing simulations with 

experimental information.  As a point of departure, physically reasonable values for capture 

cross sections were initially chosen which depend on the electrostatic interaction, 10
-17

 cm
2
 for 

repulsion, 10
-16

 cm
2
 when either defect is neutral, and 10

-15
 cm

2
 for attraction.  Values of cross 

sections are then adjusted from these nominal values to obtain agreement with experimental 

information.  In particular, capture cross sections were increased for carbon interstitials and 

decreased for gallium interstitials.  This adjustment increases the relative influence of the carbon 

interstitials on carrier recombination.  These cross sections give qualitative agreement between 

time dependence of net carrier recombination in the simulation, and experimentally observed 

time dependence of gain recovery of Npn HBTs after pulsed damage as shown in figures 3 and 4.  

Figure 3 shows the carrier flow into the cluster versus time from simulations with the defect 

parameters in table 4.  This simulation used carrier concentration at the outer boundary fixed at 

values 5x10
19

/cm
3
 for holes, equal to the carbon dopant concentration, and 10

15
/cm

3
 for 

conduction electrons, corresponding to the minority carrier concentration in the neutral region of 

the base of the Npn HBT (determined by TCAD modeling) at bias conditions used in the 

measurement of the data in figure 4. In the simulation discussed here, the concentrations of 

reacting and nonreacting defects were set to zero. 

 Figure 4 shows measurements of annealing factor versus time for InGaP/GaAs/GaAs 

(emitter/base/collector) Npn HBTs after pulsed ion irradiation with 3 MeV silicon ions in tests 

with emitter current fixed at 0.9 milliamp, and ion fluences of 2x10
8
 and 8x10

8
 ions/cm

2
, and 

pulse duration from 20 to 60 microsecond.  The ion energy was chosen to place the damage peak 

at the depth of the device.  The annealing factor is the inverse gain change due to the damage, 

normalized to the value at one second after the pulse.  The time dependence of the annealing 

factor is insensitive to the amount of damage, and has been shown to be similar for damage from 

neutrons and end-of-range ions [32].  A striking feature of this data is the extended time scale of 

the gain recovery, which follows a nearly logarithmic time dependence over seven decades in 

time.  This feature of the data is reproduced by the model, as shown in figure 3, with appropriate 

choice of carrier capture cross sections. 

 This approach to model calibration assumes that the gain degradation in the HBT is 

mainly due to carrier recombination in the neutral region of the p-type base of the device.  

However, carrier recombination in the emitter-base depletion region might also contribute to 
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HBT gain degradation.  Although the wider bandgap of the InGaP emitter material greatly 

reduces the minority carrier concentration and hence carrier recombination in the depletion 

region, a large electric field might enhance the carrier capture rate in this region as discussed in 

section 2.3.2.  The influence of the depletion region on HBT gain recovery is presently under 

further investigation, both by device simulations and by experimental studies of carrier capture 

and emission in low-field environments in irradiated material.  Properties of GaAs used in the 

model apart from radiation effects are widely documented [19, 33-36] and are not presented in 

detail here.  

 The primary output from the simulation is the carrier recombination rate versus time 

which is given by the flow of conduction electrons into the cluster shown in figure 3.  

Noteworthy features are an increase at short times (t<10
-6

 sec) and an extended decrease at 

longer times (t>10
-4

 seconds) which is approximately proportional to log(t) over a broad range of 

time. For comparison, figure 3 also shows the recombination for the same number of defects 

uniformly distributed, i.e. without clustering (blue open circles).  Clustering increases the 

magnitude of the recombination and the rate of decrease with time. 

 The cause of the change in recombination with time in the model can be inferred from the 

evolving defect concentration profiles.  The initial increase in carrier recombination at short 

times is due to the reaction of arsenic interstitials, mainly with carbon dopants to produce carbon 

interstitials by the kick-out reaction.  The decrease at longer times is due to reaction of carbon 

interstitials, which occurs more rapidly at smaller radii.  The solid lines in figure 2 show the 

concentrations of defects vs radius after 1 second, by which time the arsenic interstitials have all 

reacted and carbon interstitials have mostly reacted at small radii  r<10 nm, but are still present at 

r>10 nm. Figure 5 shows the concentration profiles of the various charge states of the carbon 

interstitial at t=1 second with a minority electron concentration at the boundary of 10
15

/cm
3
 

(dashed lines) and the corresponding profiles with no excess minority carriers at the boundary 

(solid lines), corresponding to cases with and without current in a device.  Without excess 

electrons, the carbon interstitials are mainly in the 2+ charge state, which has a high activation 

energy for diffusion and hence low mobility and slow reaction rate at room temperature.  

However, increasing the minority electron concentration at the boundary increases the population 

of the more mobile neutral charge state of the carbon interstitial. Increased electron concentration 

thus increases the mobility of the carbon interstitial and increases the reaction rate and the rate at 
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which carrier recombination decreases with time.  Figure 6 illustrates that the simulations show 

faster recovery of carrier recombination at higher minority carrier concentrations.  This is 

qualitatively consistent with the experimental observation that gain recovery in irradiated HBTs 

occurs more rapidly at higher operating current, also referred to as current-induced, 

recombination-induced or carrier injection annealing. 

 Figure 7 shows the flow of electrons versus radius at various times.  Most of the 

recombination occurs at radii less than 20 nm and the changes in recombination in this time 

range occur at radii between 7 and 15 nm. Figure 8 shows the electric field produced by the 

charge on the defects.  The field exceeds 2x10
5
 V/cm in the region where significant carrier 

recombination is occurring. In the next section we examine whether these fields might 

significantly increase the carrier recombination rate. 

 

6. EFFECT OF FIELD-ENHANCED BAND TO TRAP TUNNELING ON 
CARRIER RECOMBINATION 

 Calculation of the field-enhanced carrier recombination as described in section 2.3.2 

involves evaluation of Mc and Tc in equation 22, and 48 and thus requires values for the 

effective phonon energy ħω, and the lattice relaxation energy ER or Huang-Rhys factor 

S= ER/ħω.  Values for these parameters have been determined from deep-level transient 

spectroscopy (DLTS) experiments on GaAs diodes irradiated with 3 MeV electrons [37].  The 

DLTS experiments measured the rate of electron emission vs field strength and temperature for 

various types of traps with differing binding energies.  In general, the data showed faster 

emission at higher fields in good agreement with the phonon-assisted field-enhanced band-to-

trap tunneling model used here.  By detailed balance, the enhancement in the carrier capture rate 

as used in equations 20,46 and 47 is equal to the enhancement in the emission rate.   For the 

deepest trap, the best fit between the tunneling model and the DLTS data gave parameter values 

of S=15.7,  ω=0.015 eV, Et=0.66 eV for the trap energy. The fit also gave a value of 3.5x10
-7

 

cm
3
s

-1
 for the rate coefficient for electron capture at zero field at T=300K, corresponding to a 

capture cross section of 0.9x10
-14

 cm
2
.  Values for the carrier mass used in the tunneling model 

are taken to be the effective mass m*=0.067 me for conduction electrons, while for holes the 

effective mass of the light-hole valence band m*=0.083 me is used.  Figure 9 shows the carrier 
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capture enhancement factor vs field strength predicted by the model using the above parameter 

values, and shows that the enhancement reached nearly three orders of magnitude at the 

maximum field of 0.25x10
6
 V/cm sampled in the DLTS experiments.  Comparison between 

figures 8 and 9 shows that charging of defect clusters in heavily doped material produces electric 

fields high enough to produce large enhancement of carrier recombination.  This implies that 

influence of field-enhanced capture on overall carrier recombination should be explored. 

Moreover, fields in the depletion region of the emitter-base junction of the Npn HBT are also 

high enough to produce large enhancement of carrier capture, which indicates that this process 

may also need to be included in the device models. 

 Figures 10 and 11 show results from simulations using the cluster model with static 

clustered defects with and without field-enhanced recombination.  A single defect type was used 

with three charge states with formation energies chosen to give energy levels at 1/3 and 2/3 of 

the bandgap.  Figure 11 shows that with tunneling, carriers recombine at greater radii. However, 

the increase in total recombination, or flow into the cluster, is small because in this example 

recombination is limited mainly by carrier transport rather than by the carrier capture cross 

section.  The field-enhanced carrier capture cross sections in the high-field core region, together 

with the transport-limited flow causes the carrier concentrations in this region to decrease by a 

large factor as shown in figure 11. This example shows that tunneling can strongly affect carrier 

recombination, but also that other processes, such as carrier transport, can reduce the net effect of 

this enhancement on overall carrier recombination. 

 

7. CONCLUSION 

 The objective of this work was to develop a model to calculate carrier recombination in 

clustered damage produced by atomic collisions in GaAs, thereby providing a basis for 

predicting the transient response of HBTs to pulsed neutron damage.  Prediction of device 

response requires two components, first a model for macroscopic carrier transport which 

provides local carrier concentrations within the device and second a model for carrier 

recombination at clustered defects which is the subject of this paper. 

 The carrier recombination model is based on an atomistic description of carrier capture 

and emission at the defects and the time evolution resulting from the migration and reaction of 
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the defects.  The model uses a continuum description of diffusion, field drift and reaction of 

carriers and defects within the cluster. This report describes the physics and equations on which 

the model is based, and provides details of the numerical methods used for their solution.  

Properties of the defects are discussed and values for their parameters are given, many of which 

were obtained from DFT simulations.  An important feature which emerges from the simulations 

is that in neutral doped material the defects become charged. Localization of this charge 

produces large electric fields, which strongly affect the concentrations of carriers and the various 

defect charge states within the cluster.  This in turn affects the rates of carrier recombination and 

defect reactions. Another consequence of the electric field is that carrier recombination at defects 

may be greatly enhanced through band-to-bound state tunneling.  A treatment of field-enhanced 

carrier capture, based on a phonon-enhanced tunneling process, was implemented in the cluster 

model.  Simulations of carrier recombination in defect clusters show that the effect of large field 

enhancement on carrier recombination may be moderated by other rate-limiting processes, such 

as carrier transport into the cluster. 

 Comparison between the recombination model and measurements of transient recovery of 

the gain of Npn HBTs after pulsed ion-irradiation shows good agreement. The model reproduces 

several features of the data, including the recovery of device gain by about a factor of two 

extended over many decades in time, and faster recovery at higher levels of carrier injection.  

 In summary, major progress towards the objective has been achieved. A model for carrier 

recombination in clustered damage was developed which captures experimentally observed 

behavior but knowledge of the physics is not sufficient to enable quantitative predictions without 

calibration to experiments. 
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TABLES 
 

 

8. Q AsI GaI CI SiI 

3 2.33 2.03     

2 3.00 2.09 3.93 1.84 

1 2.46 2.09 4.25 3.09 

0 3.43 4.05 4.89 3.81 

-1 4.32 5.17 5.93 5.39 

-2     7.22 6.87 

Table 1. Formation energies (eV) for various charge states Q of interstitial 

defects with Fermi energy at the valence band edge. Values were calculated 

from DFT with plane-wave basis by A. Wright [17]. 

 

 

Q AsI GaI CI SiI 

3 0.73 1.3     

2 0.17 1.26 0.9 1.2 

1 0.45 1.06 0.7 0.75 

0 0.38 0.4 0.4 0.6 

-1 0.72 0.6 1.2 0.7 

-2     0.8 0.9 

Table 2 Energy barriers Em (eV) for thermally activated migration of 

interstitial defects. Defects with migration energies below about 0.5 

eV, highlighted in pink, are mobile at room temperature. Values are 

calculated from DFT with plane-wave basis by A. Wright [17]. 
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Mobile 

reactant 

Immobile 

reactant 

Reaction 

product 

Generic 

reactant 

Generic 

product 

AsI CAs CI CAs CI 

AsI SiGa (SiAs)Ga SiGa R 

AsI VAs 0 A 0 

AsI VGa AsGa R R 

AsI AsGa (2As)Ga R R 

AsI GaAs GaI R R 

AsI VAsVGa VGa R R 

GaI CAs (CGa)As CAs R 

GaI SiGa SiI SiGa SiI 

GaI VAs GaAs R R 

GaI VGa 0 A 0 

GaI AsGa AsI R R 

GaI GaAs (2Ga)As R R 

GaI VAsVGa VAs R R 

CI CAs (2C)As CAs R 

CI SiGa - - - 

CI VAs CAs A CAs 

CI VGa CGa R R 

CI AsGa (CAs)Ga R R 

CI GaAs (CGa)As R R 

CI VAsVGa C VAsVGa R R 

SiI CAs - - - 

SiI SiGa (2Si)Ga SiGa R 

SiI VAs SiAs R R 

SiI VGa SiGa A SiGa 

SiI AsGa (SiAs)Ga R R 

SiI GaAs (SiGa)As R R 

SiI VAsVGa Si VAsVGa R R 

 

Table 3 Expected reactions between mobile defects (first column) and 

immobile dopants and primal defects (second column) with reaction 

products (third column) as determined by DFT with Gaussian basis by 

P. Schultz [13-15]. The subscript denotes the site in the lattice (As, Ga 

or Interstitial) occupied by the defect. AsGa and GaAs are the two types 

of anti-site defects.  V denotes a vacancy. VAsVGa is a divacancy pair.  

CAs is a p-type dopant and SiGa is an n-type dopant.  Reactions 

between C and Si are excluded because the material will be either C or 

Si doped but not both. Fourth and fifth columns indicate corresponding 

reactions with generic immobile reactants and products of type A 

(annihilating) representing vacancies or R (reacting) representing other 

defect types. 
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Index Defect Charge 

state 

Formation 

Energy  

(eV) 

Migration 

Energy 

(eV) 

e capture 

cross section 

(cm
2
) 

h capture 

cross section 

(cm
2
) 

1 e -1     

2 h +1     

3 C p-dopant -1 2.95    

4 Si n-dopant +1 -0.59    

5 AsI +3 2.33 0.73 1.0e-15  

6 AsI +2 3.00 0.17 1.0e-15 1.0E-17 

7 AsI +1 2.46 0.45 1.0e-15 1.0E-17 

8 AsI 0 3.43 0.38 1.0e-16 1.0E-16 

9 AsI -1 4.32 0.72  1.0E-15 

10 GaI +3 2.03 1.30 3.0e-16  

11 GaI +2 2.09 1.26 3.0e-16 3.0e-18 

12 GaI +1 2.09 1.06 3.0e-16 3.0e-18 

13 GaI 0 4.05 0.40 3.0e-17 3.0e-17 

14 GaI -1 5.17 0.60  3.0e-16 

15 CI +2 3.93 0.90 1.0e-14  

16 CI +1 4.25 0.70 1.0e-14 1.0e-16 

17 CI 0 4.89 0.40 1.0e-15 1.0e-15 

18 CI -1 5.93 1.20 1.0e-16 1.0e-14 

19 CI -2 7.22 0.8  1.0e-14 

20 SiI +2 1.84 1.20 1.0e-15  

21 SiI +1 3.09 0.75 1.0e-15 1.0E-17 

22 SiI 0 3.81 0.60 1.0e-16 1.0E-16 

23 SiI -1 5.39 0.70 1.0e-17 1.0E-15 

24 SiI -2 6.87 0.90  1.0E-15 

25 A +1 0  3.0E-16  

26 A 0 0.474  3.0E-17 3.0E-17 

27 A -1 1.422   3.0E-16 

28 R +1 0  3.0E-16  

29 R 0 0.474  3.0E-17 3.0E-17 

30 R -1 1.422   3.0E-16 

31 N +1 0  3.0E-16  

32 N 0 0.474  3.0E-17 3.0E-17 

33 N -1 1.422   3.0E-16 

 

Table 4 Species included in the model with type, charge, and energies of formation and 

migration for mobile defect species, and carrier capture cross sections. 
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FIGURES 
 

 
Figure 1 Vacancy pair correlation function calculated from defect maps (symbols) and from 

analytic expressions for the radial concentration profiles; equation 53 with coefficient values of  

a1=1.35, a2=-1.55 and a3=-0.384 (black line), and equation 54 with N=530 and λ=10.6 nm (red 

line). 
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Figure 2. Concentrations vs radius of defects initially ( open circles) and after 1 second (solid 

lines) and of electrons and holes (dashed lines) at 1 second. 
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Figure 3 Carrier flow into the cluster, i.e. recombination, vs time after the collision event for 

clustered damage (red curve with solid symbols), with electron concentration of 10
15

/cm
3
 at the 

boundary. To illustrate the influence of defect clustering on carrier recombination, the blue curve 

with open symbols shows the carrier flow for the same number of defects distributed uniformly. 
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Figure 4. Experimental measurements of the annealing factor versus time after damage from 

pulsed ion irradiation in InGaP/GaAs/GaAs Npn HBTs, with a device current of 0.9 ma.  The 

annealing factor is the damage-induced change in inverse gain, normalized to the value at one 

second after the damage pulse. Black symbols with error bars indicate mean values and standard 

deviation for the six devices shown. (Data provided by D. King, E. Bielejec and G. Vizkelethy) 
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Figure 5. Solid lines show the concentration profiles of the various charge states of the carbon 

interstitial at t=1 second with a minority electron concentration at the boundary of 1e15/cm
3
, and 

the dashed lines show the corresponding profiles with no excess minority carriers at the 

boundary. The heavy black line shows the initial concentration of the arsenic interstitial which 

reacts with carbon dopants to produce the carbon interstitial. 
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Figure 6.  Carrier flow into the cluster, normalized to the peak value, for various values of 

minority carrier concentration at the boundary indicated in the legend. 
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Figure 7. Flow of electrons vs radius at various times indicated in the legend. 
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Figure 8. Electric field vs radius at various times indicated in the legend. 
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Figure 9.  Calculated field-enhancement of the carrier recombination vs field strength, for the 

parameter values determined from the fit to data from DLTS experiments.  The  solid black 

region of the curve shows the range of values covered by the DLTS measurements. (Data 

provided by Robert Fleming.) 
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Figure 10 Carrier concentrations vs radius with (solid symbols) and without (open symbols) 

field-enhanced recombination from the static defect model.  Black curve shows the defect 

concentration. 

 
Figure 11 Carrier flow vs radius with (blue) and without (red) field-enhanced recombination 

from the static defect model. 
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