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Abstract	  
 
Progress toward predictions of the statistics of particle time-temperature histories is presented.  These 
predictions are to be made using Lagrangian particle models within the one-dimensional turbulence 
(ODT) model.  In the present reporting period we have further characterized the performance, behavior 
and capabilities of the particle dispersion models that were added to the ODT model in the first period.  
We have also extended the capabilities in two manners. First we provide alternate implementations of the 
particle transport process within ODT; within this context the original implementation is referred to as the 
type-I and the new implementations are referred to as the type-C and type-IC interactions.  Second we 
have developed and implemented models for two-way coupling between the particle and fluid phase.  
This allows us to predict the reduced rate of turbulent mixing associated with particle dissipation of 
energy and similar phenomena.  Work in characterizing these capabilities has taken place in 
homogeneous decaying turbulence, in free shear layers, in jets and in channel flow with walls, and 
selected results are presented.    
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Introduction	  
One approach to neutralize biological agents involves the use of devices that provide either a thermal or 
chemical environment that is lethal to the biological agent.  Such an environment is typically provided 
through an explosive dispersal process that is expected to cover much of the area of interest, but this blast 
can also displace agents in a manner that can reduce their exposure to the lethal environment.  This 
project addresses the post-blast-phase mixing between the biological agents, the environment that is 
intended to neutralize them, and the ambient environment that dilutes it.  In particular, this work 
addresses the mixing between the aerosols and high-temperature (or otherwise toxic) gases, and seeks to 
understand mixing environments that insure agent kill. Currently, turbulent mixing predictions by 
computational fluid dynamics (CFD) provide a certain degree of predictivity, and other programs are 
addressing research in this area.  A significant challenge in standard CFD modeling is the accurate 
prediction of fine-scale fluid-aerosol interactions.  Here we seek to study the statistics of particle 
interactions with high-temperature gases by employing a stochastic modeling approach that fully resolves 
the range of states (by resolving the full range of turbulent scales down to the molecular mixing scales).  
This stochastic approach is referred to as the one-dimensional turbulence (ODT) model and will provide a 
new understanding of low-probability events including the release of a small fraction of biological agents.  
These crucial low-probability events constitute the tails of a probability distribution function of agent 
release which are particularly difficult to model using existing approaches.   

Of relevance to neutralizing biological agents is the fact that some time-integrated exposure is generally 
required.  This work seeks to develop an understanding of time-integrated particle-environment 
interactions by quantifying the relationship between these histories and predictable quantities.  Here, 
predictable quantities are those that can be predicted in the context of a CFD simulation that does not 
resolve fully the range of length and time scales and thus requires some modeling of the particle time-
temperature histories.  As will be discussed in the Statistics section below, this involves characterizing the 
relative motions of the particles and the high-temperature gases and relating these characteristics to 
predictable quantities.  This will provide guidance on the modeling requirements for physics-based 
prediction of the particle time-temperature histories.   

The primary method by which we will obtain statistics regarding the relative motions of the particles and 
the high-temperature gases is the ODT model [1-3].  In the ODT model, the full range of length scales is 
resolved on a one-dimensional domain that is evolved at the finest time scales.  This allows a direct 
simulation of all diffusive and chemical processes along a notional line-of-sight through the turbulent 
flow.  Turbulent advection is incorporated through stochastic eddy events imposed on the domain.  The 
turbulent energy cascade arises in the Navier-Stokes equations through the nonlinear interaction of three-
dimensional vorticity.  This cascade results in length scale reduction and increased gradients.  The ODT 
model incorporates these effects through “triplet maps,” the size, rate, and location of which are 
determined by the state of a locally evolved instantaneous velocity field that provides a local measure of 
the rate of the turbulent cascade.  The evolution of eddy events implemented through triplet maps 
reproduces key aspects of the turbulent cascade.  That is, large scale fluctuations cascade to smaller scale 
fluctuations with increasing rate, while the magnitude of the fluctuations decreases appropriately, 
reproducing typical spectral scaling laws.  In this work, we briefly review past discussions of the physics 
of interest relevant to the application area. Then we summarize the recent implementation of Lagrangian 
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particles into the ODT model.  We discuss several comparisons between ODT predictions and 
experimental measurements that serve to provide some confidence in the ability of ODT to predict 
quantities of interest.  Finally, we provide some statistics of interest from simulations of a reacting shear 
layer with Lagrangian particles and describe the next steps in the understanding of particle time-
temperature histories.  

Before proceeding further, it is important to put the present ODT-based approach into the context of more 
traditional CFD simulation techniques.  For filtered solutions of the Navier-Stokes equations (such as 
traditional large-eddy simulation, LES, and Reynolds-averaged Navier-Stokes, RANS), only lower 
moments (e.g., averages) of quantities of interest are available while there is no information about the 
tails of the distribution, such as pockets of gas with low temperatures.  The present ODT modeling 
approach provides the information necessary to construct the required full distribution of states by 
explicitly resolving the fine-scale processes.  At the same time, traditional CFD is better able to handle 
complicated geometric environments, in part because these methods are developed for those 
environments and in part because the simplifications employed in the ODT model are aimed directly at 
avoiding geometric complexity.  In this sense, ODT is completely complementary to approaches like 
RANS and LES.  RANS and LES have the greatest fidelity toward the large-scale dynamics while all of 
the small-scale processes are subsumed within models.  Conversely, ODT prescribes a model for the 
large-scale dynamics, but completely resolves the small-scale processes including the statistically rare 
events.  The link between these two complementary approaches is as follows.  The driving force in ODT 
for the modeled large-scale mixing is the overall shear energy of the flow.  This shear energy, in the form 
of an overall velocity gradient, gives a time scale for the turbulent cascade of large-scale fluctuations to 
the diffusive scales.  Also input to an ODT simulation is a length scale and some information about 
boundary conditions.  These quantities required for an ODT simulation tend to be well predicted by 
traditional CFD.  Since the output from an ODT simulation includes information not accessible from 
traditional CFD, these approaches are nicely complementary.   

Summary	  of	  Progress	  to	  June	  2013	  
In the project year from April 2011 to April 2012 three specific tasks were identified:  

Task 1: Define statistical data requirements.  

Task 2: Compare ODT predictions for jet mixing. 

Task 3: Add particle tracking capability to ODT code.  

Each of these tasks was nominally completed in the first project year, but we have continued to extend the 
model capabilities by incorporating additional particle-eddy interaction models and two-way coupling in 
the second project year, and in this sense these tasks continue as reported here. In the project year from 
April 2012 to April 2013 three additional tasks were targeted: 

Task 4: Carry out free-shear flow simulations. 

Task 5: First-stage analysis of free-shear flows: correlation coefficients. 

Task 6: Compare ODT predictions for particle-wall deposition. 

We have made good progress in addressing each of these tasks, and details regarding the work 
accomplished will be described in the following sections.  The results have also suggested further work 
that is continuing in each of these areas.  
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Relevant	  rates	  for	  particle	  time-‐temperature	  histories	  
Before proceeding further with results from tasks in the current project year, we review some of the time 
scales that will be relevant to the application area.  Specifically, we provide the time scales associated 
with the rates of evolution of the gas temperature, Tg, from a Lagrangian reference frame moving with a 
particle.  The rate of temperature change from the particle perspective is written as  

 . (1) 

The first term on the right-hand side of Eq. (1) describes the change in the observed temperature as the 
particle moves relative to the gas-phase field.  This is particularly relevant for large ballistic particles 
(large Stokes numbers) that can move rapidly through the gas-phase field.  This term involves the 
temperature gradient that will need to be understood at dissipative scales.   The second term is written in 
terms of the substantial derivative for a fluid element 

  (2) 

and describes the change in the gas temperature of that fluid element.  This term is particularly relevant 
for small particles (small Stokes numbers) that follow the gas-phase flow since the velocity difference, 

, approaches zero for these particles.  It is noted here that the temperature conservation equation 

can be used to replace the right-hand side of Eq. (2) with  

 
  

DTg

Dt
= ∇⋅ DT∇Tg( ) + q  (3) 

which shows that the second term of Eq. (1) also depends on diffusion and reaction processes that occur 
at diffusive scales ( q  is the heat release rate).  

Both sets of terms in Eq. (1) involve statistics of temperature gradients, diffusive processes or source 
terms that are difficult to determine within the context of traditional CFD, but are resolved in the ODT 
model.  Here we will present results not in terms of a specific temperature field, but rather in terms of a 
normalized conserved-scalar variable, the mixture-fraction variable, that describes the (elemental) fraction 
of the fluid that originated in the one stream.  Temperature and other reacting-scalar quantities are directly 
tied to the mixture fraction so that computation of the mixture fraction is often sufficient for describing 
the temperature evolution.  Conditional-moment closure [4] and flamelet methods [5] are based on these 
relationships. The conserved scalar dissipation rate 

  (4) 

is appropriate for describing gradients, such as the temperature gradient appearing in the first term in Eq. 
(1).  In Eq. (4), D is the diffusion coefficient appropriate for the scalar and ξ is the conserved scalar 
(mixture fraction). It should be noted that the units of the scalar gradient can be thought of as “crossings 
per path length,” and in the context of ballistics particles moving relative to the fluid, the frequency of 
crossings corresponding to specific temperature values are the objective.   To refine this one step further, 
if we conditionally average the scalar gradient (dissipation rate) on the mixture fraction value of interest 

( )g g
p g g

p

dT DT
v v T

dt Dt
= − ⋅∇ +

g g
g g

DT dT
v T

Dt dt
= + ⋅∇

p gv v−

22Dχ ξ= ∇
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(there being a one-to-one mapping to the temperature of interest) we can obtain the frequency (in 
crossings per path length) for a given temperature iso-surface.  Thus, the rate associated with a scalar 
sampled at η (conditionally averaged at η) is 

 Δt( )−1 = vp − vg( )∇ξ η  (5) 

where the conditioning value will be associated with different gas temperatures. Statistics of this nature 
will be provided in conjunction with reacting shear layer simulations below. 

When particles are small, the second term in Eq. (1) is important.  This term is characterized by reactive 
and diffusive processes, as indicated in Eq. (3), and represents the change of temperature following a fluid 
element.  It can be shown that the dynamics of this term are related to the conditional statistics of the 
conserved-scalar diffusion term [6-8].  This results in a second rate associated with temperature 
fluctuations for small particles that follow the fluid  

 Δt( )−1 = ∇⋅ D∇ξ( ) η   (6) 

where conditional averaging is again employed so that the values around the temperature of interest can 
be determined.  It is noteworthy that, because it involves two spatial derivatives, this term is dominated 
by the finest scales of turbulence so we expect the high-frequency component of this rate to be significant.   
That is, we expect to frequently see short times scales associated with the DTg/Dt term in Eq. (1).  The 
significance of this to the particle time-temperature histories is still to be determined.  The statistics of 
this term are also presented below for reacting mixing-layer simulations using the ODT model.  
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Particle	  models	  within	  the	  ODT	  model	  
Lagrangian particles were initially implemented in the ODT code during the first reporting period based 
on the work of Schmidt et al. [9], who used ODT to study particle deposition in non-reacting flows.  In 
this second reporting period, we have extended the ODT particle model capabilities in two ways, 
described in the following.   

Particle	  eddy	  interactions	  
Prior to describing the ODT particle models, we note that ODT consists of two concurrent processes: (1) 
evolution of unsteady diffusion-reaction equations for mass, momentum, energy, and scalar components 
(e.g. chemical species); and (2) stochastic eddy events implemented using the triplet map described above 
that occur instantaneously and model turbulent advection.  Details of the present ODT code and its 
implementation are available in Lignell et al. [10].  The particle evolution during diffusive advancement 
is similar to other Lagrangian particle approaches in which we integrate the particle drag law, specifying 
particle velocity and position on the line.  Particle transport during eddy events is somewhat more 
challenging.  Eddy events in ODT occur instantaneously, but the transport effect on particles occurs due 
to drag over a period of time.  We have implemented two methods of describing the particle eddy 
interaction, type-I and type-C, as well as a hybrid method referred to as type-IC. 

Eddy events for all eddy types are characterized by a position, a size Le and a time scale τç.  This eddy 
time scale is related to the rate of eddy events by a parameter β that is an adjustable constant within the 
model.  Like in other multiphase flow models, this constant can be determined through predictions of 
eddy dispersion in the presence of non-negligible particle settling velocities.  The analogy for k-ε particle 
models is the constants relating k/ε to the eddy lifetime [11, 12].  During an ODT eddy event, each 
location in an eddy is mapped to a new location according to the triplet map definitions in ODT.  This 
local displacement is denoted Δxe, and an eddy velocity is created as ve= Δxe/τe.  This is the gas velocity 
felt by the particles during the eddy event.  Each particle in the eddy region will interact with the eddy for 
a time τi ≤ τe.  The interaction time will equal the eddy time if the particle remains in the eddy region for 
all of the eddy time.  Otherwise, the interaction time is the time at which the particle trajectory takes it out 
of the eddy region.   

The initial particle implementation, referred to as type-I (for instantaneous), gives an apparent 
instantaneous particle displacement related to the fluid displacement by the eddy, Δxe, by the particle drag 
law assumed to occur over an eddy-interaction time. This eddy-interaction time occurs in parallel to the 
normal time evolution.  To determine particle velocities and time correlations needed for predicting 
statistics of interest [13] the effective particle velocity field leading to that displacement is mapped 
backwards in time. This type-I interaction has several important features including rigorous matching of 
the tracer particle (or small particle) limit where the particles remain associated with fluid elements.  This 
is important in the prediction of particle temperature evolution where the fluid diffusional processes are 
the most important effect in the evolution of the particle-observed temperature; refer to Eqs. 6 and 12 of 
Ref. [13].  Other aspects of our implementation of the type-I eddy interaction are given in Ref. [14].  
Figure 1 graphically illustrates the type-I particle-eddy interaction process.   
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Figure 1.  Particle trajectories during the type-I eddy interaction from Ref. [13].  In the eddy-interaction time frame the 
effect of fluid motion on the particle motion is determined (left).  In the real time coordinate the particle displacement and 
momentum change associated with the eddy event appears instantaneous, as does the fluid dispersion (right).  Open and 
closed circles show the initial and final fluid locations, respectively.  The box indicates the eddy region in space-time.   

The type-C particle-eddy interaction model differs in that the particle-eddy interactions are not discrete 
events like the fluid remapping during an eddy event.  Rather, they occur in a continuous manner over a 
finite time during the diffusive advancement within ODT.  As in type-I interactions, an eddy event 
induces a fluid velocity, ve= Δxe/τe, that acts on the particle through the drag law over a period of time 
given by the smaller of the eddy lifetime or the time that the particle leaves the eddy region.  These 
velocities are mapped forward in time so that they occur continuous in time during the diffusive 
advancement.  Figure 2 illustrates particle trajectories and the eddy locations for this type-C interaction, 
and can be compared with Figure 1. The type-C interaction is advantageous for simulation of larger 
particles where there is significant slip velocity.  These particles can cross temperature minima and 
maxima as they cross an eddy and this is retained in the type-C interaction.  Refer, for example, to Eqs. 9 
and 10 of Ref. [13].  Also note that the particle heat transfer coefficient is implemented as a type-C 
interaction for both eddy types as described in Ref. [13].  Other aspects of our implementation of the type-
C eddy interaction are given in Ref. [14].  Unlike the type-I interaction, type-C interactions do not reduce 
to the tracer limit as the particle size is reduced; this is a disadvantage of the type-C model. 

The third type of eddy interaction that has been implemented is a hybrid interaction referred to as type-IC.  
This acts as a type-I eddy for particles that are in the same location as an eddy event during the actual 
eddy event, while it acts as a type-C interaction for particles that cross into the eddy domain during the 
eddy lifetime.  In this sense, it may be possible to simultaneously capture the important small and large 
particle limits within a single model.  As of this report, we do not have sufficient results to determine 
whether there is a difference in the particle time-temperature history for the different eddy interaction 
types.   
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Figure 2. Illustration of notional particle trajectories in type-C interactions.  The left plot shows the particle path and the 
eddy locations.  The right plot shows the eddy interaction regions where it is seen that multiple interactions can occur 
simultaneously. 

Two-‐way	  particle-‐fluid	  coupling	  
When the particle loading represents a significant fraction of the fluid mass, the particle phase will 
influence the flow through the exchange of momentum between the phases.  This interaction is referred to 
as two-way coupling, and a key feature of two-way coupling for small particles of interest here is the 
reduction in the turbulence intensity and turbulence spreading rates because the particles reduce the 
velocity fluctuations.  We have developed models to account for the influence of particles on the 
turbulence within the ODT context.  The primary effect is through the eddy rate expression.  In general 
the eddy rate expression is obtained from a measure of the available kinetic energy over the length of an 
eddy.  In two-way coupling, the rate is adjusted in accordance with the change in particle momentum that 
would be associated with an eddy.  In brief, the rate expression is the square root of the available kinetic 
energy per eddy length per domain length.  The expression for the available kinetic energy is written as an 
integral over the eddy domain 

 ΔEi = 1
2

ρ vi '+ ciK + biJ( )2 − vi
2⎡

⎣
⎤
⎦∫   (1) 

where vi is the i-velocity component and the prime denotes its value after the triplet map.  The term ciK is 
a function that is added to the velocity component with the role of exchanging kinetic energy between the 
three velocity components, analogous to the pressure-scrambling and related return-to-isotropy effects 
that are well known to occur within turbulent flow [2].  The term biJ is the term that enforces momentum 
conservation for the velocity component [3]. In two-way coupling, the coefficient bi is set to conserve 
momentum between the phases, and it is directly proportional to the exchange of momentum between the 
fluid and particle phases during an eddy.  If the fluid would lose momentum to the particles during an 
eddy event, this term can reduce the eddy rate, or equivalently reduce the probability that a given eddy 
will occur.  A detailed explanation of the expression will be given elsewhere [15].    
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Particle	  Simulation	  Results	  	  
Results of particle simulations are presented for four cases: (1) dispersion in dilute jets, (2) dispersion in 
jets with significant two-way coupling, (3) particle deposition in channel flow, and (4) reacting shear 
layers.  The majority of these results serve to validate various aspects of the particle simulation model.  
The last set of simulations with particles in a reacting shear layer provides sample results of relevance to 
determining particle time-temperature histories.  In particular, the time scales over which the particle 
environment temperatures fluctuate are given.   

Turbulent	  dispersion	  in	  dilute	  jets	  
In most flows the turbulence is inhomogeneous, as occurs in jet flows, for example.  In this section we 
compare dispersion over a range of particle and fluid time scales with measurements of Ref. [16].  Two 
nozzle diameters and three different gas exit velocities provide a range of fluid time scales.  Two different 
particle diameters provide a simultaneous range of particle time scales resulting in a broad range of 
Stokes numbers.  Figure 4 shows particle dispersion compared with measurements over the range of 
Stokes numbers and Reynolds numbers, while Figure 4 shows the particle velocities.  

The jet configuration provides a good venue for indicating the sensitivity of the predictions to the value of 
the parameter βp.  In Figure 5 the dispersion for two of the cases can be compared for two different 
βp values.  This figure illustrates a general truth that the parameter βp has a more significant effect on 
particles with larger Stokes numbers.  This is related to the larger slip velocity and the greater ability of 
particles with large slip velocities to cross eddies, reducing the eddy interaction time and thus the eddy 
dispersion.  Slip velocities can also be important for impulsively accelerated flows as occurs with pressure 
waves.  In general, the parameter βp is not significant for very small particles that follow the fluid flow, 
that is for particles with Stokes numbers much less than unity.  The dispersion of the smallest particles is 
more closely linked to the turbulent flow evolution. 
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Figure 3: Predictions and measurements [16] of particle dispersion in dilute jet flows.  Particle Stokes numbers and flow 
Reynolds numbers are indicated in each panel. 

 
Figure 4: Predictions and measurements [16] of particle velocities in a dilute jet with a 7 mm nozzle. 
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Figure 5: Dispersion predictions for two different values of βp in dilute jet flows (7 m nozzle, Re = 10000) (c.f. Figure 3). 

Turbulent	  dispersion	  in	  particle-‐laden	  jets	  
When particle loading is sufficiently large, the momentum transfer between the fluid and particle phase 
alters the flow and (for particles that are not large relative to turbulence scales) reduces the intensity of the 
velocity fluctuations.  The two-way coupled flow capability is evaluated for flows where this is true.  In 
this section we present what we will refer to as preliminary results since there are aspects of the model 
that are still under evaluation.  The particle-laden jets as measured by Ref. [17] are used for comparison 
purposes here.  These jets issue from a 1.42 cm nozzle at 11.7 m/s.  We consider two different particle 
sizes (25 µm and 75 µm) having moderate Stokes numbers (3.6 and 10.8) and several different mass 
loading ratios (the relative mass flux of the fluid to the particle phase).  In Figure 6, the fluid mean and 
fluctuating velocities are shown, and it is evident that the particle-laden jet mixes more gradually: the 
centerline velocity decays more gradually, and the turbulent fluctuations develop more gradually.  Figure 
7 and Figure 8 show the varying degree to which the flow is affected by different particle mass loading 
ratios and by different particle sizes.   

 
Figure 6: Comparison of predictions and measurements for flow without particles (labeled as the single-phase 
experiments) and the 50% solids loading with a particle Stokes number of 3.6.  
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Figure 7: Comparison of predictions and measurements for flow with 25% and 50% solids loading with 25 µ m particles.   

 
Figure 8: Comparison of predictions and measurements for flow with 25%, 50% and 100% solids loading with 75 µm 
particles. 

ODT	  model	  comparisons	  with	  channel	  flows	  	  
Another important configuration to study for particle-fluid interactions is channel flow.  The 
inhomogeneities in turbulence fluctuations as the wall is approached lead to a net particle flux toward the 
walls that can be measured in an enhanced deposition process over certain parameter ranges.  We have 
investigated the prediction of this deposition flux for the conditions described in Ref. [18].  The relevant 
parameter is the particle time scale normalized by the boundary layer friction time sale, referred to as τp

+. 
For particle deposition, three regimes are generally observed: For very small particle time scales, 
Brownian motion is the dominant deposition mechanism. This mechanism is not included within the ODT 
code at this point, although it can readily be included if required, and no predictions are made in this 
regime (τp

+ < 1).  For intermediate particle time scales, the deposition rate is a strong function of the 
particle time scale because inhomogeneous fluctuations tend to move particles toward the wall. This is the 
region that we have focused on to evaluate the ODT models ability to handle inhomogeneous turbulence.  
Results for this regime are shown in Figure 9 for the conditions in Ref. [18].  For larger particle time 
scales, the particles are less affected by the turbulent fluctuations over the boundary layer and the 
deposition rate is reduced.  Schmidt and Kerstein have argued using results of the ODT model that the 
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observed fall off in the deposition rate may be even more significant in certain asymptotic limits that are 
difficult to measure [19].  

                               
Figure 9: ODT predictions of wall deposition rates compared with measurements from Ref. [18].   

Time	  scales	  for	  particle-‐turbulence	  interactions	  
The results presented above cover conditions for which quality data is available.  These conditions are 
generally non-reacting.  In the present section, we couple particle evolution with a configuration that is 
well-documented without particles, with both direct numerical simulations and ODT simulations [20-22].   
This is a turbulent mixing layer flame in which the oxidizer flows on the left and the fuel on the right of a 
splitter plane.  The velocity difference between the streams is 196 m/s.  The stream temperatures are at 
550 K, with ethylene as the fuel and air as the oxidizer.  Results of gas-phase ODT simulations for this 
configuration were presented in our prior report [13].  Figure 10 shows the mean temperature contours of 
a portion of the mixing layer domain.  Overlaid on these contours are particle paths for a large number of 
randomly distributed particles in a single flow realization. The particles move through the flow crossing 
individual flame elements, which exchange heat between the gas and particle phases.  Here we present 
statistics of particle evolution in this reacting flow configuration that are of relevance to the long-term 
goals of this project.  In particular, we discuss the statistics of the two time scales for the rate of change of 
the gas temperature around a particle that were identified in our previous work and are newly described 
below. 
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Figure 10. Mixing layer mean temperature contours with instantaneous particle paths overlaid. 

Prior to the discussion of the particle time scale statistics, similar quantities evaluated for the gas phase 
are presented.  The quantity that typically describes mixing rates in turbulent flow is the scalar dissipation 
rate, Eq. (4).  This is plotted in Figure 11 both as a function of time and conditionally averaged.  The 
scalar dissipation rate decays as the mixing layer grows as expected.  The most typical dissipation rates 
early in the evolution are just below 1000 s-1, and the most typical dissipation rates drop below 100 s-1 
later in the simulation.  We note that the average of the logarithm (base 10) is plotted in Figure 11, and 
this would represent the most typical value under the assumption that the dissipation rate is lognormally 
distributed, as is generally a good approximation.  The actual average dissipation rate is larger because the 
lognormal distribution has a large negative skewness in the (linear) dissipation rate coordinate.  The larger 
end of the distribution will be evident in the time scale distributions provided below for the particle-
associated data. The scalar dissipation rate is only sampled from the turbulent fluid with a mixture 
fraction value between 0.05 and 0.95 to avoid the large number of samples with a dissipation rate of zero 
in the free stream from affecting the statistics.  The conditional average is also plotted in Figure 11, and it 
shows the typical peak toward the center of the mixing layer.  The conditional average is taken over all 
times in Figure 11, but is provided at different times in Figure 12 for comparison purposes.  Note that the 
dissipation rate will go to zero as the mixture fraction approaches zero and unity in the two free streams 
outside of the region where the turbulence has developed. 

Also shown in Figure 12 is the conditional average of the mixture-fraction diffusion rate term as appears 
in Eq. (6).  This term takes on both positive and negative values, and the average is characteristic of the 
mean mixture fraction profile across the mixing layer.  At the earliest time, the profile is characteristic of 
that for laminar mixing, and the profile develops to a shallower profile because positive and negative rates 
are more balanced as the turbulence becomes more developed.  This will be more evident in the particle 
data presented below.  We note that the average rates for this diffusion are comparable to the scalar 
dissipation rates, of the order 100 to 1000 s-1 for the average values.     
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Figure 11: Evolution of the average of the logarithm of the scalar dissipation rate in the mixing layer (left) and its 
conditional average on the mixture fraction variable (right).   

 
Figure 12: The rate of mixture fraction diffusion is shown at left, conditionally averaged and at different evolution times, 
with similar profiles for the logarithm of the scalar dissipation rate at right.   

To understand the dynamics of the time scales experienced by particles, particles are distributed toward 
the central region of the 1.5 cm domain (within 0.3 cm of the center).  The particle relaxation time scales 
are 0.05 ms, resulting in a St≈1. This intermediate Stokes number allows both time scales to be 
comparable.  The particles evolve in the flow according to the models described and validated above.  
The values of the mixture fraction gradient, the slip velocity and the mixture fraction diffusion rate are all 
obtained at regular time intervals, and the rates defined in Eqs. (5) and (6) are computed.  In Figure 13 
and Figure 14 these probability density functions (PDF) of these rates are plotted for different mixture 
fraction intervals.  The terms in Eqs. (5) and (6) can be either positive or negative and also vary over 
several orders of magnitude.  In order to better represent the PDF, we plot as separate curves the negative 
and positive values of both of these terms denoted with different line styles (negative values as dashed 
and positive values as solid lines in Figure 13 and Figure 14). 
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The first point to be made regarding Figure 13 and Figure 14 is that the range of time scales varies by 
several orders of magnitude.  While the most typical rates are in the range of 100 s-1 to 1000 s-1, rates up 
to 105 for the diffusion rate scale and 106 for the velocity times the mixture fraction gradient rate are 
observed as are small values.  The rates also appear approximately lognormal.  This is not surprising since 
time scales in turbulent flows like these and the scalar dissipation rate are generally expected to vary over 
orders of magnitudes in turbulent flows.  However, it does emphasize the significance of accounting for 
these time scales when providing sufficient time in a high temperature environment is a concern.   

A comment should be made about the results in the lowest mixture fraction range (from 0.05 to 0.23) 
where there is a strong peak (or double peak) in both figures.  This peak results from one of the particle 
sources being initialized  near the lean side of the mixing layer and passing through the mixing layer 
while the flow was still not fully developed.  This results in a near-delta-function-like contribution to the 
PDF due to the deterministic nature of the flow there.  This is most significant on the lean side because 
the overall stoichiometry is such that the flame moves toward the lean direction, initially by laminar 
diffusion and later through turbulent mixing.  This movement is associated with air entrainment.   

A second comment should be made about the existence of unequal distributions for positive and negative 
values.  In the upper- and lower-most mixture fraction bins, the diffusion rate is strongly unequal with 
positive values prevalent at the lower mixture fraction bin and negative values prevalent at the upper 
mixture fraction bin as seen in Figure 13.  This is a consequence of the mean behavior that represents the 
overall entrainment of fluid from the surroundings that is evident in Figure 12.  The uneven distribution 
of positive and negative values does not appear in Figure 14.  The different behavior may be related to 
diffusion in near-laminar conditions shifting the results in Figure 13, while in Figure 14 the particle slip 
velocity is not sufficiently biased for these same conditions. 
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Figure 13: The PDF of the mixture fraction diffusion rate, defined in Eq. (6), as observed by particles through the 
domain.  Each plot represents conditional sampling on a different mixture fraction range as shown in the plot heading.  
Since both positive and negative values occur, (in terms of the mixture fraction rate of change) the values that are 
negative are plotted as the logarithm of their absolute value as the dashed line, while the values that are positive are 
plotted as their logarithm with the solid line. 
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Figure 14: The PDF of the particle slip velocity times the mixture fraction gradient giving the rate defined in Eq. (5) as 
observed by particles through the domain.  Each plot represents conditional sampling on a different mixture fraction 
range as shown in the plot heading.  Since both positive and negative values occur, (in terms of the mixture fraction rate 
of change) the values that are negative are plotted as the logarithm of their absolute value as the dashed line, while the 
values that are positive are plotted as their logarithm with the solid line. 
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Looking	  forward	  	  
The rates presented in the previous subsection are important for determining the interaction time scales 
for particles with flames, but additional information is also relevant.  This includes an analysis of the 
crossing frequencies and the correlation times.  The crossing frequency distribution will provide 
information on the number of times particles typically cross flame zones.  This provides additional 
opportunities for particles to be neutralized.  The correlation time will provide guidance on the length of 
time that the mixture fraction rate is correlated.  Very short correlation times might suggest that the 
largest rates in Figure 13 and Figure 14 are sufficiently short-lived to be irrelevant.  A similar quantity 
would be a mixture-fraction correlation length.  We do not have statistics for these quantities in this 
inhomogeneous flow, and this is a subject for future research, but correlation times have been computed 
for homogeneous flows reported previously [13].  An example of these correlation times is plotted in 
Figure 15 for the homogeneous flow conditions in Ref. [23].  There, shorter autocorrelation times for 
copper particles are seen because they traverse eddies faster.  Similarly short autocorrelation times in the 
context of transport relative to the mixture fraction coordinate may be observed for other large Stokes 
number particles.   

	  
Figure 15: Particle auto correlation time computed for the conditions of Ref. [23] 

Project	  statistics	  
In this reporting period support has been provided to the principal investigator and one graduate student 
intern at Sandia National Laboratories and to the co-principal investigator, one graduate student and three 
undergraduate students at Brigham Young University.  During this reporting period we have published 
two papers that were supported in part by this project [10, 21].  Ref. [10] is related to non-particle-specific 
aspects of the current ODT model while Ref. [21] describes model validation work done in part for Task 
2 last project year.  
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Summary	   	  
This report describes an approach to predict the statistics of particle time-temperature histories relevant to 
neutralization of particles through exposure to high temperature environments. To collect the statistical 
quantities of interest, we employ the ODT model. Lagrangian particle tracking has been implemented 
within the context of ODT to allow collection of statistics for particles that move relative to fluid 
elements (finite slip velocities), and this implementation has been evaluated through predictions of 
classical particle dispersion results.  Within the current project year we have made several extensions to 
the Lagrangian particle models within the ODT model.  These include differentiating between continuous 
and instantaneous actions of the turbulent eddies on the particle and two-way coupling between the 
particle and fluid momentum. 

To evaluate the performance of the ODT Lagrangian particle modeling capabilities, we have carried out a 
series of simulations for which there is experimental data available for comparison purposes.  This 
includes particle dispersion in jets, turbulence development in particle-laden jets where two-way coupling 
is important and deposition of particles onto channel walls in channel flow.  In general, the performance 
of the ODT model has been adequate in each of these cases.  While not discussed in this report, 
evaluation of model performance in each of these configurations has provided some further insight into 
the model and has guided further model refinement.   

We have also carried out sample simulations of particle histories in a reacting shear layer where particles 
are exposed to a spreading flame brush to begin our investigation of the particle parameter space.  These 
results are expressed in terms of the rate of mixture fraction change that the particles observe either 
associated with the local change in the fluid state or because the particles move through fluids of different 
states.  We show the statistics for the rate of change of the observed state (where the state could be 
linearly related to the temperature field, for example) vary by several orders of magnitude as is typical of 
turbulent time scales.   
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