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Abstract

In this paper, we present a modular framework for constructing a secure and efficient pro-
gram obfuscation scheme. Our approach, inspired by the obfuscation with respect to oracle
machines model of [4], retains an interactive online protocol with an oracle, but relaxes the
original computational and storage restrictions. We argue this is reasonable given the compu-
tational resources of modern personal devices. Furthermore, we relax the information-theoretic
security requirement for computational security to utilize established cryptographic primitives.

With this additional flexibility we are free to explore different cryptographic building-
blocks. Our approach combines authenticated encryption with private information retrieval
to construct a secure program obfuscation framework. We give a formal specification of our
framework, based on desired functionality and security properties, and provide an example
instantiation. In particular, we implement AES in Galois/Counter Mode for authenticated en-
cryption and the Gentry-Ramzan [13] constant communication-rate private information re-
trieval scheme. We present our implementation results and show that non-trivial sized pro-
grams can be realized, but scalability is quickly limited by computational overhead. Finally,
we include a discussion on security considerations when instantiating specific modules.
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1 Introduction and Motivation

Program obfuscation is a software protection technique that attempts to hide internal instructions
or operations from unauthorized observers. In practice, this is accomplished by transformation
tools that convert a given piece of source code into a new program that is functionally equivalent,
yet completely unintelligible from the original. Several commercial and open-source obfuscators
exist for a wide variety of languages, including, C/C++ [24], Java [3, 23], and JavaScript [17].

However, these obfuscators are far from ideal because they cannot prevent a dedicated adver-
sary from inverting the transformations that create the obfuscated code. Such reverse-engineering
is possible because obfuscated code must be compiled into a form that is eventually executed by
another computer, i.e., x86 instructions or Java byte-code. Since the compiled form retains all
the information of the un-obfuscated code, the original functionality can be recovered given the
appropriate decompiler, time and patience.

An ideal obfuscator, on the other hand, would transform a program into a “virtual black box”
that, when executed, leaks no information about the underlying program instructions. Unfortu-
nately, general program obfuscation in offline settings has been shown to be theoretically impossi-
ble [5, 15]. Despite these results, alternative obfuscation models have been proposed to investigate
scenarios where secure program obfuscation is still possible.

One model, proposed by researchers at Sandia National Laboratories, obfuscation with respect
to oracle machines [4] led to the development of CodeSeal [8] – a provably secure code obfuscation
technology. Unfortunately, due to certain assumptions in the original model, it is primarily limited
to small and trivial programs. Extending its capabilities to standard architectures, e.g, x86 and
ARM, as well as, improving its performance characteristics, would enable larger and more com-
plex programs to run securely in untrusted environments while simultaneously preserving program
integrity from malicious tampering.

Our goal is to build upon this effort and extend the practical applicability of the scheme to stan-
dard architectures while preserving the desired security properties. To achieve this, we retain the
interactive online protocol with an oracle, but relax the computational and storage restrictions. We
argue this is reasonable given the computational resources of modern personal devices. Even con-
strained microprocessors, e.g., smartcards, contain several hundred kilobytes of memory. Further-
more, we relax the original information-theoretic security requirement for computational security
to utilize advanced cryptographic primitives. With this added flexibility, we explore composing
different cryptographic building-blocks into a single secure program obfuscation framework.

Contributions: In this work, we develop a modular framework for constructing secure and
efficient program obfuscation schemes. We give a formal specification of our framework, based
on desired functionality, integrity and security properties, and focus on combining authenticated
encryption with private information retrieval (PIR). In particular, we implement AES in Galois/-
Counter Mode for authenticated encryption and the Gentry-Ramzan [13] constant communication-
rate PIR scheme. Our results show that non-trivial sized programs can be realized for standard
architectures. Finally, we discuss security considerations when instantiating specific modules.
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2 Related Work

Although not always identified explicitly, program obfuscation has been studied in the context of
several closely related problems:

Software Protection Problem: Protecting software from unauthorized tampering and/or du-
plication is an open problem that costs the software industry billions of dollars annually in lost
revenue. The earliest anti-piracy and software protection work dates to 1980 by Kent [18], who
suggested the use of tamper-resistant trusted-hardware and encrypted programs1 and differentiated
between the trusted host and trusted code problems. A few years later, Gosler [16] proposed the
use of dongles and magnetic signatures in floppy drives combined with anti-debugging techniques
to prevent software analysis and copying.

Cohen [11] proposed software diversity and code obfuscation, based on simple code transfor-
mation and obfuscation techniques, as a software protection mechanism. Additional techniques
were later proposed by Collberg et al [12] and Wang [25]. These, and other related transforma-
tions, can be found in commercial and open-source obfuscators [3, 17, 23, 24].

The first formal treatment of program obfuscation was initiated by Barak et al [5] who define
an obfuscator O to be an efficient, probabilistic compiler that transforms a program P into func-
tionally equivalent obfuscated program O(P) that behaves like a “virtual black-box”. In essence,
the information extracted by O(P) is equivalent to the information that can be extracted given only
oracle access to P.

Unfortunately, the primary contribution of this work is a negative result that proves the exis-
tence of a family of programs that are non-learnable and yet, unobfuscatable (by any code obfus-
cator). This implies, in its most extreme interpretation, that there does not exist a provably secure
obfuscation algorithm that works on every program. The final conclusion is that the offline “virtual
black box” concept is fundamentally flawed and that different models of program obfuscation must
be considered.

In one different model, obfuscation with respect to oracle machines [4], the authors propose
a provably secure program obfuscation technology applicable to deterministic finite automata and
general Turing machines. The obfuscator takes as input an unobfuscated program and outputs
obfuscated code along with its corresponding oracle. Our work extends this basic model and
proposes techniques to improve its performance. We provide an extended overview in Section 3.1.

Private Information Retrieval and Oblivious RAM: Although not directly related to ob-
fuscation, private information retrieval (PIR) and oblivious RAM (ORAM) schemes are worth
mentioning since this is the primary mechanism by which we seek to improve the communication
protocol. ORAM [14] schemes hide data access patterns in conjunction with trusted hardware to
prevent illegal software replication. Private information retrieval is a cryptographic mechanism in
which a client can query a database server for a record at index i, without revealing i to the server.
Several schemes exist to ensure private queries in both multi-server [9, 10] and single-server set-

1At the highest level of abstraction, a similar approach is taken in this work
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tings [7, 13, 20, 26]. It has also been shown that PIR schemes are closely connected to other
cryptographic primitives [22].

In our framework, we base the client-to-oracle communication protocol on the Gentry-Ramzan [13]
scheme. This constant communication-rate PIR scheme for the single-server setting is ideal for
minimizing communication complexity. However, this approach, based on a variant of the φ-
hiding assumption, requires a particularly expensive operation: computing discrete logarithms on
smooth order subgroups. Although asymptotically efficient, larger key sizes will be the limiting
factor in determining efficient query sizes in practice. As part of our work, we analyze this prac-
tical trade-off between the computational and communication complexity as applied to program
obfuscation.

Finally, we note there have been several PIR/ORAM implementation studies as applied to
a variety of domains. These include a mechanism for private DNS queries [21], outsourced
databases [26], and location privacy for location-based services [19].
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3 Preliminaries

3.1 CodeSeal Overview

CodeSeal [8] is a provably secure code obfuscation technology developed at Sandia National Lab-
oratories that operates under a new model called “obfuscation with respect to oracle machines”.
This approach, applicable to both deterministic finite automata (DFA) and general Turing ma-
chines (TM), takes as input an unobfuscated program and outputs: (1) obfuscated code function-
ally equivalent to the original, and (2) an oracle capable of executing the obfuscated code. We now
give a brief overview of the work and point the reader to [4] for complete details.

Under the oracle machine model, obfuscation is modeled as an online two-party protocol,
where the first party (client) stores some obfuscated code and the second party (oracle) contains a
small secret. The authors show that the oracle’s internal state must be read-proof and non-static as
a necessary condition for secure obfuscation, i.e., a trusted or tamper-resistant oracle. Otherwise,
an adversary could simply clone or virtualize the oracle.

Additionally, the oracle’s storage capacity was restricted to being asymptotically smaller than
the unobfuscated program. This critical restriction was imposed to prevent the trivial solution
where the oracle devolves into a remote-procedure-call (RPC) server storing all programs a-priori.
In practice, this models a computationally limited device, such as, a smartcard or co-processor.

The obfuscator, O, is a compiler that converts a program, P, into obfuscated code, O(P), that
is functionally equivalent to the original. P is represented as a TM state transition table and O(P)
is the authenticated encryption of P. Authenticated encryption preserves both the integrity and
confidentiality of P.

The obfuscator also outputs an oracle that internally contains the corresponding decryption key.
To execute obfuscated code, the client sends O(P) to the oracle who then decrypts and executes the
state-transition function based on the current input. Because of the imposed storage constraints,
the obfuscated code (and encrypted working tape information) must be retransmitted for every
state-transition. The final accept/reject decision is (optionally) returned to client.

Since the obfuscated code is encrypted, it can be distributed to any number of (untrusted) users
or devices. No other information is leaked to the client since the encrypted obfuscated code is
indistinguishable from random without knowledge of the decryption key. This holds even if the
user device has been compromised by a malicious adversary.

Although this is a very powerful primitive, communication overhead limits the approach to
small and trivial programs. This is a result of the storage constraints and information-theoretic se-
curity requirement, and require that the entire obfuscated state transition table and working tape be
transmitted for each individual state transition. Additionally, the communication overhead cannot
easily be bounded since the number of instructions executed is often much greater than the actual
program size, e.g., due to repeated instructions (for and while loops).
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This final point is acknowledged in the original analysis, with the authors noting that the ora-
cle’s internal variables may grow exponentially large and overflow the assumed storage space. To
prevent this end-state, the authors propose releasing the decryption key and allowing the obfuscated
code to be decrypted and run in the open. However, this is not an ideal solution.

3.2 Proposed Approach

We argue that the computational and storage restrictions originally placed on the oracle are too re-
strictive and unrealistic considering the computational abilities of modern devices. Even the most
constrained microprocessors found in smartcards contain several hundred kilobytes of flash mem-
ory. We propose relaxing these assumptions and, additionally, relaxing the original information-
theoretic security requirement for computational security to utilize advanced cryptographic primi-
tives. The flexibility we gain by doing so, opens up the possibility of exploring different approaches
to secure program obfuscation.

We use this freedom to construct a secure program-obfuscation framework based on the com-
position of authenticated encryption and private information retrieval primitives. Our hypothesis
is that replacing the original unbounded communication protocol with the Gentry-Ramzan [13]
constant communication-rate private information retrieval scheme will allow larger programs to be
obfuscated. Intuitively, this holds because a PIR scheme removes the need to transfer the entire
state transition table to execute a single state-transition operation. However, the computational
overhead required by PIR will eventually limit the performance improvements gained in practice.

12



4 Secure Program Obfuscation Framework

We now give a high level overview of our secure program obfuscation framework:

4.1 Primary Components

Figure 1: Primary Framework Components

Figure 1 illustrates the primary components of our secure program obfuscation framework:

Compiler: The compiler is responsible for transforming an unobfuscated program
into a functionally equivalent obfuscated form.

Client: Clients store a set of obfuscated programs that are executed via an in-
teractive protocol with their respective oracle. Clients are capable of
providing program inputs and (optionally) learn output behavior. How-
ever, they remain completely oblivious to the exact functionality of the
obfuscated program.

Oracle: The oracle is the most complex of the primary components. It is respon-
sible for de-obfuscating and executing programs in a trusted local envi-
ronment. Once program execution has terminated, the oracle (optionally)
returns any program output.

4.2 Operation Phases

Component operations are divided into compile time and runtime phases as depicted in Figure 2.
The compiler is only utilized during the compile-time phase and, whenever possible, in a secure or
trusted environment due to generation of sensitive cryptographic keys used during the obfuscation
process. The Target input refers to the target CPU architecture, i.e., x86 or ARM.

13



Figure 2: Operation phases

During the runtime phase, the client and oracle execute an obfuscated program, O(P), via a
variable-round interactive protocol. The exact number of rounds is determined by the oracle and its
local storage resources, as well as, the program P. It is important to note that all protocol messages
(apart from the client input) are completely obfuscated, i.e., only valid oracles are capable of
decrypting messages. However, the oracle may return the final program output message as plaintext
if required for a particular scenario.

4.3 Compiler

Figure 3: Compiler

The compiler is responsible for transforming programs into a cryptographically secure obfus-
cated form. It is divided into the series of independent sub-components as shown in Figure 3.
Conceptually, the compiler should be capable of accepting the program, target instruction set, and

14



cryptographic secret key as inputs, and output the obfuscated program O(P) and oracle capable of
executing the obfuscated program.

In our x86/ARM implementation, the Compile-To-Target component is simply the traditional
GNU Toolchain. It accepts x86 and ARM assembly source code files and compiles the program
into the appropriate instruction set. After compilation, the compiled binary is encrypted using se-
cret key input with one of the following encryption methods: No Encryption (debugging purposes)
or AES in GCM mode. This encrypted binary is the obfuscated program output by the compiler.
The oracle, as we will see in Section 4.5, is a general (prototype) oracle that is not tied to a specific
obfuscated program. However, it is tied to a specific instruction set, i.e., an x86 oracle cannot
execute on an ARM processor.

4.4 Client

module-initialization;
loadObfuscatedCode;
while oracleRunning do

send clientID;
send programInput;
send obfuscatedCode;
parseOracleResponse;

end

Figure 4: Client operation and pseudo-code

The client is the simplest primary component. It is composed of internal storage and a com-
munication sub-components. We assume that clients have the internal storage capacity to store the
complete obfuscated program O(P). A client may contain multiple obfuscated programs and may
communicate with one (or more) oracles during runtime. Although not specified here, we assume
that a client knows the correct mapping from O(P) to runtime oracle.

In our x86/ARM implementation, the communication component can be instantiated as either
a TCP/IP socket or as a Serial-over-USB link. The exact instantiation is compiled directly into the
client and may vary depending on the use case. For example, an oracle with access to the computer
network would use the TCP/IP socket interface while a compact Gumstix system-on-chip device
would utilize a serial-over-USB communication link.

15



4.5 Oracle

module-initialization;
while isRunning do

read clientID;
read programInput;
read obfuscatedCode;
if deobfuscateCode then

parseCode;
executeNextInstructions;

else
return error;

end
end
send programOutput;

Figure 5: Oracle operation and pseudo-code

The oracle is the most complex of the primary components with four independent sub-components.
The oracle receives an obfuscated program and (optional) client input via the communication com-
ponent. As with the client communication component, this can be either a TCP/IP socket or Serial-
over-USB link. It is important to note that the components are not interchangeable, i.e., an instance
of the socket communication component can only communicate with other socket communication
components.

After the input has been received, the oracle de-obfuscates the obfuscated program by decrypt-
ing it with the appropriate decryption method and decryption key. If the decryption component
fails, e.g., an invalid decryption method selected, the oracle aborts the runtime protocol and noti-
fies the client of the error. Otherwise, the oracle feeds the unobfuscated program into the runtime
engine component. This component is responsible for executing the next instruction(s) and (op-
tionally) returning updated registers and memory contents.

16



5 Formal Specification

The previous section outlined a high-level overview of our approach and described several inter-
acting components. This helps understand the additional complexity involved when implementing
our scheme for modern architectures.

However, our formal specification abstracts away from these details and focuses on two key
cryptographic components: authenticated encryption and private information retrieval. These cryp-
tographic primitives contain the security and privacy properties that, when composed together,
satisfy the requirements of a secure program obfuscation scheme.

Informally, we want an obfuscator that converts programs into virtual black boxes and a two-
party execution protocol that is both secure and private. This prevents a malicious adversary from
learning access patterns and from manipulating the obfuscated program.

5.1 Model and Definition

We expand the definition of polylogarithmic private information retrieval from [13] to include
security and integrity properties for the database contents. Security is defined as the advantage an
adversary has in the indistinguisability under chosen-ciphertext attack game (IND-CCA). A similar
definition is used for the integrity of ciphertexts (INT-CTXT) game. We adopt the formal definitions
of IND-CCA and INT-CTXT from [6].

Notation: If S is a set of elements, and D is a sampleable probability distribution on S, then
let s D←− S denote the process of picking an element s from S according to distribution D.

Let A(·, ..., ·) denote a probabilistic polynomial time algorithm that takes one or more inputs.
Let Pr[y← A(x) : b(y)] denote the probability that b(y) is true after y was generated by A on input
x. We denote AB

Q(·) as an algorithm that makes queries to B using algorithm Q.

We denote SE = (K ,E ,D) as a standard symmetric encryption scheme. K is the key genera-
tion algorithm; E is the encryption algorithm that takes as inputs a key and plaintext message and
outputs a ciphertext; D is the decryption algorithm that takes as inputs a key and ciphertext and
outputs the corresponding plaintext.

We call algorithm O(SE ,P) an obfuscator that takes as inputs a symmetric encryption scheme
and program P and outputs the ciphertext ObP, i.e., execute the encryption algorithm of SE . Let
n′ and n denote the size of P and ObP in bits, respectively. For a,b ∈ Z with a≤ b, let [a,b] denote
the set of integers between a and b inclusive and [b] denote [1,b]. Finally, let k and k′ be security
parameters of the system. We explain the relationship between k and k′ below.

Definition 1. Let Q(·, ·, ·), D(·, ·, ·), O(·, ·), R(·, ·, ·), and be polynomial-time algorithms. We say
that (Q,D,O,R) is a fully secure program obfuscation scheme if there exist constants a,b,c,d > 0
such that:
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• (Efficient Obfuscator) ∀n′ ∈ N, there exists a polynomial p such that,

|O(SE ,P)| ≤ p(n′)≤ n

• (Efficient Query Protocol) ∀n′ ∈ N, and if P takes t steps on input x, then there exists a
polynomial p such that AR

Q(x) takes at most p(t+n’) steps on x

• (Query Correctness) ∀n ∈ N, ∀B ∈ {0,1}n, ∀i ∈ [1,n], and ∀k′ ∈ N,

Pr[(q,s) R← Q(n, i,1k′);r R← D(B,q,1k′) : R(n, i,(q,s),r,1k′) = Bi]> 1−2ak′

• (Query Privacy) ∀n∈N, ∀i, j ∈ [1,n], ∀k′ ∈N such that 2k′ > nb, and ∀2ck′−gate circuits A,

|Pr[(q,s) R← Q(n, i,1k′) : A(n,q,1k′) = 1]−Pr[(q,s) R← Q(n, j,1k′) : A(n,q,1k) = 1]|< 2−dk′

• (Obfuscated Program Integrity) We say adversary A wins in the INT-CTXT game if it submits
to a verifier a ciphertext C not previously returned by E:

Advint−ctxt(A) = Pr[INT −CT XT A =⇒ 1]

• (Obfuscated Program Security) We say adversary A wins in the IND-CCA game if it

Advind−cca(A) = 2×Pr[IND−CCAA =⇒ 1]−1

• (Virtual Black Box) ∀k′ ∈ N, for every algorithm A and input x, there is a simulator S, such
that,

|Pr[AR
Q(O

R
Q(SE ,P),1k,x) = 1]−Pr[SM

Q (1|P|,1k,x) = 1]|< 2−k

Here a,b,c,d are the fundamental constants of the underlying CPIR scheme. Let B←O(SE ,P)
be the obfuscated program output that become the contents of our database, D is the client’s re-
sponse algorithm; Q is the oracle’s query-generating algorithm; R is the oracle’s recovery algo-
rithm; q is the oracle’s query to the client; s is the oracle’s secret (associated with q); e is the
client’s response. Note that the client/oracle are inverted from the usual user and database roles in
PIR. In our scheme, the oracle queries a client storing the obfuscated program.

Our scheme requires two separate security parameters: k and k′. The k parameter is for the
symmetric authenticated encryption scheme SE and k′ for the PIR scheme. The two are related
by k′ = f (k) for some polynomial f . In practice, we may have k′ = max{1024, |E | ∗4} to ensure
that the blocksize retrieved during each query round is large enough to contain at least a single
ciphertext.

18



6 Implementation Details

We implemented our scheme in C++ with multiple open source libraries: our Gentry-Ramzan PIR
scheme is based on the GNU Multiple Precision Arithmetic Library [1] and use the block-cipher
implementations found in the OpenSSL library [2]. Figure 6 depicts the inheritance diagram of all
possible engine instantiations. All three of the primary components (compiler, oracle, and client)
are built from the same class implementations.

Engine

CommProto CryptoEngine RunTimeEngine

BasicProto CPIRProto EncNone Symmetric EngineGDB EngineNative

AES Blowfish DES RC4

Figure 6: Engine inheritance diagram

Makefile Variables

The specific engines are selected at compile-time by setting the appropriate Makefile variables
in the top-level directory.

• COMMUNICATION=[ tcp | serialusb | all]
This variable defines the communication interface used between the oracle and server. The
tcp option creates an IPv4 TCP/IP sockets communication channel. The serialusb option
creates a serial-over-USB connection interface (intended for use with system-on-chip Gum-
stix devices). The all option compiles support for both interfaces directly into the oracle.

• COMM PROTO=[ basic | cpir ]
This variable defines the communication protocol used between the oracle and server. The
basic option defines a simple communication protocol where the server transmits all obfus-
cated code during each communication round. The cpir option defines an optimized com-
munication protocol built from the Gentry-Ramzan Constant Private Information Retrieval
protocol that allows an oracle to privately query only the data that is needed.

• COMMPROTO KEYFILE=[ key file path ]
This variable defines the secret key file used by the underlying communication protocol. It
is only required when COMM PROTO=cpir and should contain all the public key material
needed to execute the CPIR protocol.

Note: CPIR protocol parameters are specified inside the keyfile. They can be set using
the CMPR CPIR BLOCKSIZE and CMPR CPIR KEYSIZE variables or by executing the
provided key generation tool manually.
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• CRYPTO ENGINE=[ aes | des | blowfish | rc4 | none ]
This variable defines the cryptographic engine used to obfuscate and de-obfuscated pro-
grams. Currently, the only supported options are aes, des, blowfish, rc4, and none. The
first option defines the AES encryption algorithm in GCM mode and is currently the only
algorithm with GCM support in OpenSSL. The second option defines 3-DES encryption in
outer triple CBC DES encryption mode (the mode used by SSL). The third option defines the
Blowfish encryption algorithm in CBC mode. The fourth option defines the RC4 stream ci-
pher algorithm. The final option performs no program obfuscation and is primarily intended
for debugging purposes.

• CRYPTO KEYFILE=[ key file path ]
This variable defines the secret key file used by the underlying cryptographic engine. The
key file contains all the key material needed to properly encrypt and decrypt obfuscated code.

• RUNTIME ENGINE=[gdb | native]
This variable defines the oracle runtime engine used to parse and execute de-obfuscated
code. The first option defines a GDB based oracle capable of executing x86 and ARM based
instruction sets. The second option defines a “native” engine that executes code as if it were
initiated as remote-procedure-call protocol.

Note: The GDB based oracle requires more resources than what is optimally required. The
current implementation is a research prototype intended to serve as a proof-of-concept.

• EXEC INST CNT=[ Numeric value ]
This variable defines the number of instructions that should be executed by the oracle during
each communication round. This value will depend on the resources of the local environment
available to the oracle and must be greater than zero. In practice, this value should be as large
as possible to improve runtime performance.

• TARGET SET=[ x86 | arm ]
This variable defines the target instruction set for the server and oracle during compila-
tion. The first option defines an Intel x86 instruction set and traditional GNU toolchain.
The second defines ARM based instruction set and the arm-linux-gnueabi cross-compilation
toolchain.

• ORACLE INST SET=[ x86 | arm ]
This variable defines the target instruction set that the oracle is expected to parse and execute
with the runtime engine.

Note: It is entirely possible for a client to communicate (and execute obfuscated code) with
an oracle based on a different instruction set. For example, an x86 based client can commu-
nicate with an ARM based Gumstix oracle if the obfuscated code is also ARM based.

Additional documentation for multiple demonstrations, as well as, developer APIs are available
upon request as supplementary materials.
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6.1 Benchmarks

All tests were performed on a 3.2 GHz Intel Core i7 CPU running the Ubuntu 12.04 Linux dis-
tribution. Both the client and server algorithms were benchmarked to gain an understanding of
practical performance issues.

The benchmarking algorithm pseudo-code is outlined in Algorithm 1. It is a simple program
that takes as input an array of 42-character strings and a test string. If the test string is a member
of the array, the algorithm accepts the input, otherwise it is rejected. For the actual benchmarking,
the input array is compiled directly into the obfuscated program so that only the testing string is
communicated to the oracle each round. We repeat our experiment for varying sizes of Arr as listed
in Figure 7.

Input: array Arr of strings
Input: string str
Output: Accept if str ∈ Arr, otherwise Reject

result← Reject
foreach string s in Arr do

if s equals str then
result← Accept

end
end

return result

Algorithm 1: Benchmarking algorithm

|Arr| |O(P)| Instructions
(bytes) Executed

10 672 599
20 1090 1099
30 1510 1639
40 1930 2179
50 2350 2719
60 2770 3259
70 3190 3799
80 3610 4339
90 4030 4879

100 4450 5419

Figure 7: Arr sizes benchmarked

Our results, displayed in Figure 8, shows how, even for relatively small programs, the CPIR ap-
proach quickly outperforms the basic CodeSeal approach. If we focus on just the CPIR approaches
(Figure 9), we see only a minor difference between using larger keysizes and transmission over-
head. This is easily explained by the fact that larger keysizes allow larger blocks to be retrieved
during each round. If twice the number of instructions are retrieved per round, then we only query
half as often.

However, the stark difference in running times between keysizes indicates the huge trade-off
made between computational and communication complexity. Looking at the total running time
for each benchmark, Table 1, and average execution time per instruction, Table 2, we see the per-
formance impact of computing discrete logarithms on larger subgroups. This is the clear bottleneck
of our scheme and, unfortunately, we quickly hit the limits of (practical) scalability at a 2048 bit
keysize.

We can conclude, from a practical standpoint, that larger keysizes hinder the overall efficiency
of the scheme. Even if program blocks were optimized for locality, e.g., loop operations placed
together with inputs, the computational overhead would still be the limiting factor in the long run.
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Figure 8: Transmission Overhead

6.2 Security Considerations

There are several security considerations that must be taken into account when implementing a
secure program obfuscation scheme using our framework. Perhaps the biggest potential security
issue stems from possible side-channel analysis and timing attacks. The two most vulnerable
operations are the discrete log computation in the smooth-order subgroup, and the execution of
instruction blocks.

The former is vulnerable because the discrete log operation will be computed faster when
the database value is small compared to when the value is large. This difference could allow
an attacker to identify which block, or subset of blocks, was likely to be queried. Clearly, this
violates our query privacy requirement. This issue can be avoided by performing a fixed number
of operations during each discrete log operation, e.g., always execute the number of operations
required for computing the largest block value. Although this approach increases running time,
smaller key sizes could help offset the additional overhead.

The second vulnerability is related to the decrypted program instructions. As before, timing
differences between certain instructions in modern computing architectures, e.g., floating-point
operations vs integer multiplication, may leak information about the original program P. This
issue can be addressed by always waiting a fixed number of clock cycles before continuing with
normal operation. However, in practice, attacks against this vulnerability would have a low success
rate. The overhead from the network communication, decryption, and discrete log operations
compensate for the subtle differences during actual program execution.

22



 0

 200

 400

 600

 800

 1000

 1200

 1400

 1600

 0  20  40  60  80  100

T
ra

n
s
m

is
s
io

n
 O

v
e
rh

e
a
d
 (

K
B

)

Array size

CPIR (1024)
CPIR (2048)

Figure 9: CPIR Overhead

|Arr| Execution Time (min)
CPIR-1024 CPIR-2048

10 8.97 130.78
20 16.13 203.58
30 22.35 275.17
40 44.62 571.67
50 51.18 407.10
60 61.37 665.35
70 67.37 491.97
80 53.78 662.70
90 60.33 662.98

100 68.68 780.73

Table 1: Total Execution Time

Scheme blocksize / keysize (bits) Per Inst (ms)
CPIR 256 / 1024 945 [182]
CPIR 512 / 2048 10593 [8644]

Table 2: Average Execution Time (std dev in [])
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7 Conclusions

We presented a modular framework for constructing a secure and efficient program obfuscation
scheme based on the composition of two cryptographic building blocks in a straightforward way
that preserved all desired properties. We described a formal specification of our framework, and
implemented a single example using AES in Galois/Counter Mode for authenticated encryption
and the Gentry-Ramzan constant communication-rate private information retrieval scheme. We
presented our implementation results and showed that non-trivial sized programs can be realized,
but are quickly limited by the keysize of the PIR scheme. This indicates that the discrete logarithm
operation is simply too expensive and limits scalability to larger programs.
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