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Abstract

The Target-Matrix Optimization Paradigm (TMOP) is a method for improving mesh qual-
ity via node movement [11]. Through the use of appropriate pre-defined quality metrics
and Target-matrices, TMOP provides the ability to define mesh quality in terms of element
shape, volume, and edge orientation as a function of position within the mesh, thus facil-
itating high-level goals such as size-adapted meshing. The Paradigm is developed further
in this paper by showing how it can be applied to the problem of improving the mesh in
locations where the quality is the worst. Improving the worst quality portions of a mesh was
investigated by Freitag [8], Amenta [1], and others, who showed that the problem can be
formulated as a min-max optimization problem. The Target-paradigm is used to extend the
previous work in two important respects. First, by using quality metrics from the Target-
paradigm, quality can be user-specified via Target-matrices instead of the quality definition
being hard-wired into the quality metric. Second, by making use of the sample point concept
in TMOP, one can extend min-max mesh optimization to non-simplicial element types such
as quadrilaterals. Numerical experiments were performed to illustrate these extensions and
to investigate their utility. A non-gradient solver known as the amoeba was used to numer-
ically compute the optimal solutions. This derivative-free method, in conjunction with the
use of barrier metrics from TMOP, enables the solution of the min-max problem without
the use of explicit constraints to guarantee that the optimal mesh is non-inverted. The ex-
periments showed that the use of Target-metrics in min-max with triangle (or tetrahedral)
element meshes is able to effectively improve the worst quality elements in terms of shape
or in terms of size+shape. The experiments also showed that the mesh min-max extension
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to quadrilateral element meshes can lead to acceptable meshes using barrier metrics from
the Target-paradigm, provided that inter-element mesh smoothness is not important. Poor
behavior was observed when using non-barrier Target-metrics in min-max with quadrilateral
element meshes. For both simplicial and quadrilateral meshes, the min-sum method can be
competitive with min-max, however.
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Background and Introduction

Computational meshes are widely used in the solution of partial differential equations
(PDEs) for simulations of continuum physics. They are also used in some visualization
methods for rendering. Automatically generated meshes frequently suffer from defects such
as inverted elements and poor quality. The quality of the mesh is important because it affects
discretization accuracy, solver efficiency, and rendering effectiveness. Many mathematical
techniques have been proposed for improving poor quality meshes. These include methods
for improving the mesh even as it is generated (vertex insertion/deletion) [16] and post-
processing methods in which mesh topology is modified (edge or element swapping) [9, 6]
and/or vertex coordinates are modified (smoothing or optimization of an objective function
that measures mesh quality) [3, 5, 7, 10, 14, 17, 4]. The latter set of methods are sometimes
referred to as node-movement methods.

The fundamental concepts of the Paradigm were elucidated in [10], [11]. First, differ-
entiable local mappings are assigned to each element of the mesh that is to be improved.
Usually these mappings have the same form for each element type (e.g. the bilinear map
from a square master element to an arbitrary quadrilateral). Second, a set of sample points
within each master element is defined; these allow one to monitor quality within a mesh
element (e.g., at the four corners of a quadrilateral element or at the mid-face of a quadratic
hexahedral element). Third, the Jacobian matrix A derived from the mapping is evaluated
at each sample point. The significance of the Jacobian matrix is that it contains geometric
information about the mapping at the given sample point location; specifically, it can be
used to measure lengths of tangents, local area or volume, and orientation of the tangent
pair with respect to the global coordinate system. Fourth, for every sample point within the
mesh, not only does there exist a Jacobian matrix, but also a matrix (of the same dimensions)
which we call the target-matrix, W. The target-matrices are defined prior to optimization and
serve as the mechanism by which the user supplies their own definition of mesh quality, in
terms of the desired Jacobian matrix in the optimal mesh. Because a mesh typically contains
thousands or millions of elements (and thus even more sample points), it is not practical for
the user to specify the Target-matrices one by one. This issue is addressed through the use
of automated Target-calculators which use high-level information about the meshing prob-
lem (e.g., characteristic length-scales). This information is related to the Target-matrices
via their decomposition into matrix factors characterizing the shape, size, and orientation
of the local tangent vectors. Given the pair of matrices A and W at a sample point, the
matrix T = AW−1, known as the weighted Jacobian matrix, provides a useful scaling of the
Jacobian matrix. Fifth, the paradigm uses a set of local mesh quality metrics µ which are
functions whose domain is a set of matrices and whose range is a subset of the real numbers.
Usually the range is taken to be 0 to ∞, with 0 indicating optimal quality. For example, an
important metric in the planar mesh case is the 2D non-barrier shape metric

µ1(T ) =‖ T ‖2F −2 det(T ) (1)

where T is the 2 × 2 weighted Jacobian matrix, ‖ · ‖F is the Frobenius matrix norm, and
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det(·) is the matrix determinant. The domain of this metric is the set of all 2 × 2 real
matrices. It can be shown that the range of this metric is 0 to ∞ for any T in the domain;
further, µ1 = 0 if and only if T2×2 is a scaled rotation matrix. If the scaled rotation is denoted
by sR, with s scalar, then T = sR means that A = sRW . Therefore, when the minimum
is attained, the active Jacobian matrix in the optimal case is a scaled rotation times the
target-matrix. This means that the minimizer will be impacted only by shape information
within W and not by the scale or orientation information contained within W.

Finally, an objective function, which combines the values of the local mesh quality metric
evaluated at the sample points, is needed to define an unconstrained optimization problem.
To do this, the TMOP uses the concept of an objective function template. This approach is
discussed in the next section since it was not fully elaborated in [11].

Objective Function Templates in the Target-matrix Paradigm

Let S be the set of all sample point indices within a given mesh and let K ⊂ S be the
subset of the sample point indices on which we wish to evaluate quality. The subset K could
be, for example, the set of indices corresponding to sample points in a local mesh patch or
it could be the set of indices corresponding to sample points within a given mesh element.
Let K be the number of sample point indices within K. Given k ∈ K, the Jacobian matrix
at sample point k is Ak.

1 Prior to optimization, a set of non-singular Target-matrices Wk

is defined, one at each sample point, so we can form the weighted Jacobian matrix Tk. For
a selected TMOP local quality metric µ(T ), let µk = µ(Tk) be the quality of the mesh at
sample point k. To optimize mesh or patch quality one now needs an objective function to
combine all the quality metric values µk into a single number representing the quality of the
mesh (or patch). Because there is more than one way to create objective functions from
metric values, we introduce the idea of an objective function template.

An objective function template in TMOP is a function from RK to the real numbers (or
some subset thereof) and which is used to combine the values of the quality metric evaluated
at the sample points in K. A template that is commonly used in mesh optimization is based
on the `p norm of a vector. Let v ∈ RK have components vk. Then `p(v) = |v|p, i.e.,

`p(v) =

(
K∑
k=1

|vk|p
)1/p

(2)

If we let vk = µk be the vector of quality values, then `p (or, more frequently, `pp) becomes an
objective function template. The value p = 2 is frequently used. Although `p qualifies as an
objective function template, it suffers from a number of drawbacks. Consider, for example,

1It is important to note that if j and k are distinct sample points within the same mesh element, Aj and
Ak are equal in the case of linear simplicial elements, but are not necessarily equal for linear quadrilateral
and hexahedral elements, nor are they necessarily equal for quadratic triangle and tetrahedral elements.
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the cube geometry with a structured mesh of N perfect cube elements. If the quality µk = 1
for the perfect cube, then the quality of the entire mesh, under the `p template, would be N.
The quality of the mesh thus depends on the number of elements it contains (for example, if
the cube mesh has 8 perfect cube elements it has quality 8, whereas if it has 27 perfect cube
elements in has quality 27). One would like to use a template which can provide a quality
assessment that is independent of the number of elements in the mesh. This also would make
the numerical optimization problem easier when there are 107 or more elements per mesh.
Also, the absolute value within the template can lead to non-smooth optimization problems
if the local quality metric is not restricted to non-negative values.

An alternative template in TMOP which addresses the issues raised above is based on
the Hölder (or Power) Mean. Recall that the Hölder mean is defined by2

Hp(v) =

 1

K

∑
k∈K

vpk

1/p

(3)

For the purpose of using this mean in TMOP, we can restrict our discussion to the case
vk ≥ 0 for all k and p > 0 because all the Target-metrics are (by design) non-negative. We
call H1(v) the AVE (average) template and H2(v) the RMS (root-mean-square) template.
Within the context of TMOP, we will again replace each vk with the quality µk of the mesh
evaluated at the kth sample point within the mesh. A measure of the quality of the mesh or
patch based on the mean is thus

Hp(v) =

 1

K

∑
k∈K

µpk

1/p

(4)

and Hp
p is a useful template for an objective function. The power mean has the following

properties useful for aggregating local mesh quality values:

1. For a ≥ 0, if the range of vk is [a, b] for all k, then the range of Hp(v) is [a, b]. This
is important because if the mean is used to measure the quality of a mesh, then the
range of the mesh quality will be the same as the range of the local Target-metric used
in the mean.

2. If γ > 0, then Hp(γ v) = γ Hp(v). Thus, uniform scaling of the metric results in
uniform scaling of the template.

3. If, for some k, the value of vk decreases, then the value of the template Hp(v) decreases
(for any p).

4. If p < q, then Hp(v) < Hq(v).

2It is also useful sometimes to write Hp(v1, v2, ..., vK) in place of Hp(v).
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The power mean template can be naturally extended to p =∞ by defining

H+∞(v) ≡ max
k∈K

vk (5)

We call H+∞ the MAX (maximum) template.

Finally, we mention the use of hierarchical templates in TMOP. The Hölder Mean tem-
plates above were applied to the single vector v. This results in what we call a non-
hierarchical template. One can also form hierarchical templates that are useful in measuring
the quality of a mesh or patch containing non-simplicial elements in terms of the quality of
its elements. Let v = (v1, v2, . . . , vK) be a vector in RK . Define Π v to be a partition of the
vector v into a set of sub-vectors such that each component of v appears in one and only one
of the sub-vectors and such that every sub-vector has at least one component. Let the set
of vectors in Π v be (Π v)1, (Π v)2, ..., (Π v)N . We can then define the following hierarchical
objective function template

Θpq(Π v) = Hp
p (Hq

q [(Π v)1], H
q
q [(Π v)2], ..., H

q
q [(Π v)N ]) (6)

A hierarchical measure of mesh or patch quality is

Qpq(Π v) = Hp(Hq[(Π v)1], Hq[(Π v)2], ..., Hq[(Π v)N ]) (7)

As an example, let vk = µk be the value of the local quality metric at some sample point
in the mesh or patch. Let us partition the vector v by assigning to (Π v)j all the values of
the local quality metric which came from the sample points within element j. Then we can
measure the quality of the mesh or patch by computing Θpq(Π v). Note that if the mesh
contains mixed element types then the length of each of the vectors (Π v)n will vary. This
gives us a solid method for measuring the quality of hybrid meshes.

In this paper we use the following hierarchical templates: (1) Θ∞,∞(Π v) = H∞(v) and
(2) Θ1,1(Π v) (equals H1(v) when the length of each vector in the partition is the same). In
section 5.2.19, we also use (3) Θ∞,1(Π v), and (4) Θp,p(Π v) with p = 2 or 4. The latter is
equivalent to Hp

p (v) when the length of each vector in the partition is the same.

Objective Functions in the Target-matrix Paradigm

A mesh objective function is a function of the mesh coordinates and can be constructed
from an objective function template. Define X (K) = {x1, x2, . . . , xK}, xk ∈ Rd, to be the
set of vertex coordinates associated with the sample points in K.3 Because the local active

3d is the dimension of the space, usually 2 or 3.
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matrices Ak depend on X (or a subset thereof), so does the matrix Tk. In turn, this means
that µk = µ(Tk) = µ(Tk(X )) depends on the mesh vertices. When vk = µk, we can write
v = v(X ) and a TMOP (non-hierarchical) objective function Fp is the composition of the
template Hp

p with the vector v(X ), raised to the power p. Explicitly,

Fp(X ) = Hp
p (v(X )) (8)

Hp
P is used in the objective function rather than Hp because this yields a non-dense Hessian

matrix, convenient for numerical optimization methods.

One can also create hierarchical objective functions Fpq using the hierarchical objective
function templates.

Fpq(X ) = Θpq(Π v(X )) (9)

Since most TMOP local quality metrics values range from 0 to ∞, TMOP objective
functions generally range from 0 to ∞, with zero being the optimal value. As a result,
TMOP objective functions are minimized, as opposed to being maximized. The value p = 1
is most commonly used because it is numerically convenient and often yields significant
improvement in the mesh quality. In this case, the optimal mesh is one which minimizes the
average value of the mesh quality metric over the set of sample points.

It is often pointed out by researchers in the field that minimizing the maximum value of
the mesh quality metric may be superior to minimizing the average value since the maximum
value corresponds to the locations within the mesh having the worst quality. Use of the H∞
’mean’ as the template in creating TMOP objective functions means that, in theory at least,
worst case mesh quality can be addressed within the Target-matrix paradigm and, more
significantly, that most of the power of the paradigm can be brought to bear in this setting.
Demonstrating this fact computationally is a major focus of the present paper. A min-max
objective function within the Target-matrix paradigm is

F∞(X ) = max
k∈K

µ(Tk(X )) (10)

with µ(T ) a Target-metric, K the set of sample points within a local mesh patch. For
simplicial meshes (triangles or tetrahedra) we use only one sample point per element.

Application of the min-max optimization problem to the improvement of mesh quality on
local mesh patches (containing one free vertex) is, of course, not new. Theory associated with
this application is discussed in [1], which showed that if the local measure of mesh quality
(a function of the free vertex) has convex level sets, then the optimal position is unique.4

Diachin [8] created a numerical optimization solver to compute the optimal solution to the
Min-Max problem, based on an active set method and which did not use Target-metrics.
The method, applied to meshes consisting of more than one free vertex, was

4VanderZee [12] showed that some of the 2D TMOP metrics are convex, notably the one in equation (1).
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0. Initialize the termination criteria

1. Loop over i = 1, 2, . . . , iouter−max, with iouter−max being the number of passes over the
global mesh

2. Loop over j = 1, 2, . . . , J , with J being the total number of free vertices in the global
mesh

3. Get the jth local mesh patch

4. Perform iinner−max iterations of the min-max optimization solver on the jth local mesh
patch and update the position of the jth free vertex accordingly

5. End loop over local mesh patches

6. End loop over outer iterations

The list of free vertices in step 2 is not sorted according to quality; thus the ordering of the
vertices depends on the order in which the vertices were created during the meshing step.
This algorithm is also used in the present paper, except that we used a non-gradient (i.e.,
derivative-free) solver in step 4 rather than the OptMS active set solver. The non-gradient
solver is described next.

A Non-Gradient solver for the min-max problem

It is well known that the min-max problem can lead to non-differentiable objective func-
tions and this is generally true for the meshing application - the objective function is not
everywhere differentiable with respect to the free mesh vertices. In particular, it is not dif-
ferentiable at the optimal solution. Therefore, one should not use gradient or Hessian-based
methods for solving the mesh min-max problem. The local patch mesh min-max optimiza-
tion problem is low-dimensional since each patch consists of one free vertex and thus only 2
or 3 variables. Moreover, the objective function evaluations are inexpensive. The min-max
problem can, for example, be solved using an optimization method which uses only values
of the objective function. Direct search methods for mesh optimization where introduced
in [13]. An example of direct search is given in the present paper using a solver from [15].
Although such methods are recognized as being relatively slow compared to more sophis-
ticated approaches, they are adequate for our purpose, which is simply to illustrate how
the mesh min-max can be naturally incorporated into the Target-matrix paradigm. Even
among methods which do not use gradient or Hessian information, there are a lot of possible
solvers; we used amoeba, which we implemented in the Mesquite code [2] so that we could
take advantage of all the Target-matrix functionality.
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The Amoeba Algorithm Tailored to the Mesh Optimization Prob-
lem

The amoeba algorithm is well-known and so we do not describe it here (see [15], for
example). However, we will describe in this sub-section the way in which Mesquite’s mesh
data is translated into data which the amoeba can use, along with a few modifications made
to the algorithm to place it within the context of the Target-matrix mesh optimization
paradigm as implemented in Mesquite. Our implementation differs from the description in
Numerical Recipes in the following ways:

1. For barrier metrics, if a point of the simplex (or the new point) is infeasible, we set the
value of the OF to a large number to represent infinity.

2. For non-barrier metrics, we ignore the feasible flag altogether, and never set the OF
value to a large number to represent infinity.

3. Because we wanted to investigate convergence behavior, the termination criterion for
the amoeba was changed to number of inner iterations.

4. The initial diameter of the amoeba was equal to the smallest edge-length in the mesh,
times an empirically determined factor f . This factor is problem dependent. In general,
if f is over-small or over-large the convergence rate of the solver is relatively slow,
while over-large values of f can also cause the solver to try vertex positions outside
the feasible region, which is especially troublesome for barrier metrics. Initialization
of this scale factor could therefore be an issue in practical mesh optimization, but was
not an issue in this research.

Numerical Experiments

This section describes numerical experiments that were performed to provide evidence
that our solution algorithm is working correctly and to illustrate some of the results of
extending the mesh min-max method via the Target-matrix paradigm.

Numerical Experiment Test Plan

The experiment test plan is summarized in Table . Experiments 1, 1a, 1b, 2, and 2a op-
timize a 2D triangle mesh consisting of a single local patch (one free vertex). Experiments 3
and 4, investigate behavior on a triangle mesh with two free vertices. The seven experiments
1-4 were performed mainly to confirm that the non-gradient solver was implemented cor-
rectly and was able to provide correct solutions to the min-max method on triangle meshes.
Experiments 5, 5a, 6, 6a, and 7 use a triangle mesh with 33 free vertices. Experiments 8,
8a, 8b, 9, 9a, 10, and 10a optimize meshes consisting of quadrilateral elements. Finally,
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experiment 11 optimizes a 3D tetrahedral mesh. Where appropriate, the results of each
experiment are displayed in the form of (i) the initial mesh, (ii) the optimized mesh, (iii)
the initial mesh quality, (assessed by the relevant metric), (iv) the optimized mesh quality,
assessed with the same metric, and (v) for meshes with a single free vertex, a plot of the
objective functions’ level set contours, optimization path, and convergence history. For the
experiments in this report, we report only fully converged results because our focus is on the
correctness of results, rather than efficiency of the solver.

Inputs for the numerical experiments are given in Table . Key input variables are:

1. Max template (H∞) or Ave template (H1).

2. TMOP metics:

(a) 2D non-barrier shape metric (µ1 in equation 1), or

(b) 2D barrier shape metric µ2,
5 or

µ2(T ) =
‖ T ‖2F

2 det(T )
− 1 (11)

(c) 2D non-barrier shape+size metric µ3, or

µ3(T ) =‖ T ‖2F −2
√
‖ T ‖2F +2 det(T ) + 2 (12)

(d) 3D non-barrier shape metric µ4, or

µ4(T ) =‖ T ‖3 −3
√

3 det(T ) (13)

(e) 3D barrier shape metric µ5

µ5(T ) =
‖ T ‖3

3
√

3 det(T )
− 1 (14)

3. Target-matrix: Except for Experiment 7, the Target-matrix is a constant matrix (i.e.,
one which is the same at all sample points). In most of the experiments which contain
triangle elements, the Target-matrix corresponds to an equilateral triangle with unit
area, and is given by the 2× 2 matrix

Weq2 =

(
2√
3

)1/2 (
1 1

2

0
√
3
2

)
(15)

For the tetrahedral element mesh, Weq2 is replaced with Weq3, which corresponds to an
equilateral tetrahedron with unit volume. The experiments with quadrilateral elements
used I2×2 (the identify matrix) as the Target-matrix..

5The domain of this metric is any 2× 2 real matrix whose determinant is positive.
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Exp No. Template Metric Target Element #Free Mesh/Patch
1 Max µ1 Weq2 Tri 1 Hexagon
1a Max µ1 Weq2 Tri 1 Horseshoe
1b Ave µ1 Weq2 Tri 1 Horseshoe
2 Max µ2 Weq2 Tri 1 Hexagon
2a Max µ2 Weq2 Tri 1 Horseshoe

3 Max µ1 Weq2 Tri 2 EqualTri2
4 Max µ2 Weq2 Tri 2 EqualTri2

5 Max µ1 Weq2 Tri 33 Circle
5a Ave µ1 Weq2 Tri 33 Circle
6 Max µ3 λWeq2 Tri 33 Circle
6a Ave µ3 λWeq2 Tri 33 Circle
7 Max µ3 λ(r)Weq2 Tri 33 Circle

8 Max µ1 I2×2 Quad 1 Square
8a Max µ1 I2×2 Quad 1 Horseshoe
8b Ave µ1 I2×2 Quad 1 Horseshoe
9 Max µ2 I2×2 Quad 1 Horseshoe
9a Ave µ2 I2×2 Quad 1 Horseshoe
10 Max/Ave µ1, µ2, µ3 I2×2 Quad 21 UnstrQuad
10a Max/Ave µ1 I2×2 Quad 2 Small Quad

11 Max/Ave µ4, µ5 Weq3 Tet 1322 Tire

Table 1. Numerical Experiment Test Plan

4. Element Type: Tri (triangles), Quad (quadrilaterals), or Tet (tetrahedral).6 Triangles
have one sample point within each element, quadrilaterals have four, and tetrahedra
have one.

5. #Free is the number of free vertices in the global mesh (every local patch has one free
vertex).

6. Mesh or Patch: A brief description of the mesh or patch is given.

All of the experiments were performed using the Non-gradient (amoeba) solver.

Experiments Confirming the Non-gradient Solver

Experiments 1-4 confirm that the non-gradient solver, in conjunction with some basic
Target-metrics, was implemented correctly.

6Hexahedral elements were not investigated because the results of our investigations using quadrilateral
elements were somewhat disappointing.
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Numerical Experiment 1 Results

Figure 1 shows the initial and final computed meshes resulting from Experiment 1. The
triangles in the initial mesh have different shapes and none are equilateral, whereas all the
triangles in the computed optimal mesh are equilateral. This result is consistent with our
expectations, which are based on (1) the symmetric arrangement of the patch boundary
vertices, (2) use of a Target-matrix corresponding to an equilateral triangle, and (3) use of
a Shape metric (which is invariant to element size and orientation). The maximum quality
in the optimal mesh is zero, indicating that Ak = sRWk for each element k and for some
unspecified scale and rotation factors. On the left, Figure 2 shows the level sets corresponding
to the patch and non-barrier shape metric µ1. The level sets are concentric circles around
the central point of the hexagon patch; due to the high symmetry of the patch, the level set
contours are smooth in this experiment. The path of the free vertex vs. iteration count is
also shown; one sees the vertex move from the initial point in a counter-clockwise direction
around the optimal point for a few iterations before it zooms in on the optimum location.
On the right, Figure 2 shows the logarithm of the value of the objective function vs. the
iteration count. In 57 inner (amoeba) iterations, the value of the objective function decreases
from ≈ 100 to ≈ 10−16. In experiment 1, the emprically-determined value for the initial size
of the amoeba simplex was 4*the minimum edge-length. We conclude from this experiment
that the solver was able to converge to the correct solution on this extremely simple, but
useful, test problem.

Figure 1. Mesh Patch in Experiment 1: (Left) Initial
(Right) Optimized

Element Quality:
Initial Mesh µ1: min=1.47, ave=1.47, max=1.47
Optimized Mesh µ1: min=0, ave=0, max=0
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Figure 2. Experiment 1 (Left) Objective Function Con-
tour Plot and Optimization Path (Right) Objective Function
Value vs. Inner Iteration Count.
The minimum value, ≈ 10−16 (i.e., machine zero), was at-
tained after 57 inner iterations.
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Numerical Experiment 1a Results

Experiment 1a has the same set-up as Experiment 1 except that the patch is changed
from the hexagon to the so-called Horseshoe. The significance of the latter patch is that it
is non-convex. When this patch is used in conjunction with the non-barrier quality metric
µ1 (and with many other metrics), the optimal point lies outside the set of points at which
the mesh is non-inverted. As Figure 3 shows, both the initial and the optimal meshes in
this problem are inverted. Figure 4 (left) shows the level sets in this problem. The level sets
are convex, but non-smooth. The level set plot confirms that the miminum of the objective
function lies outside the patch domain, which explains why the optimal mesh is inverted.
Note also that the patch does not admit a solution that consists of all elements having the
desired equilateral shape. As a result, the values of the µ1 quality metric are not zero on
the optimal mesh. We do see from these quality metrics, however, that both the average
and the worst case quality are improved by the optimization. The objective function vs.
iteration count is given on the right in Figure 4. It shows the value of the objective function
decreasing from ≈ 3 to ≈ 10−5 in 54 iterations. This experiment shows that the solver finds
the correct optimal position and it also shows, incidentally, that inverted meshes can be
generated when using the maximum template with non-barrier metrics.

Figure 3. Mesh Patch in Experiment 1a: (Left) Initial
(Right) Optimized (The two elements at the bottom of the
optimized mesh are inverted because the optimal location of
the free vertex lies outside the domain.)

Element Quality:
Initial Mesh µ1: min=2.18, ave=3.93, max=4.20
Optimized Mesh µ1: min=2.41, ave=2.41, max=2.41

24



1 0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

0 10 20 30 40 50 60
10 5

10 4

10 3

10 2

10 1

100

101

Figure 4. Experiment 1a (Left) Objective Function Con-
tour Plot and Optimization Path
(Right) Objective Function Value vs. Inner Iteration Count.
The minimum value, ≈ 10−5, was attained after 50 inner
iterations.
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Numerical Experiment 1b Results

Experiment 1b has the same set-up as Experiment 1a except that instead of using the
maximum template, we use the Hölder Mean (Hp) template (with p = 1) so that the objective
function is simply the linear average of the quality of the four elements in the patch. The
initial mesh patch is the same as in experiment 1a, while the optimized mesh in 1b is similar
to, but not exactly the same as in 1a (see Figure 5). Level set contours for Experiment 1b
are shown in Figure 6 (left). Comparing the contours to those in Experiment 1a, we see that
in 1b, the contours are smooth, as well as convex, and that the optimal point is slightly lower
than it was in 1a. The resulting optimal mesh is thus inverted in both 1a and 1b. In spite
of that, one sees from the values of the quality metrics that both the average and the worst
case quality are improved by the optimization. The worst case quality is not as improved as
much as it was in Experiment 1a since the maximum template was not used. The path of
the free vertex and plot of objective function value vs. iteration count (Figure 6, right) are
similar to those in Experiment 1a. This experiment shows that the solver again finds the
correct optimal position and that the solver can work correctly with the Mean template as
well as the Maximum. The experiment also shows, incidentally, that the choice of objective
function template can affect both the location of the optimum and the smoothness of the
level set contours, even when the same quality metric is employed.

Figure 5. Mesh Patch in Experiment 1b: (Left) Initial
(Right) Optimized (The optimized mesh contains two
inverted elements.)

Element Quality:
Initial Mesh µ1: min=2.18, ave=3.93, max=4.20
Optimized Mesh µ1: min=2.19, ave=2.39, max=2.59
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Figure 6. Experiment 1b (Left) Objective Function Con-
tour Plot and Optimization Path
(Right) Objective Function Value vs. Inner Iteration Count.
The minimum value, ≈ 10−5, was attained after 30 inner
iterations.
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Numerical Experiment 2 Results

The set-up in Experiment 2 is identical to Experiment 1 except that the local quality
metric was changed from the non-barrier shape metric µ1 to the barrier shape metric µ2.
The primary purpse of the test was to verify that the non-gradient solver can work correctly
when using a barrier metric as the basis of the objective function.

Figure 7 shows the initial and final computed meshes resulting from Experiment 2. These
results are identical to those found in Experiment 1 even though a different metric has been
used. This is expected due to the high symmetry of the patch and in spite of the fact that
the level set contour plots for the two metrics are otherwise different (compare Figures 2
and 8). In the latter case, the metric is only defined for det(T ) > 0, so the contours do not
extend outside the domain. They, in fact, become infinte on the boundary of the domain.
Therefore, the initial mesh must be non-inverted in order to apply this (and other barrier)
metrics. Figure 8 (right) shows that the value of the objective function in Experiment 2
decreases from ≈ 100 to ≈ 10−16 in 53 iterations.

In experiment 2, the emprically-determined value for the initial size of the amoeba simplex
was 4*the minimum edge-length.

Figure 7. Mesh Patch in Experiment 2: (Left) Initial
(Right) Optimized

Element Quality:
Initial Mesh µ2: min=0.131, ave=0.282, max=0.324
Optimized Mesh µ2: min=0, ave=0, max=0
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Figure 8. Experiment 2 (Left) Objective Function Contour
Plot and Optimization Path
(Right) Log of Objective Function Value vs. Inner Iteration
Count.
The minimum value, ≈ 10−16 (i.e., machine zero), was at-
tained after 53 inner iterations.
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Numerical Experiment 2a Results

The set-up in Experiment 2a was the same as in Experiment 2 except that the hexagon
patch was replaced by the Horseshoe patch. The primary purpose of this experiment was
to verify that the solver can work correctly on a non-convex patch when using a barrier
metric. In this problem, the position of the free vertex in the initial mesh was changed from
its position in Experiments 1a and 1b so that the initial mesh is non-inverted, as required
when using a barrier metric. See Figure 9 for a look at the initial and optimized meshes.
In this case, the optimal mesh is non-inverted, as one would expect from using a barrier
metric. The level set contours in this problem are shown in Figure 10. Because this is a
barrier metric, the metric is only defined on the feasible region, and thus the contours lie in
a subset of the patch domain. Moreover, the optimum lies inside the feasible region. It is
interesting to compare the level set contours in Experiment 2a to those in 1a; the difference
between the two is due solely to the change to a barrier metric from a non-barrier metric.

Figure 9. Mesh Patch in Experiment 2a: (Left) Initial
(Right) Optimized. There are no inverted elements.

Element Quality:
Initial Mesh µ2: min=1.56, ave=3.57, max=7.00
Optimized Mesh µ2: min=2.85, ave=2.85, max=2.85
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Figure 10. Experiment 2a (Left) Objective Function Con-
tour Plot and Optimization Path
(Right) Objective Function Value vs. Inner Iteration Count.
The minimum value, ≈ 10−5, was attained after 42 inner
iterations.
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Numerical Experiment 3 Results

The set-up in Experiment 3 is the same as in Experiment 1 except that we change to
a mesh having two free vertices. To converge this problem requires increasing the outer
iteration criterion from 1 (used in all the single free vertex meshes) to a larger value (2
suffices in this case). Once again, the solution to this problem is known (all equilateral
triangles), therefore it is easy to ascertain whether or not the non-gradient solver was able
to find this solution. Figure 11 shows the initial and final computed meshes resulting from
Experiment 3. Judging from this result, the derivative free (non-gradient) solver and outer
loop over the patches worked correctly on this problem.

Figure 11. Mesh Patch in Experiment 3: (Left) Initial
(Right) Optimized

Element Quality:
Initial Mesh µ1: min=1.03, ave=1.74, max=4.19
Optimized Mesh µ1: min=0, ave=0, max=0
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Numerical Experiment 4 Results

The set-up in Experiment 4 is that same as in Experiment 3 except that we changed from
using µ1 to using the barrier metric µ2. Once again, the solver is able to correctly compute
the correct solution (see Figure 12).

Figure 12. Mesh Patch in Experiment 4: (Left) Initial
(Right) Optimized

Element Quality:
Initial Mesh µ2: min=0.100, ave=0.474, max=0.788
Optimized Mesh µ2: min=0.000082, ave=0.000219,
max=0.000346

Experiments Illustrating Target-metrics within the Min-max Method

Experiments 5-7 illustrate the min-max method on triangle meshes with multiple ver-
tices, with its extension to Target-paradigm quality metrics (barrier, non-barrier, shape,
shape+size).
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Numerical Experiment 5 Results

The set-up in Experiment 5 is the same as in Experiment 1 except that the hexagonal
patch with one free vertex is replaced by a multi-vertex triangle mesh on a circular domain.
Figure 13 shows the initial and optimized meshes on the Left and Right, respectively. On the
whole, the elements in the optimized mesh are closer to being equilateral than they are in
the initial mesh. The objective function decreases from 3.73 on the initial mesh to 0.538 on
the optimized mesh, and the average quality also decreases. In Table 2 we report the values
of the objective function on the optimized mesh for various values of the inner termination
criterion, the outer criterion, and the relative size of the amoeba in the Non-gradient solver.
By design, each entry in the table takes roughly the same amount of computational work
because the product of the inner and outer termination criteria is always 256. Each row in
the table reflects a fixed amoeba size. The table shows that in Experiment 5, for a fixed
amount of computational work (256), the objective function is the smallest when either 32
or 16 inner iterations are performed, in concert with 8 or 16 outer iterations respectively,
regardless of the size of the amoeba. Clearly, these ideal iteration limits will be problem
dependent and will, among other things, depend on the number of vertices in the mesh.

We now take a closer look at the quality of the initial and optimal meshes in Experiment
5 in terms of the distribution of quality. Quality distribution can be displayed in terms of his-
tograms which show the number of elements in the global mesh whose quality is between two
numbers which define a quality bin. For example, we show in Figure 14 a quality histogram
for the initial mesh, measured using the non-barrier shape metric µ1. The histograms shows
23 triangle elements having quality between (0, 0.4), 15 between (0.4,0.8), and so on. There
is one element in the worst quality bin (3.6-4.0), corresponding the the maximum quality
of 3.72948. The histogram for the optimized mesh in Experiment 5 is shown in Figure 15;
optimzation was based on the MAX template. The worst quality element in this mesh has
quality 0.525371. Notice that the bins in this histogram are not the same as they were for
the initial mesh. In order to effectively compare the two hitsograms we show a common-scale
histogram in Figure 16. The figure shows that the worst quality elements have improved
so that they now belong to the second best quality bin. The standard deviation of the
histogram for the optimal mesh is much smaller than it is for the initial mesh.
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Figure 13. Mesh Patch in Experiment 5: (Left) Initial
(Right) Optimized w/MAX

Element Quality:
Initial Mesh µ1: min=0.005, ave=0.591, max=3.73
Optimized Mesh µ1: min=0.034, ave=0.385, max=0.525

ElementMaxQM(TShapeNB1) histogram: (log10 plot)

( 0-0.4) |====================================================23

(0.4-0.8) |====================================================15

(0.8-1.2) |6

(1.2-1.6) |1

(1.6-2 ) |1

( 2-2.4) |1

(2.4-2.8) |0

(2.8-3.2) |0

(3.2-3.6) |0

(3.6-4 ) |1

Histogram Statistics:

minimum average rms maximum std.dev.

0.00510058 0.591426 0.889919 3.72948 0.664959

Figure 14. Quality Histogram for Initial Mesh, using µ1.
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Rel Size (256,1) (128,2) (64,4) (32,8) (16,16) (8,32) (4,64) (2,128)
1 1.13 0.718 0.640 0.557 0.712 0.887 1.50 72

0.5 1.13 0.718 0.641 0.641 0.621 1.38 1.51 72
0.25 1.13 0.718 0.641 0.538 0.599 1.06 1.40 72
0.125 1.13 0.718 0.634 0.644 0.596 0.961 1.20 72

Table 2. Experiment 5: Value of Objective Function after
Optimization vs. Relative Size of Amoeba and (inner,outer)
iteration limits.

Product of inner and outer is 256 to approximately
represent a fixed amount of work.

For the set of relative sizes of the amoeba, the combi-
nation (32,8) or (16,16) generally give the smallest value of
the objective function.

ElementMaxQM(TShapeNB1) histogram:

( 0-0.06) |======3

(0.06-0.12) |=========4

(0.12-0.18) |====2

(0.18-0.24) |=========4

(0.24-0.3 ) |0

( 0.3-0.36) |=========4

(0.36-0.42) |====2

(0.42-0.48) |===============7

(0.48-0.54) |==================================================22

(0.54-0.6 ) |0

Histogram Statistics:

minimum average rms maximum std.dev.

0.0341927 0.385186 0.420712 0.525371 0.169206

Figure 15. Quality Histogram for Optimal Mesh (MAX
template), using µ1.
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ElementMaxQM(TShapeNB1) histogram (initial mesh): (log10 plot)

( 0-0.4) |====================================================23

(0.4-0.8) |====================================================15
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(1.6-2 ) |1

( 2-2.4) |1

(2.4-2.8) |0

(2.8-3.2) |0

(3.2-3.6) |0

(3.6-4 ) |1

ElementMaxQM(TShapeNB1) histogram (optimal mesh): (log10 plot)

( 0-0.4) |====================================================19

(0.4-0.8) |====================================================29

(0.8-1.2) |0

(1.2-1.6) |0

(1.6-2 ) |0
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(3.2-3.6) |0

(3.6-4 ) |0

Figure 16. Common-scale histograms for the initial and
optimal meshes from Experiment 5, using µ1.
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Numerical Experiment 5a Results

The set-up in Experiment 5a is the same as in Experiment 5 except that we use the AVE
template instead of the MAX. Figure 17 shows the mesh optimized using the AVE template.
The mesh has good quality and is an improvement over the initial mesh. Figure 18 shows
that the mesh optimized with the AVE template is nearly indistinguishable visually from
the mesh optimized with the MAX (i.e., the optimized mesh in Experiment 5). The optimal
mesh in Experiment 5a looks very slightly smoother than the one in Experiment 5.

Figure 17. Mesh Patch in Experiment 5a: (Left) Initial
(Right) Optimized w/AVE

Element Quality:
Initial Mesh µ1: min=0.005, ave=0.591, max=3.73
Optimized Mesh µ1: min=0.002, ave=0.305, max=1.02

We showed in Figure 14 a quality histogram for the initial mesh in Experiment 5a,
measured using the non-barrier shape metric µ1. The histogram for the optimized mesh
in Experiment 5a is shown in Figure 19; optimization was based on the AVE template.
The worst quality element has a value of 1.01999. Next, Figure 20 shows common-scale
histograms for the two meshes (initial and optimal) in Experiment 5a. Finally, we show
in Figure 21 the quality histogram for all three meshes in Experiments 5 and 5a. We see
that, while MAX results in better worst quality than AVE, the worst quality resulting from
optimizing using the AVE template is still much better than it was in the initial mesh.
Moreover, the average quality is better with AVE template than it is with Max template.
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Figure 18. Optimized Meshes from Experiments 5 and 5a:
(Left) Optimized w/MAX (Right) Optimized w/AVE

Element Quality:
Left Mesh µ1: min=0.034, ave=0.385, max=0.525
Right Mesh µ1: min=0.002, ave=0.305, max=1.02
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ElementMaxQM(TShapeNB1) histogram: (log10 plot)

( 0-0.2) |====================================================20

(0.2-0.4) |====================================================15

(0.4-0.6) |6

(0.6-0.8) |3

(0.8-1 ) |3

( 1-1.2) |1

(1.2-1.4) |0

(1.4-1.6) |0

(1.6-1.8) |0

(1.8-2 ) |0

Histogram Statistics:

minimum average rms maximum std.dev.

0.0018808 0.305241 0.397133 1.01999 0.254052

Figure 19. Quality Histogram for Optimal Mesh (AVE
template), using µ1.
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Common Scale Histograms for Mean Obj functon max metric

************** Common-scale Histograms **************

ElementMaxQM(TShapeNB1) histogram (initial mesh): (log10 plot)

( 0-0.4) |====================================================23

(0.4-0.8) |====================================================15

(0.8-1.2) |6

(1.2-1.6) |1

(1.6-2 ) |1

( 2-2.4) |1

(2.4-2.8) |0

(2.8-3.2) |0

(3.2-3.6) |0

(3.6-4 ) |1

ElementMaxQM(TShapeNB1) histogram (optimal mesh): (log10 plot)

( 0-0.4) |====================================================35

(0.4-0.8) |====================================================9

(0.8-1.2) |4

(1.2-1.6) |0

(1.6-2 ) |0

( 2-2.4) |0

(2.4-2.8) |0

(2.8-3.2) |0

(3.2-3.6) |0

(3.6-4 ) |0

Figure 20. Common-scale histograms for the initial and
optimal meshes from Experiment 5a, using µ1.
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TShapeNB1 histogram (initial mesh): (log10 plot)

( 0-0.4) |====================================================23

(0.4-0.8) |====================================================15
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(3.2-3.6) |0

(3.6-4 ) |1

TShapeNB1 histogram (optimal mesh MAX): (log10 plot)

( 0-0.4) |====================================================19

(0.4-0.8) |====================================================29
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(1.2-1.6) |0
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( 2-2.4) |0

(2.4-2.8) |0

(2.8-3.2) |0

(3.2-3.6) |0

(3.6-4 ) |0

TShapeNB1 histogram (optimal mesh AVE): (log10 plot)

( 0-0.4) |====================================================35

(0.4-0.8) |====================================================9

(0.8-1.2) |4

(1.2-1.6) |0

(1.6-2 ) |0

( 2-2.4) |0
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(3.2-3.6) |0

(3.6-4 ) |0

Figure 21. Common-scale histograms for the three meshes
in Experiments 5 and 5a: (Top) Initial Mesh; (Middle) Opt
with MAX; (Bottom) Opt with AVE, using µ1.
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Numerical Experiment 6 Results

The set-up for Experiment 6 is the same as Experiment 5 except that 6 uses the non-
barrier Shape+Size metric µ3 and uses a Target-matrix of the form W = λWeq. This metric
is designed to improve both the shape of the triangle elements and simultaneously, their size
(area). To use this metric one must calculate the scaling constant λ carefully, based on the
area of the domain, otherwise very bad quality meshes can result. Recall that the metric
µ3(T ) = 0 if and only if T = R, with R an arbitrary rotation matrix. From this, it follows
that the minimizing mesh obeys A = RW . Substituting the particular form of the Target-
matrix we wish to use, we have A = RλWeq, from which we need det(A) = λ2 det(Weq) = λ2.
Since λ is to be a constant (i.e., the same at all sample points) in order to create equal-sized
elements, we set det(A) equal to twice the area of the circular domain (π times the radius
r, squared) divided by the number N of triangular elements in the mesh. From this, we
determine that

λ =
√
det(A)

=

√
2
πr2

N

is a reasonable choice for the scale factor. In this problem, N = 48 and r = 5, so we obtain
λ = 1.809. Results are shown in Figure 22. Compared to the initial mesh, the optimized
mesh has better-shaped elements with more nearly equal areas. The optimized mesh in
Experiment 6 also has more equal-sized elements than the optimized mesh in Experiment 5
because the latter focused exclusively on shape improvement. Experiment 6 thus illustrates
that, by using quality metrics from the Target-paradigm, one can simultaneously control
both element shape and size within the min-max method.
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Figure 22. Mesh Patch in Experiment 6: (Left) Initial
(Right) Optimized w/MAX

Element Quality:
Initial Mesh µ3: min=0.014, ave=0.138, max=0.518
Optimized Mesh µ3: min=0.024, ave=0.081, max=0.108

Scale Factor =1.809
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Numerical Experiment 6a Results

The set-up in Experiment 6a is the same as in Experiment 6 except that we use the AVE
template instead of the MAX. The results are shown in Figure 23; good quality is obtained.

Figure 23. Mesh Patch in Experiment 6a: (Left) Initial
(Right) Optimized w/AVE

Element Quality:
Initial Mesh µ3: min=0.014, ave=0.138, max=0.518
Optimized Mesh µ3: min=0.007, ave=0.067, max=0.161

Scale Factor =1.809
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Numerical Experiment 7 Results

The set-up for Experiment 7 is the same as Experiment 6 except that the Target-matrix
is scaled by a positive number that varies with position in the domain. In particular, we

used λk =
(
3
5
rk + 1

2

)α
, with rk being the distance of the sample point (element centroid)

from the center of the circle and α a parameter. The Target-matrices were, Wk = λkWeq2

and, due to the choice of function in λk, we expect larger elements near the periphery of the
domain and smaller ones near the center. The initial mesh in this experiment is the same
as in Experiment 6 and can be seen in the left side of Figure 23. Three optimized meshes,
for α = 1.0, 1.5, 2, are shown in Figure 24, Note that the initial mesh quality is different in
the three cases because, even though the same quality metric is used, the different values of
α create three different sets of Target-matrices. This example illustrates that variable sized
elements may be created by the min-max method using metrics from the Target-paradigm.

Figure 24. Optimized Meshes in Experiment 7: (Left)
α = 1.0 (Middle) α = 1.5 (Right) α = 2.0

Element Quality:
Initial Mesh µ3, α = 1.0: min=0.039, ave=0.649, max=10.1
Optimized Mesh µ3, α = 1.0: min=0.017, ave=0.248,
max=0.329
Initial Mesh µ3, α = 1.5: min=0.025, ave=1.11, max=15.7
Optimized Mesh µ3, α = 1.5: min=0.131, ave=0.422,
max=0.127
Initial Mesh µ3, α = 2.0: min=0.025, ave=1.62, max=24.0
Optimized Mesh µ3, α = 2.0: min=0.111, ave=0.563,
max=0.760
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Mesh min-max with 3D Tetrahedral Elements and Target-metrics

This section provides evidence, albeit limited, that the mesh min-max algorithm with
Target-metrics can improve 3D (volume) mesh quality.

Numerical Experiment 11 Results

Experiment 11 optimizes a tetrahedral mesh on a portion of a tire. Table 3 shows the
quality of the initial mesh and four optimized meshes. The four optimized meshes correspond
to the combinations (MAX,µ1), (MAX,µ2), (AV E, µ1), and (AV E, µ2). As the table
shows, the initial mesh contains some rather poor quality elements, as measured by the
maximum values of µ1 and µ2. None-the-less, the initial mesh contains no inverted elements.
Unfortunately, optimization with MAX and µ1 creates 87 inverted elements, even though the
maximum value of µ1 is decreased. This can happen because µ1 has no barrier. Optimization
with AVE and µ1 improved both the maximum value of µ1 and the average value. However,
even with the AVE template, the optimized mesh contains 4 inverted elements. Luckily, the
initial mesh is non-inverted, so it is possible to optimize it using the barrier shape metric
µ2. In this case, the MAX template strongly reduces the maximum value of µ2 and one
obtains a non-inverted mesh. The AVE template with µ2 reduces both the maximum and
average values of the metric and the resulting mesh is non-inverted. Figures 25 and 26
show the common-scale histograms for the two meshes, MAX vs. AVE templates. As one
sees, the optimal mesh produced using the MAX template has fewer outliers than the one
produced using the AVE template. The histogram for the AVE template has twelve elements
(out of 10920) whose quality is worse than the worst quality element in the optimal mesh
produced using the MAX template. However, one wonders how important this difference is
when considering that the histogram for the initial mesh (Figure 27) shows the quality of its
worst element to be 106.7. From that point of view, both MAX and AVE have significantly
improved the initial mesh in terms of worst quality.

Case µ1: min, ave, max. (# inv) µ2: min, ave, max, std. (# inv)
Initial 0.004, 1.93, 48.6 (0) 0.002, 0.512, 106.7, 1.44 (0)

opt MAX 0.021, 2.88, 23.0 (87) 0.007, 0.683, 3.52, 0.40 (0)
opt AVE 0.003, 1.75, 43.6 (4) 0.007, 0.414, 6.55, 0.37 (0)

Table 3. Tire Mesh Quality: min, ave, max (#inverted)
out of 10920
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TShapeB1 histogram (optimized mesh - MAX): (log10 plot)
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Figure 25. Common-scale histograms for the two optimal
mesh produced using the MAX template in Experiment 11,
using µ2.
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TShapeB1 histogram (optimized mesh - AVE): (log10 plot)
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Figure 26. Common-scale histograms for the optimal mesh
produced using the AVE template in Experiment 11, using
µ2.
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TShapeB1 histogram (initial mesh): (log10 plot)

( 0-4.58) |===============================================10904

(4.58-9.16) |===========11

(9.16-13.7) |3

(13.7-18.3) |0

(18.3-22.9) |0

(22.9-27.5) |0

(27.5-32.1) |0

(32.1-36.6) |0

(36.6-41.2) |0

(41.2-45.8) |0

(45.8-50.4) |0

(50.4-55 ) |0

( 55-59.5) |0

(59.5-64.1) |0

(64.1-68.7) |0

(68.7-73.3) |0

(73.3-77.9) |0

(77.9-82.4) |0

(82.4-87 ) |0

( 87-91.6) |0

(91.6-96.2) |1

(96.2-101 ) |0

( 101-105 ) |0

( 105-110 ) |1

Figure 27. Common-scale histograms for the three meshes
in Experiment 11: (Top) Initial Mesh; (Middle) Opt with
MAX; (Bottom) Opt with AVE, using µ2.
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Extending Mesh Min-max to Quadrilateral Elements

The mesh min-max method is trivially extensible to quadrilateral (and hexahedral) el-
ements using the Target-paradigms’ sample point concept. A major difference in TMOP
between triangle and quadrilateral elements is that triangle quality is usually measured us-
ing a single sample point (at the element centroid), whereas quadrilateral quality is measured
using four sample points within the element, one at each corner. In OptMS, min-max was
formulated on triangles only. In the OptMS users manual, angles were measured at each
corner of each triangular element and the maximum was taken over all of these angles. Thus,
the OptMS objective function in this case was

F̃∞ = max
i,j
{θij} (16)

where θij is the jth included angle within the ith element of the patch. The index j, of course,
runs from 1, 2, 3. This objective function can also be written as

F̃∞ = max
i

max
j=1,2,3

{θij} (17)

= max
i
Q̃i (18)

where Q̃i is the quality of the ith element. In the Target-paradigm, we replace θij with an
arbitrary Target-metric µij and j now becomes the index over the sample points within an
element. In the case of quadrilateral elements with 4 sample points we have

F∞ = max
i,j
{µij} (19)

= max
i

max
j=1,2,3,4

{µij} (20)

= max
i
Qi (21)

The first definition (equation 19) is essentially the non-hierarchical objective function tem-
plate H∞ defined in Section 2; this template focuses on the worst quality sample point in
the mesh. The third definition (equation 21) is the hierarchical objective function template
Hpq, with p = q =∞. The two, of course, are equivalent. The two would not be equivalent,
however, if Qi is defined in terms of the average template. In the latter case, we would be
using the H∞,1 template. Experiments 8-10a use the H∞ template for the generalization to
quadrilateral elements. The H∞,1 template, which focuses on improving the worst quality
element in terms of the average quality of its sample points, is considered in Experiment
10b.
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Numerical Experiment 8 Results

The set-up in Experiment 8 is the same as in Experiment 1 except the hexagonal patch
of triangles in Experiment 1 is replaced by a unit square patch of quadrilateral elements
containing one free-vertex. The symmetry of the domain allows the objective function to be
zero at the optimum.

Figure 28. Mesh Patch in Experiment 8: (Left) Initial
(Right) Optimized

Element Quality:
Initial Mesh µ1: min=5.72, ave=20.4, max=31.8
Optimized Mesh µ1: min=0, ave=0, max=0
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Figure 29. Experiment 8 (Left) Objective Function Con-
tour Plot and Optimization Path (Right) Objective Function
Value vs. Inner Iteration Count.
The minimum value, ≈ 10−14 (i.e., machine zero), was at-
tained after 57 inner iterations.
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Numerical Experiment 8a Results

The experimental set-up in Experiment 8a is the same as in Expereiment 8 except that a
quadrilateral mesh patch with one free vertex is used on the non-convex horseshoe domain.
The two lower quadrilaterals in the initial mesh patch in Figure 30 (Left) are inverted because
the free vertex lies outside the domain. The value of the objective function for the initial
mesh is 89.0. Level Set contours for this Experiment are shown in Fgure 31. Because we
use the non-barrier shape metric µ1, the metric domain is the whole plane. Never-the-less,
the optimal point lies inside the feasible region and, because the Non-gradient solver is able
to find this optimal point, the numerically optimized mesh (Right side of Figure 30) is non-
inverted. The Target-matrix in this experiment specified that the ideal quadrilateral is a
square. We see that, at the optimal point, none of the quadrilaterals are squares. This is
not the fault of the metric or the solver, rather it is due to the fact that in this particular
problem, a solution in which all four quadrilaterals are squares does not exist. This is also
reflected in the non-zero value of the objective function (64.0). The convergence history in
the Right part of Figure 31 shows the height log10(OFk − OFfinal), with k = 1, 2 . . . , kfinal
and OFk being the value of the objective function at the kth iteration. In this problem, 35
iterations are needed to decrease the height by four orders-of-magnitude. This experiment
shows that the Maximum template applied to the non-barrier shape metric µ1, with Target-
matrix equal to the identity, along with the numerical Non-gradient solver, can find the
correct optimal position for a single free-vertex non-convex patch of quadrilateral elements.

Figure 30. Mesh Patch in Experiment 8a: (Left) Initial
(Right) Optimized w/MAX

Element Quality:
Initial Mesh µ1: min=9.00, ave=49.0, max=89.0
Optimized Mesh µ1: min=29.0, ave=46.5, max=64.0
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Figure 31. Experiment 8a (Left) Objective Function Con-
tour Plot and Optimization Path (Right) Objective Function
Value vs. Inner Iteration Count.
The minimum value, ≈ 10−4, was attained after 34 inner
iterations.
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Numerical Experiment 8b Results

The set-up in Experiment 8b is the same as in Experiment 8a except that the Hölder
Mean template with p = 1 (AVE) is used instead of the Maximum template. The initial mesh
in 8b is the same as in 8a (i.e., inverted). The level set contours in 8b are shown in Figure 33.
Comparing to the contours in 8a, we see that (a) the contours in 8b are smooth and (b) the
optimal point in 8b is below the optimal point in 8a, yet remains in the feasible region. The
numerical optimization Non-gradient solver is able to find the correct minimum point, giving
the non-inverted mesh in Figure 32. The value of the objective function decreased from 60.3
on the initial mesh to 38.6 on the optimized mesh. The mesh is converged in 16 outer
iterations, compared to the 34 that were needed when using the Maximum template. This
experiment shows that the location of the optimal point depends, among other factors, on
the choice of template. In this experiment, both templates result in a non-inverted optimal
mesh.

Figure 32. Mesh Patch in Experiment 8b: (Left) Initial
(Right) Optimized w/AVE

Element Quality:
Initial Mesh µ1: min=3.75, ave=28.4, max=60.3
Optimized Mesh µ1: min=3.31, ave=20.9, max=38.6
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Figure 33. Experiment 8b (Left) Objective Function Con-
tour Plot and Optimization Path (Right) Objective Function
Value vs. Inner Iteration Count.
The minimum value, ≈ 6× 10−4, was attained after 16 inner
iterations.
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Numerical Experiment 9 Results

The Experiment 9 set-up is that same as Experiment 8a except that the barrier shape
metric µ2 is used. Since the domain of the barrier metric is the same as the feasible region
of the horseshoe patch, the initial position of the free vertex is taken to be a point in the
feasible region (see Figure 34, Left). Level Sets for this experiment are shown in Figure
35. The optimal point also lies within the feasible region. The optimized mesh, shown on
the Right side of Figure 34 shows that the Non-gradient solver stops just short of the true
minimum point; this can be seen by observed the the computed optimal point is just to
the left of the vertical line of symmetry in the patch. Upon closer examination, it appears
that the objective function is flat, or nearly flat, close to the optimal location. The right
side of Figure 35 shows that the solver stagnates quickly once the flat region is reached.
Never-the-less, the objective function was decreased significantly, going from 121 to 3.63.

Figure 34. Mesh Patch in Experiment 9: (Left) Initial
(Right) Optimized

Element Quality:
Initial Mesh µ2: min=0.5, ave=63.7, max=121
Optimized Mesh µ2: min=1.07, ave=2.46, max=3.63
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Figure 35. Experiment 9 (Left) Objective Function Con-
tour Plot and Optimization Path (Right) Objective Function
Value vs. Inner Iteration Count.
The minimum value, 10−1, was attained after just 3 inner
iterations.
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Numerical Experiment 9a Results

The set-up in Experiment 9a is the same as in Experiment 9 except that the Hölder Mean
template with p = 1 (AVE) is used instead of the Maximum template. The initial mesh is
the same as in Experiment 9. The level sets in Experiment 9a are shown in Figure 37 and are
different from those in experiment 9 due to the use of the Average template instead of the
Maximum. The contours in 9a are smoother and the objective function is not as flat as they
are in 9. As a result, the numerical optimization solver is able to locate the optimal point
more accurately in 9a. This can also be seen in comparing Figures 36 to 34 - the computed
optimum in the former lies closer to the vertical symmetry line in this problem.

Figure 36. Mesh Patch in Experiment 9a: (Left) Initial
(Right) Optimized

Element Quality:
Initial Mesh µ2: min=0.289, ave=17.4, max=62.8
Optimized Mesh µ2: min=0.816, ave=1.38, max=1.95
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Figure 37. Experiment 9a (Left) Objective Function Con-
tour Plot and Optimization Path (Right) Objective Function
Value vs. Inner Iteration Count.
The minimum value, 10−1, was attained after just 3 inner
iterations.
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Numerical Experiment 10 Results

The set-up in Experiment 10 is the same as Experiment 1 except we use an unstructured
quadrilateral mesh with multiple vertices. Free vertices in the mesh have valence 3, 4, or 5.
The initial mesh is shown in Figure 38 and six optimized meshes are shown in Figures 39,
40, and 41. The six meshes correspond to the possible combinations of MAX vs. AVE and
µ1 vs. µ2 vs. µ3.

As the left portion of Figure 39 shows, the combination MAX and µ1 produced an
optimized mesh with highly unsatisfactory quality. Even after 99 outer iterations, the result
did not appear to be fully converged. In contrast, a good quality mesh (shown in the right
portion of the same figure) was produced with the combination AVE and µ1.

The optimized mesh on the left of Figure 40 was the result of the combination MAX and
µ2. This mesh is better than the one on the left of Figure 39, but worse than the one in the
right of this figure (because it is not as smooth). The barrier metric µ2 helps prevent the
collapse of the mesh edges that we see with the non-barrier µ1 when the MAX template is
used. The mesh shown on the right of Figure 40 was AVE with µ2. Once again the AVE
template produced a better-looking mesh than MAX.

Next, we optimized the mesh using µ3. The value selected for λ, based on the domain
area and the number of elements, was 0.050, and was the same at all sample points. The
result for the MAX template is shown in the left of Figure 41. The result was ugly. In
contrast, the AVE template with µ3 and λ = 0.050 (right portion of Figure 41) is again a
nice-looking mesh.7

This set of six tests suggests that, except for meshes having a high degree of symmetry,
such as those in Experiments 8, 8a, and 9, it is difficult to achieve good mesh quality using
the MAX (non-hierarchical H∞) template in the case of quadrilateral elements. To confirm
this, we tried several other quadrilateral meshes, and again found poor quality, mostly in the
form of non-smoothness and/or lack of convergenvce, with the MAX template. This result
strongly contrasts with triangle meshes, in which the MAX template does give good quality
(and where smoothness is not expected).

Next, we consider common-scale histograms for the meshes in Experiment 10, based on
the barrier metric µ2. We focus on the three meshes shown in Figures 38 (initial mesh),
40 (Left: result of optimization of µ2 with MAX OF template), and 40 (Right: result of
optimization of µ2 with AVE OF template). For convenience, let us call these meshes 38,
40L, and 40R. The quality of these three meshes was measured in terms of element quality.
Element quality was defined two ways: (a) by computing the maximum value of µ2 over the
four sample points within the element, or, (b) by computing the average value of µ2 over the
four sample points within the element. There are thus six combinations (and six histograms)
to consider (three meshes times the two cases).

7We also tried λ = 0.1826, and found that the optimized mesh for MAX template and µ3 had much
better quality than with λ = 0.050.
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Figure 38. Initial Mesh Patch in Experiment 10.

Figure 42 shows three common-scale histograms for meshes 38, 40L, and 40R using the
maximum value of µ2 within an element (Case a). The quality of the initial mesh is good
since 24 quadrilateral elements are squares and there are no inverted elements. On the other
hand, the histogram also shows six outliers corresponding to the transition quadrilaterals.
The element quality statistics for the initial mesh (in terms of the max) are: min = 0, ave
= 0.1755, max = 1.073, and std = 0.3668. The histogram for mesh 40L (optimized using
MAX OF template) shows that the four worst outliers in the initial mesh now have improved
element quality values. The element quality statistics for mesh 40L (in terms of the max)
are: min = 0.0012, ave = 0.2382, max = 0.6309, and std = 0.2499. Mesh 40L also has no
inverted elements. Finally, the histogram of mesh 40R (optimized using AVE OF template)
shows that there are still two outliers whose element quality is similar to the worst quality
element in the initial mesh. However, mesh 40R also has as many near-perfect elements as
the initial mesh. The element quality statistics for mesh 40R (in terms of the max) are: min
= 0, ave = 0.1361, max = 0.7609, and std = 0.2358. Mesh 40R has no inverted elements.
The quality statistics and histograms in Figure 42 inform us that

1. Mesh 38 (initial) has the largest values of maximum element quality and the largest
value of standard deviation.

2. Mesh 40L (opt MAX OF template) has the largest value of average element quality
and the smallest value of maximum quality (as expected).

3. Mesh 40R (opt AVE OF template) has the smallest value of average element quality (as
expected), and has better max-quality and standard deviation values than the initial
mesh. It also has the smallest value of standard deviation among the three meshes.

In terms of sample point quality (based on MAX(µ2)), mesh 40L minimizes the maximum
quality, while 40R also decreases it significantly compared to the initial mesh. Mesh 40R
minimizes the average quality, while 40L increases the average quality compared to the initial
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Figure 39. Optimized Mesh Patches on Square in Experi-
ment 10: (Left) MAX with µ1 (Right) AVE with µ1

mesh. Inter-element smoothness is greater in 40R, compared to 40L. It is also interesting to
note that mesh 40R has only two elements in the worst quality histogram bin, while 40L has
seven elements in that same bin.

Figure 43 shows three common-scale histograms for meshes 38, 40L, and 40R using the
average value of µ2 within an element (Case b). The quality of the initial mesh is good
since 24 quadrilateral elements are squares and there are no inverted elements. On the other
hand, the histogram also shows six outliers corresponding to the transition quadrilaterals.
The element quality statistics for the initial mesh (in terms of the ave) are: min = 0, ave
= 0.1201, max = 0.6801, and std = 0.2383. The histogram for mesh 40L (optimized using
MAX OF template) shows that the four worst outliers in the initial mesh now have improved
quality values. The element quality statistics for mesh 40L (in terms of the average over the
sample points within the element) are: min = 0.0006, ave = 0.1530, max = 0.5808, and std =
0.1737. Mesh 40L has no inverted elements. Finally, the histogram of mesh 40R (optimized
using AVE OF template) shows that the remaining outliers in this case have average-quality
values smaller than the outliers in both meshes 38 and 40L. In addition, mesh 40R has as
many near-perfect elements as the initial mesh. The element quality statistics for mesh 40R
(in terms of the ave) are: min = 0, ave = 0.0894, max = 0.4785, and std = 0.1630. Mesh
40R has no inverted elements. The quality statistics and histograms in Figure 43 inform us
that

1. Mesh 38 (initial) has the largest value of average element quality and largest standard
deviation.

2. Mesh 40L (opt MAX OF template) has the largest value of average element quality,
but not the smallest value of maximum average-quality (NOT expected).
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Figure 40. Optimized Mesh Patches on Square in Experi-
ment 10: (Left) MAX with µ2 (Right) AVE with µ2

3. Mesh 40R (opt AVE OF template) has the smallest value of average element quality
(as expected), the smallest value of maximum average-quality, and has the smallest
value of the standard deviation.

In terms of element quality (based on AVE(µ2)), mesh 40R is best. Inter-element smoothness
is greater in 40R, compared to 40L.

Measuring quality in terms of the average over the sample points within the element
(as opposed to measuring it in terms of the maximum) suggests that different meshes can
be considered optimal, depending on whether one thinks it is more important to focus on
element quality or to focus on sample point quality.
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Figure 41. Optimized Mesh Patches on Square in Experi-
ment 10: (Left) MAX with µ3 (Right) AVE with µ3
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Figure 42. Common-scale histograms for the three meshes
in Experiment 10 with
Element Quality = MAX(µ2) over the Sample Points.
(Top) Initial Mesh; (Middle) Opt with MAX OF template;
(Bottom) Opt with AVE OF template.
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Figure 43. Common-scale histograms for the three meshes
in Experiment10 with
Element Quality = AVE(µ2) over the Sample Points.
(Top) Initial Mesh; (Middle) Opt with MAX OF template;
(Bottom) Opt with AVE OF template.
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Figure 44. Mesh Plots for Experiment 10a with µ1: (Left)
Initial Mesh (Middle) Optimized w/MAX (Right) Optimized
w/AVE

Numerical Experiment 10a Results

The set-up in Experiment 10a is the same as in Experiment 10 except that we use a
smaller quadrilateral mesh that is similar to the larger one (see Figure 44). The purpose
is to further investigate the problem discovered in Experiment 10 by using a simpler mesh.
The mesh in this experiment has only two free vertices and four quadrilateral elements. The
free vertices are tri-valent.

As Figure 44 shows, the optimized mesh (MAX with µ1) has an edge whose length is
zero and thus this optimization was quite detrimental to quality even though it minimizes
the maximum value of the non-barrier shape metric. In contrast, the mesh optimized using
AVE with µ1 has good quality.

Figure 45 shows a pair of contour plots corresponding to the µ1 metric, the MAX tem-
plate, and the mesh in Figure 44. The sub-plot on the left shows the initial mesh and the
contours for the free vertex within the patch consisting of the top, right, and leftmost quadri-
laterals. The optimal location for this free vertex lies to the southeast of its current position.
The sub-plot on the right shows the mesh after the upper free vertex has been moved to its
optimal location within its patch. It also shows the contours for the lower free vertex within
its patch, consisting of the bottom, right, and leftmost quadrilaterals. The optimal position
for the bottom free vertex is thus nearly on top of the location for the upper free vertex,
rather reminiscent of what was observed in Experiment 10. A similar set of plots is given in
Figure 46, except for the AVE template. In this case, the optimal locations of the free mesh
vertices do not coincide.

The conclusion for Experiment 10a is that the extension of mesh min-max to quadrilateral
elements proposed in equations 19-21 leaves a lot to be desired.
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Figure 45. Contour Plots for Experiment 10a with MAX
template and µ1: (Left) Top patch (Right) Bottom patch
after top vertex is moved to optimum

Figure 46. Contour Plots for Experiment 10a with AVE
template and µ1: (Left) Top patch (Right) Bottom patch
after top vertex is moved to optimum
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Alternate extensions of Min-max to Quadrilateral Mesh

Elements

We saw in section 5.5 that the natural extension of min-max to quadrilateral elements,
given by equations 19-21, with

Qi = max
j=1,2,3,4

µij (22)

did not produce satisfactory results. In this section we consider some alternate objective
functions, based on the Hpq template, which are similar to the mesh min-max method which
can potentially give better results without sacrificing too much of the original idea of im-
proving worst quality.

The alternative objective functions approximate F∞ in equation 19-21 via the Hpq tem-
plate, giving

Fp,q =
1

N

N∑
i=1

Qp
i (23)

with

Qi =

1

4

4∑
j=1

µqij

1/q

(24)

To obtain an indication as to whether this alternative is viable, we explore two cases of
interest: (i) p =∞, q = 1 and (ii) p = q = 4. Explicitly, the two cases are

(i) Improve the worst quality element, as opposed to the worst quality sample point:

F∞,1 = max
i
Qi (25)

with

Qi =
1

4

4∑
j=1

µij (26)

(ii) Approximate F∞ using ’large’ p and q:

F4,4 =
1

N

N∑
i=1

Q4
i (27)
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with

Qi =

1

4

4∑
j=1

µ4
ij

1/4

(28)

To investigate these possibilities, we begin by creating contour plots for the upper free
vertex in Experiment 10a, using the alternate objective functions. Plots for the two alter-
natives, along with the contour plots for the original MAX and AVE objective functions are
shown in Figure 47. We see that the two alternatives are intermediate cases between MAX
and AVE, and that the optimal position in the alternatives is intermediate between the opti-
mal positions in MAX and AVE. We thus expect optimization behavior that is intermediate
between the MAX and AVE results. Figure 48 shows the meshes that result from the two
alternative objective functions, along with those created in Experiment 10a. Alternatives (i)
and (ii) clearly produce meshes that are intermediate between those produced by the MAX
and the AVE.

Experiment 10 was repeated with the two alternate objective functions as well (see results
for µ1 in Fgure 49 and for µ2 in Figure 50). Unfortunately, none of the three meshes in the
bottom row of the µ1 figure is very satisfactory although they are (to varying degress) an
improvement over MAX(MAX). The barrier metric gave somewhat better meshes with the
alternative objective functions. In that case, small edge-lengths are prevented, although the
meshes are still somewhat non-smooth. Basically, one should expect unstructured quadri-
lateral meshes to appear non-smooth if the MAX template is part of the objective function.
Indeed, this is confirmed in Figure 51 where we show the results of the four objective func-
tions with the metric µ2 on a structured quadrilateral mesh.

In summary, results in this section lead us to conclude that the MAX(MAX) template is
acceptable to use in optimizing quadrilateral meshes provided it is used in conjunction with
a barrier metric (to discourage small edges) and if mesh smoothness is not important.
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Figure 47. Contour Plots for top patch in Experiment 10a
with Alternate Objective Functions (µ1): (Top Row) Left -
F∞, i.e., MAX; Right - F4,4; (Middle Row) F∞,1; (Bottom
Row) Left - F1,1, i.e., AVE
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Figure 48. Mesh Plots for Experiment 10a with µ1.
Top Row: (Left) Initial Mesh (Middle) Optimized w/MAX
(Right) Optimized w/AVE
Bottom Row: (Left) Optimized w/AVE4 (Right) Optimized
w/MAX(AVE)
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Figure 49. Optimized Mesh Patches on Square in Experi-
ment 10 with µ1.
Top Row: (Left) MAX(MAX) (Right) AVE(AVE)
Bottom Row: (Left) AVE2(AVE2); (Middle) AVE4(AVE4);
(Right) MAX(AVE)
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Figure 50. Optimized Mesh Patches on Square in Experi-
ment 10 with µ2.
Top Row: (Left) MAX(MAX); (Right) AVE(AVE)
Bottom Row: (Left) AVE2(AVE2); (Right) MAX(AVE)
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Figure 51. Optimized Mesh Patches on Horseshoe in Ex-
periment 10 with µ2.
Top Row: (Left) MAX(MAX); (Right) AVE(AVE)
Bottom Row: (Left) AVE2(AVE2); (Right) MAX(AVE)
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Summary, Conclusions, and Future Work

A major purpose of this paper was to demonstrate both theoretically and computationally
that the Target-Matrix Optimization Paradigm provides an avenue for naturally extending
Diachin’s min-max mesh optimization algorithm to mesh quality metrics that are based
on user-supplied definitions of quality. The paradigm also readily allows extension to non-
simplicial elements through the sample point construct. The result is that TMOP/min-max
can potentially address a wider range of mesh optimization problems within the context of
improving worst-case mesh quality.

First, let us compare the TMOP and OptMS min-max methods. The TMOP min-max
method, as given in this paper, has some important features in common with the min-max
mesh optimization reported in OptMS [8]. Both, of course, use the Maximum Template. In
addition, both optimize quality on local patches consisting of one free vertex and both use
the patch sweeping algorithm described in Section 2 to optimize the global mesh.

Thre are some important differences between OptMS and the TMOP min-max extension.
The former method used simplicial element quality metrics such as (1) the maximum angle
in the element, (2) the minimum angle in the element, and (3) element aspect ratio (shape).
The metrics in the TMOP extension of min-max were (4) non-barrier shape, (5) barrier
shape, and (6) non-barrier shape+size. The TMOP metrics differ from those in OptMS
in three respects (a) they have somewhat different goals (e.g., angle vs. shape, shape vs.
shape+size), (b) TMOP uses Target-matrices to permit application-defined quality, and (c)
TMOP metrics can be used in barrier or non-barrier form. The use of Target-matrices is
significant because this allows the user to define problem-dependent shape or size, whereas
the OptMS metrics define the ideal a priori. The barrier form is important in that it ensures
that an initially non-inverted mesh stays that way when optimized, whether using the MAX
or AVE template.

Another difference between OptMS and this TMOP extension is that different numerical
optimization solvers are used. OptMS uses an Active Set solver to find the solution to the
min-max problem while TMOP uses the non-derivative method known as the amoeba. This
difference was not important in the research described in this paper since our emphasis was
on assessing the extension of min-max, not on production-izing it. Potentially, the difference
in solvers will be important if the TMOP min-max algorithm is to be used in a production
setting with large meshes, where efficiency is paramount.

Because the OptMS metrics were mostly non-barrier metrics, a method within the solver
was needed to prevent the mesh from inverting. The OptMS Active Set solver accomplished
this by adding an explicit constraint that the free vertex must remain in the feasible region.
As with the barrier method, this approach requires that the initial mesh be non-inverted.
However, barrier metrics have the advantage that, while the initial mesh must be non-
inverted, the optimal point is guaranteed to lie within the feasible region. The Non-gradient
amoeba solver used with TMOP does not directly constrain the free vertex. Another im-
portant difference between the Active Set Solver and the Non-gradient Solver is that the
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former was written with the assumption that the mesh elements are simplicial, whereas in
the TMOP extension, one is not limited to such.

Our findings in this study:

1. The MAX template, which improves the worst quality, can generate inverted optimal
meshes if the metric has no barrier. This was observed in Experiments 1a, 10, 10a,
and 11 with the µ1 metric. The AVE template can, of course, also create inverted
meshes with non-barrier metrics. We only mention this point in case someone should
think that optimizing ’worst quality’ guarantees a non-inverted mesh (after all, don’t
inverted meshes have the worst quality?)

2. In fact, the phrase ’worst quality’ is ambiguous because one can optimize using a variety
of quality metrics and objective function templates. For example, should worst quality
be defined in terms of angles, shape, shape+size, or being tangled? Is worst quality
of elements more important than worst quality of sample points? Optimizing on one
definition of worst quality does not guarantee that all ’worst qualities’ are optimized.

3. The location of the optimal mesh points depends not only on the choice of quality
metric, but also on the template (MAX or AVE) employed. This is true even when
the same quality metric is used in both templates.

4. Using Target-metrics and Target-matrices, one can perform mesh min-max in order to
create meshes having variable area across the domain.

5. Both barrier and non-barrier metrics can be used within the mesh min-max method.

6. While the extension of mesh min-max to quadrilateral element meshes is straightfor-
ward, the optimized meshes are often unsatisfactory, particularly if non-barrier metrics
are used. We expect similar results for hexahedral element meshes.

7. The max(max) template can be used to optimize quadrilateral meshes provided inter-
element smoothness is not important. Barrier metrics help prevent MAX(MAX) opti-
mization from creating excessively small edge-lengths in quadrilateral meshes.

8. Optimization with the MAX template can also improve average quality. Optimization
with the AVE tempate can also improve the worst (MAX) quality. In fact, both
methods can often significantly improve the worst quality element. A case could even
be made that it is better to optimize with the AVE template because (a) the max
is often still reduced sufficiently, (b) the average quality is much better, (c) it works
better with non-barrier metrics, and (d) the meshes produced with AVE are smoother.
This position is especially defendable in the case of non-simplicial elements.

9. The amoeba method can be used to find optimal solutions to the mesh min-max
method. Efficiency of the amoeba method in relation to the mesh min-max method
was not explored.
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More work needs to be done in order to tell the full story concerning mesh min-max
methods. This includes the following:

• More testing of the method on tetrahedral and hexahedral meshes. Does confining
MIN-MAX on hexahedral meshes to barrier metrics help create acceptable mesh qual-
ity?

• More testing of the method when non-trivial Target-matrices are used. For example,
except for Experiment 7, the set of Target-matrices used in the experiments did not
vary from one sample point to the next.

• Determine the efficiency of the amoeba, other non-derivative solvers, and active set
methods as applied to the mesh min-max problem. Production-ization of the TMOP
extension to min-max.

• Explore the idea of re-ordering the local patches in the overall algorithm (section 2)
according to patch quality in order to determine uniqueness of the solution.

• Explore the possibility of formulating and solving the mesh min-max as a global opti-
mization problem.
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