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Abstract 
 
We propose a superresolution technique to resolve dense clusters of blinking emitters. The 
method relies on two basic assumptions: the emitters are statistically independent, and a model 
of the imaging system is known. We numerically analyze the performance limits of the method 
as a function of the emitter density and the noise level. Numerical simulations show that five 
closely packed emitters can be resolved and localized to a precision of 17nm. The experimental 
resolution of five quantum dots located within a diffraction limited spot confirms the 
applicability of this approach. 
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1.  INTRODUCTION  

 
 
Optical microscopy has a fundamental resolution limit determined by diffraction. However, if 
one can assume the object consists of a collection of point-like sources, as is the case in single-
molecule fluorescence imaging, the resolution paradigm is completely changed. Recent 
superresolution fluorescence microscopy techniques (such as PALM and STORM) rely on the 
ability to temporally resolve closely-spaced emitters to achieve superresolution [1,2]. The critical 
step is to control the experimental conditions such that unresolved emitters are switched 
temporally – in essence, temporal resolution is traded for spatial resolution. These methods still 
rely on the ability to resolve the emitters in time so that the images of different emitters do not 
overlap; therefore placing a limit on the labeling density of samples. 
 
A related technique uses a clever analysis of quantum dot blinking; by exploiting their random 
temporal fluctuations, two emitters spaced closer than the diffraction limit can be resolved 
without relying on localization [3]. This method involves performing Independent Component 
Analysis (ICA) on the data. The way in which ICA is able to resolve the emitters relies on the 
fact that the quantum dots blink randomly and independently. The ICA algorithm decomposes 
the data into a small set of variables which have maximally non-Gaussian probability distribution 
functions. In principle, these non-Gaussian variables will correspond to the images of the  
independently blinking quantum dots in the scene. 
 
Quantum dot emitters are attractive in various types of superresolution experiments due to their 
high photon output, photostability, wide range of emission wavelengths, and broad absorption 
spectra. Unfortunately, the ICA algorithm has one major shortcoming – in order to correctly 
resolve the emitters, one must know the true number of emitters in the scene (which is obviously 
not known in an experimental setting). This is a difficult enough hurdle to preclude the method 
from being implemented in any nontrivial situation. Here, we demonstrate a procedure that 
addresses this problem by incorporating spatial analysis of the quantum dots in addition to the 
stochastic temporal analysis. The algorithm uses ICA to generate a family of possible solutions 
and then the independent components are classified according to their spatial and temporal 
characteristics. The result that best matches a model of quantum dot behavior is selected – hence 
the name Independent Component Classification (ICC). 
 
In this summary, we present numerical simulations to validate the superresolution capabilities of 
ICC. Subsequently, we apply the method to an experimental dataset in which five classically 
unresolvable quantum dots are successfully resolved.  
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2.  INDEPENDENT COMPONENT CLASSIFICATION – NUMERICAL 
SIMULATIONS 

 
In Monte Carlo simulations, several emitters were placed randomly within a diffraction limited 
spot, given random blinking behavior, and combined with background noise and shot noise. 
Then, the ICA was performed numerous times to generate a family of potential solutions. With 
each iteration, an increasing number of emitters was assumed. An example of such a solution set 
is shown in Figure 1. In this case, the true number of emitters is four. By examining the spatial 
characteristics of the potential solutions, a clear pattern emerges: once the number of emitters is 
overestimated, spurious results that do not resemble the system Point Spread Function (PSF) are 
returned. When the number of emitters is underestimated, the returned independent components 
are often a superposition of two emitters (this result is less obvious in this example where the 
emitters are unresolved, but simulations with easily resolved emitters clearly exhibited this 
tendency). ICC exploits this tendency in order to estimate the number of emitters in the scene. 
Each set of potential solutions is given a score that measures the maximum error of any one 
of the returned components as compared to the theoretical PSF. The number of emitters in the 
scene is assumed to be the set of results that immediately precedes the largest first derivative of 
the score set. In other words, the correct solution is assumed to be the one in which no spurious 
components are returned. This comparison is calculated by computing the L-2 norm of the 
difference between the data and the ideal PSF in Fourier space; the calculation is performed in 
Fourier space to account for possible lateral shifts.  

 
Figure 1.  Simulation of Independent Component Classification: The average of the simulated video is 
shown in (a), with the centers of the unresolved quantum dots marked with x’s. In (b), the family of 
potential solutions is shown. Each row is a separate result from the ICA algorithm, assuming a different 
number of emitters (row 1 assumes two emitters, row 2 assumes three emitters, etc.). 
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The results of the Monte Carlo simulations are summarized in Figure 2. For each number of 
emitters from one to seven, a random set of unresolved locations is generated, and the ICC 
algorithm attempts to determine the number of emitters and their locations; this is repeated 500 
times for each number of emitters. As expected, the ability to correctly estimate the number of 
emitters increases with the SNR. With experimentally achievable SNRs, the ICC algorithm can 
reliably resolve up to five emitters within a diffraction limited spot. At higher densities, the 
number of emitters is often underestimated. 
 

 
Figure 2.  Results of Monte Carlo simulations for varying numbers of emitters and noise levels. Error bars 
show the standard deviation of the repeated simulations. 

 
3. EXPERIMENTAL SUPERRESOLUTION RESULTS 

 
Experiments were performed to test the ICC superresolution method. A fluorescence microscope 
was built using a 405nm diode laser as the excitation source, and a 1.3NA 100x Zeiss objective 
collected the fluorescence from the 525nm quantum dots from Invitrogen. A 100mm tube lens 
was selected to give 62.5x magnification on a Hamamatsu Orca-Flash 2.0 CMOS camera. This 
system resulted in slight over-sampling of the PSF, with 3.5 pixels across the full-width at half-
maximum of the PSF. A test sample composed of quantum dots scattered across the cover slip 
was imaged for 500 frames with an exposure time of 200ms per frame, giving a total acquisition 
time of less than 2 minutes. 
 
The results of the ICC analysis of a short video section are shown below. In the normal 
fluorescence image, there are no clearly-resolved emitters, but the ICC analysis suggests there 
are 5 unresolved emitters. Figure 3 shows the average image of the video, as well as the 
estimated locations of the emitters and their separated images. The distance between neighboring 
emitters is between 85 and 230nm in all cases, and the furthest distance between two of the 
emitters is 420nm. For comparison, this system's diffraction-limited spot is 493nm in diameter. 
Therefore, all 5 emitters have been superresolved. 
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Figure 3.  Experimental results: (a) shows the average of the 500-frame video of blinking quantum dots; 
the estimated locations of the five emitters are shown as x's. In (b), the five independent emitter images 
obtained with the ICC method are displayed. 

 
4. SUMMARY 

 
We demonstrated a superresolution technique capable of resolving dense clusters of quantum 
dots. The simulations validate the method, showing the ability to resolve emitters that would 
normally be unresolved. Experimental data shows superresolution well beyond the diffraction 
limit. 
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