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Abstract 
 
Weak link (WL)/strong link (SL) systems are important parts of the overall operational design of 
high-consequence systems. In such designs, the SL  system is very robust and is intended to 
permit operation of the entire system under, and only under, intended conditions. In contrast, the 
WL system is intended to fail in a predictabl e and irreversible manner under accident conditions 
and render the entire system  inoperable before an accidental operation of the SL system . The 
likelihood that the WL system will fail to deactivate the entire system before the SL system fails 
(i.e., degrades into a configuration that could allow an accidental operation of the entire system) 
is referred to as p robability of loss of assured safety (PLOAS). Representations for PLOAS for 
situations in which bo th link physical properties and link fa ilure properties are tim e-dependent 
are derived and numerically evaluated for a va riety of WL/SL configurations, including PLOAS 
defined by (i) failure of all SLs before failure of any WL, (ii) failure of any SL befor e failure of 
any WL, (iii) failure of all SLs before failure of all WLs, and (iv) failure of any SL before failure 
of all WLs. The ef fects of aleatory uncertainty and epis temic uncertainty in the d efinition and 
numerical evaluation of PLOAS are considered. 
 
Keywords: Aleatory uncertainty, E pistemic uncertainty, Probability of loss of assured safety, 
Strong link, Uncertainty analysis, Weak link 
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1. Introduction  
 

Weak link (W L)/strong link (SL) system s are important parts of th e overall operational 
design of high-consequence systems [1-6].  In such  designs, the SL system  is very robust and is 
intended to perm it operation of the entire syst em under, and only under, intended conditions  
(e.g., by transmitting a command to activate the system).  In contrast, the WL system is intended 
to fail in a predictable and irre versible manner under accident conditions (e.g., in the event of a 
fire) and render the entire system  inoperable before an accidental operation of the SL syste m.  
Possible configurations of a WL/SL system with one WL and one SL are illustrated in Fig. 1 of 
Ref. [7]. 
  

The likelihood that the W L system will fail to  deactivate the entire system before the SL 
system fails (i.e., degrades into a c onfiguration that could allow an acci dental operation of the 
entire system) is referred to as probability of loss of assured safety (PLOAS). The descriptor loss 
of assured safety (LOAS) is used because failure of the WL system places the entire system in an 
inoperable configuration while failure of the SL system, although undesirable, does not 
necessarily result in an uninte nded operation of the entire system . Thus, safety is “assured” by 
failure of the WL system. In the context of accident conditions, the descriptor “failure of the WL 
system” is an oxym oron as such f ailure is actua lly a success in the sens e that it results in a 
desired deactivation of the entire system.  
 

Two previous publications [7; 8] develop time-dependent values pF(t) for PLOA S for 
accidents involving fire for a variety of W L/SL configurations (Table 1). Further, two related  
publications [9; 10] develop veri fication test problems for the PL OAS representations in Refs. 
[7; 8]. The test problems involve assigning the same failure properties to all links, which results  
in (i) the sa me cumulative distribution function (CDF) fo r link failure time for all links and (ii)  
the indicated verification values shown in Table 1. The verification problems entail an exercising 
of all the conceptual developm ent and nu merical procedures underlying the PLOAS 
representations in Table 1 and yet have the sim ple numerical values for PLOAS shown in Table 
1.   
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Table 1 Representation of Time-Dependent Values pFi(t), i = 1, 2, 3, 4,  for PLOAS for W L/SL 

Systems with nWL WLs and nSL SLs and Associated Verifi cation Tests for Alternate 
Definitions of LOAS ([8], Table 10) 

 
 

Case 1: Failure of all SLs before failure of any WL (Eqs. (2.1) and (2.5), Ref. [10]) 
 

       1 , , ,0
1 1 1

1 d
nSL nWLnSL t

SL l WL j SL k
k l j

l k

pF t CDF CDF CDF  
  



  
                   

    

Verification test:     1 ! ! !  pF nWL nSL nWL nSL  

 
Case 2: Failure of any SL before failure of any WL (Eqs. (3.1) and (3.4), Ref. [10]) 

 

       2 , , ,0
1 1 1

1 1 d
nSL nWLnSL t

SL l WL j SL k
k l j

l k

pF t CDF CDF CDF  
  



  
                       

    

Verification test:     2pF nSL nWL nSL    

 
Case 3: Failure of all SLs before failure of all WLs (Eqs. (4.1) and (4.4), Ref. [10]) 

 

       3 , , ,0
1 1 1

1 d
nSL nWLnSL t

SL l WL j SL k
k l j

l k

pF t CDF CDF CDF  
  



  
         

        

    

Verification test:     3pF nWL nWL nSL    

 
Case 4: Failure of any SL before failure of all WLs (Eqs. (5.1) and (5.4), Ref. [10]) 

 

       4 , , ,0
1 1 1

1 1 d
nSL nWLnSL t

SL l WL j SL k
k l j

l k

pF t CDF CDF CDF  
  



  
                    

    

Verification test:     4 1 ! ! !pF nWL nSL nWL nSL       
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The PLOAS values developed in Refs. [7; 8] derive from aleatory uncertainty (i.e., random 
variability) [11-17] in the f ailure temperatures for the ind ividual links. As illu strated in the 
notional example of Fig. 1, ther e is a distribution of possi ble failure values for the link under 
consideration, with lin k failure occurring when the temperature curve reach es a failure 
temperature. In tu rn, the distribution of failure temperatures leads to a distribu tion of failure 
times and a corresponding CDF for link failure time (i.e., CDF(t) is the probability of link failure 
at or before time t). In the development of Ref. [7], a link is assumed to fail at the instant that its 
failure temperature is reached; Ref. [8] treats the more general situation in which  there is a delay 
between when a link reaches its failure tem perature and when the link  actually fails. These 
differences affect the definitions of the CDFs for link failure time; however, once these CDFs are 
obtained, PLOAS can be determ ined as indicated in Table 1 for both definitions of link failure 
time. 

 
 

Fig. 1. Notional example of a time-dependent system property (e.g., temperature or pressure) and a 
corresponding distribution of failure values. 

 
The developments in Refs. [7-10] always refer to the link properties under consideration as  

temperature. However, there is no thing in the development of the results in T able 1 that is  
specific to temperature. The results hold for any time-dependent property that has the potential to 
cause link failure. Further, different properties coul d be associated with the failure of different  
links. For example, some links might fail on the basis of temperature while other links fail on the 
basis of pressure or so me other system  property. Whatever the failure m odes are for th e 
individual links, PLOAS can be determ ined as indicated in Table 1 once the CDFs for failure  
time are determined. 
 

The results contained in this presentation generalize the results in Ref. [7] in two ways. First, 
aleatory uncertainty is assumed to be present in the s ystem properties (e.g.,  temperature, 
pressure, …) under consideration. S econd, the failure values for a link are assumed to be tim e-
dependent. These more general assumptions are illustrated in the notional example in Fig. 2. 
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Fig. 2. Notional example of a distribut ion for a time-dependent system property (e.g., temperature 
or pressure) and a corresponding distribution for time-dependent failure values. 

 
The following topics are considered in this presentation: (i) definition of failure time CDFs 

for single WLs or SLs  (Sect. 2), (ii) evaluation of CDFs fo r known density functions (Sect. 3), 
(iii)  evaluation of PLOAS with quadrature-based procedures (Sect. 4), (iv) evaluation of PLOAS 
with sampling-based (i.e., Monte Carlo) procedures  (Sect. 5), (v) illustration of the verification 
tests for the PLOAS evaluations in dicated in Table 1 (Sect. 6),  (vi) alternative rep resentations 
for PLOAS (Sect. 7 ), (viii) example system used to  illustrate procedures for the evaluation of 
PLOAS (Sect. 8), (ix) example evaluations of PLOAS involving only aleatory uncertainty (Sect. 
9), (x)  example evaluations of PLOAS involving al eatory and epistemic uncertainty (Sect. 10), 
and (xi) example evaluations of PLOAS involving mixtures of aleatory and epistemic uncertainty 
(Sect. 11). The presentation then ends with a concluding discussion (Sect. 12).  
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2.  Definition of Failure Time CDFs for Single WLs or SLs 
 

The failure time CDF for a single WL or SL is based on the following assumed properties of 
that link for the time interval mn mxt t t  : 

 

 ( ) nondecreasing function defining nominal link property for ,mn mxp t t t t    (2.1) 
 

 
( )  nonincreasing function defining nominal failure value for link property 

  for ,mn mx

q t

t t t


 

 (2.2) 

 

 
( )  density function for variable  used to characterize aleatory uncertainty 

   in link property,
d  

 (2.3) 

 

 
( )  density function for variable  used to characterize aleatory uncertainty 

   in link failure value,

d  
 (2.4) 

 
            ( | ) ( )  link property for  given ,mn mxp t p t t t t       (2.5) 
 
and 
 
              ( | ) ( )  link failure value for  given .mn mxq t q t t t t       (2.6) 
 
 
Further, ( )d   and ( )d   are assumed to be defined on intervals [ , ]mn mx   and [ , ]mn mx   
and to equal zero outside these in tervals. Although this does not have to be the case, it is 
anticipated that  and  will be assigned distributions with a mode of 1.0 in most analyses so that 

( )p t and ( )q t will be the modes (i.e., most likely values) for  p(t|) and q(t|). 
 

The functions p(t|) and q(t|) (i) define tim e-dependent values for a link property (e.g., 
temperature, pressure, …) and the failure v alues for that property (e.g., failure tem perature, 
failure pressure, …) and  (ii) have d istributions that derive from  the distributions for  and  
characterized by the density functions ( )d   and ( )d  . For given values for  and , the link 
fails at the time t for which the equality  
 
        | |q t q t p t p t       (2.7) 
 
holds. In turn, the distributions for  and  result in a  distribution of possible values for the 
failure time t that can be summarized by 
 
    probability that link failure occurs at or before time ,CDF t t  (2.8) 
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which is th e CDF for link f ailure time. Two derivations and associated rep resentations for 
CDF(t) follow, with one representation involving Riemann integrals and the other representation 
involving Stieltjes integrals. 
  

The derivation involv ing Riemann integrals is presented first. Because p(t|) is 
nondecreasing and q(t|) is nonincreasing, link failure can occur at or before tim e t only if the 
inequality 
 
        | |q t q t p t p t       (2.9) 
 
is satisfied (see Fig. 2), which in turn implies the inequality 
 
      / , .p t q t F t     (2.10) 
 
As a consequence,  
 

      1( , )
211

d ,i
n F t

i i
i

CDF t d d


    




          (2.11) 

 
where (i) 0 1mn n mx     < < <  is a subdivision of [ , ]mn mx  , (ii) [ ~]1 is the 
probability that  is les s than o r equal to 1( , )iF t  , and (iii) [~] 2 is an approxim ation of the  
probability that  is in the interval 1[ , ]i i  . In turn,  
 

      ( , )
d dmx

mn

F t
CDF t d d

 
 

   


       (2.12) 

 
in the limit as 0,i   which is a representation of CDF(t) with Riemann integrals. 
  

The derivation involving Stieltjes integrals is now presented. This derivation is predicated on 
the assumption that it is possible to obtain the CDFs 
 

 
 

 

|  probability that link property is less than or equal to  at time 

| d

p

p
p

CDF p t p t

d p t p




    
 (2.13) 

 
and 
 

 
 

 

|  probability that link failure value is less than or equal to  at time 

| d ,

q

q
q

CDF q t q t

d q t q




    
 (2.14) 
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where ( | )pd p t   and ( | )qd q t   are the d ensity functions for the possible values for the link 
property p and f ailure value q at tim e t.  Giv en that ( | )pCDF p t  and ( | )qCDF q t  can be 
obtained, CDF(t) can be approximated by   
  

        1 1
1

| | | ,
n

q i p i p i
i

CDF t CDF p t CDF p t CDF p t 


     (2.15) 

 
where (i) [ pmn(t), pmx(t)] = [ ( ), ( )]mn mxp t p t  , (ii) 0 1( )mn np t p p p < < <  ( )mxp t is a 
subdivision of [pmn(t), pmx(t)], (iii) 1( | )q iCDF p t  is the p robability that failure value q is less 

than or equal to 1ip  , and (iv) [~] is the probability that property p is in the interval [pi1, pi]. In 
turn, 
 

      ( )
( )

| d |mx

mn

p t
q pp t

CDF t CDF p t CDF p t   (2.16) 

 
in the limit as 0,ip   which is a representation of CDF(t) with Stieltjes integrals. 
 

The definitions of the density functions ( | )pd p t   and ( | )qd q t   in Eqs. (2.13) and (2.14) a re 

now considered. The d evelopment of ( | )pd p t   and ( | )qd q t   involves a co nversion from the 

distributions for and  to the distribu tions for p and q at tim e t. If y = f() is a st rictly 
monotonic function of a variable  and has density function d, then the density function 
dyyfor y is given by ([18], Eq. (8.18))  
 
      1 1d /d .yd y f y y d f y

      (2.17) 

 
The values for p and q at time t are related to the values for  and by 
 
        1 and /p pp p t f f p p p t        (2.18) 
 and 
 
        1and / .q qq q t f f q q q t        (2.19) 
 
Given the preced ing relationships, application of the identity in Eq. (2.17) yields  the density  
functions 
 
          1 1| d /d 1/ /p p pd p t f p p d f p p t d p p t 

            
       (2.20) 
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and 
          1 1| d /d 1/ /q q qd q t f q q d f q q t d q q t 

            
       (2.21) 

 
in Eqs. (2.13) and (2.14). 
 

In turn, sub stitution of the density f unctions in Eqs. (2.20)  and (2.21)  into the in tegrals 
defining ( | )pCDF p t  and ( | )qCDF q t  in Eqs. (2.13) and (2.14) produces 
 

        / ( )
| 1/ / d d

p p p t
pCDF p t p t d p p t p d   

 
           (2.22) 

 
and 
 

        / ( )
| 1 / / d d ,

q q q t
qCDF q t q t d q q t q d   

 
           (2.23) 

  
where the change of variables formula 
 

      ( )
( )

d /d d d
b f b

a f a
f x x g f x x g f f          (2.24) 

 
is used to obtain the two final equalities. 
 
The integrals defining CDF(t) in Eqs. (2.12) and (2.16) ar e different in appearance but are 
numerically equivalent as indicat ed by the s equence of equalities in Table 2 that start with th e 
Stieltjes integral in Eq. (2.16) and end with the Riemann integral in Eq. (2.12). 
 

If there is no aleatory  uncertainty associated with ( )p t , then ( )d   is the Dirac delta  
function ( 1)    corresponding to  = 1 having probability one. In this case, 
 

    ( )/ ( )
d .

p t q t
CDF t d  


   (2.25) 

 
Similarly, if there is no aleatory uncertainty associated with ( )q t , then ( )d   is the Dirac delta 

function ( 1)    corresponding to  = 1 having probability one. In this case,  
 

    ( )/ ( )
d .

q t p t
CDF t d  


   (2.26) 

 
The preceding representations for CDF(t) follow by substituting the in dicated density functions 
into the representation for CDF(t) in Eq. (2.12). In both representa tions, CDF(t) = 0 if the range 
of integration is outside the range of nonzero values for the density function being integrated.   
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Table 2 Sequence of Equalities Starting with the Stieltjes Integral in Eq. (2.16)  and Ending with 
the Riemann Integral in Eq. (2.12) 

 
 

 


   


     


         


      

1
( )
( )

2
( )
( )

3
( )
( )

4
1 1 1

d | d |

d | / d d d | / d d

1/ / d 1/ / d

d / d d d / d

mx

mn

mx

mn

mx

mn

p t p
q pp t

p t p
q pp t

p t p

p t

p
q q p

CDF t CDF q t CDF p t

CDF q t q q CDF p t p p

q t d q q t q p t d p p t p

f q q d f q q f p p d

 

 







  


    

   

               

           

 

 

 

   


      


      


    

1

1

1

1

( ) 1
( )

5
( ) ( ) 1 1
( ) ( )

6
( ) [ ( )]/ ( ) 1 1
( )

7
( )/ ( )

[ ( )]

d

d d / d d

d d / d d

d

mx

mn

mx q

mn q

mx p p

mn

p p

p mn

p t
pp t

p t f p
p pp t f

p t f f p q t
p pp t

f f q t

f p t

f p p

d f p p d f p p

d f p p d f p p

d d

 

 


 

 

 

  











 


 




 
 

            

            





 

 




   

1[ ( )]

8
( , )

d

d d ,

mx

mx

mn

p t

F t
d d

 
 



   




    



 
 

 
where (i) Equality 1  corresponds to the Stieltjes integral representation for CDF(t) in Eq. (2.16), (ii) Equality 2 
involves differentiation to convert Stieltjes integrals into Riemann integrals, (iii) Equality 3 results from performing 
the indicated differentiations for the CDFs defined in Eqs. (2.13) and (2.14) and then replacing the resultant density 
functions with their representations in Eqs. (2.20) and (2.21), (iv) Equality 4 involves a change in notation with the 

introduction of the functions 1( )pf p  and  1( )qf q  defined in Eqs. (2.18) and (2..19), (v) Equality 5 involves a 

change in the variable of integration based on the change of variables formula 
 

      ( )
( )

d / d d d ,
b f b

a f a
f x x g f x x g f f          

 
(vi) Equality 6 involves a change in notation based on the relationship 
 

        1 1/ / ,q p pf p p q t f f p q t     
 

 
(vii) Equality 7 involves a change in the variable of integration based on the preceding change of variables formula, 
and (viii) Equation 8 involves the change of notation 
 
          / / ,pf q t p t q t F t     

 
and corresponds to the Riemann integral representation for CDF(t) in Eq. (2.12). 
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3.  Evaluation of CDFs for Known Density functions 
 

As indicated in Eq. (2.12) , the function CDF(t) for cumulative link failure probability can be 
obtained from a Riemann integral involving the CDF f or  . Similarly as shown in Eqs. (2.16) , 
(2.22) and (2.23), CDF(t) can also be obtained f rom a Stieltjes integral involving the CDFs for 
and . Further, the special case represen tations for CDF(t) in Eqs. (2.25) and (2.26) are, in 
effect, CDFs for and , respectively. Thus, obtaining CDFs for and  is a fundamental part 
of evaluating CDF(t). As shown in this section, CDFs for many known density functions can be 
easily constructed. In tu rn, these CDFs can be us ed in numerically efficient evaluations of the 
representations for CDF(t) in Eqs. (2.12), (2.16), (2.25) and (2.26). 
 

 As examples, normal, lognormal, uniform, loguniform and triangu lar distributions are 
considered. The density functions for these distributions are (i) 
 

      2 21/ 2 exp / 2nd x x        
 (3.1) 

  
for x normal with mean  and standard deviation , (ii) 
 

      2 2

0                                                           for 0
  

1 / 2 exp ln / 2   for 0ln

x
d x

x x x   

       
<

 (3.2) 

 
for x lognormal with x > 0, E(ln x) = V(ln x) = 2and E and V used to repres ent expected 
value and variance, respectively, (iii) 
 

    1 /  for 
0               otherwiseu

b a a x b
d x

    


 (3.3) 


for x uniform on [a, b] with ∞ < a and b < ∞, (iv)


    1 / ln /  for 

0                       otherwise
lu

x b a a x b
d x

       


 (3.4) 

 
for x loguniform on [a, b] with 0 < a and b < ∞, and (v) 
 

  
    
    
2 2 /  for 

2 2 /   for 
0                                         otherwise

t

x a m a b a a x m

d x b x b m b a m x b

     


     



 (3.5) 
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for x triangular on [a, b] with ∞ < a and b < ∞ with mode m.  


In turn, the corresponding CDFs for norm al, lognormal, uniform, loguniform and triangular 
distributions are 
 

        d 1 1 / 2 / 2 ,
x

n nCDF x d v v erfc x  


       (3.6) 

 

        
0                                                  for 0

d
1 1 / 2 ln / 2   for 0 ,

x
ln ln

x
CDF x d v v

erfc x x 

       
 <

 (3.7) 

 

        
0                        for 

d /  for 
1                         for ,

x
u u

x a

CDF x d v v x a b a a x b

b x



     




<

<

 (3.8) 

  

        
0                             for 

d ln / / ln /  for 
1                             for ,

x
lu lu

x a

CDF x d v v x a b a a x b

b x



   




<

<

 (3.9) 

 
and 
 

    
    

    

2

2

0                                           for 

/       for 
d

1 /  for 
1                                            for ,

x
t t

x a

x a m a b a a x m
CDF x d v v

b x b m b a m x b

b x






    
  

      





<

<

 (3.10) 

 
respectively, where 
 

      22 / exp d
x

erfc x v v


   (3.11) 

 
is the com plementary error function. Sim ilar expressions define complem entary cumulative 
distribution functions (CCDFs) as a CCDF is simply one minus the corresponding CDF.  
 

The CDFs and CCDFs  for uniform, loguniform  and triangular distri butions are easy to 
evaluate and thus pres ent no numerical ch allenges. The CDFs and CCDFs for norm al and 
lognormal distributions are m ore complex to ev aluate but, as the result of an algebraic 
approximation to the complem entary error function, can be approxim ated in a computationally 
efficient manner. Specifically, erfc(x) can be approximated by 
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  2exp( 1.26551223 (1.00002368 (0.37409196 (0.09678418

( 0.18628806 (0.27886807 ( 1.13520398 (1.48851587
( 0.82215223 0.17087277)))))))))

erfc x t x t t t

t t t t

t t

     

     
  

 (3.12) 

 
 for x ≥ 0 and t = 1/(1 + 0.5x) and by 
 
    2 | |erfc x erfc x   (3.13) 
 
for x < 0 ([19], p. 164) . Although not aesthetically pleasing, the preceding approxim ation to 
erfc(x) is easy to evaluate numerically. 
 

Care must be used  in the specification of distributions that ha ve infinite tails (e.g., normal 
and lognormal distributions) as th e infinite tails of such dist ributions typically correspond to 
variable values that are physic ally impossible. This m ay sound like a pedantic observation but 
the authors of this paper have seen serious errors introduced into important decision-supporting 
analyses by the use of distribut ions with inf inite tails with out the spe cification of truncation 
values for the tails.   
 

As an example, the truncation of the normal and lognormal distributions introduced in Eqs. 
(3.1) and (3.2) is considered. If  these distributions are truncated at lower and upper quantiles of 

mnq  and mxq , respectively, then the density functions for the truncated distributions would be (i) 
 

      2 2

0                                                     for  and 

1 / 2 exp / 2
 for 

mn mx

tn

mn mx
mx mn

x x x x

d x x
x x x

q q

   

 
       


< <

  (3.14) 

 
for the truncation of a norm al distribution for x with mean  and standard deviation , where 

 1 | ,mn n mnx q    ,  1 | ,mx n mxx q    , and  1 | ,n q   denotes the q-quantile value 

qx  of a normal distribution with mean  and standard deviation , and (ii) 
 

      2 2

0                                                           for  and 

1 / 2 exp ln / 2
 for 

mn mx

tln

mn mx
mx mn

x x x x

d x x x
x x x

q q

   

 
       


< <

  (3.15) 

 
for the truncation of a lognormal distribution for x with x > 0, E(ln x) = andV(ln x) = 2 

where  1 | ,mn ln mnx q    ,  1 | ,mx ln mxx q    , and  1 | ,ln q   denotes the q-quantile 

value qx  of a lognormal distribution with E(ln x) = and V(ln x) = 2 
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In turn, the CDFs for truncated normal and lognormal distributions are 
 

 

   

   

d

0                                                          for 

1 1 / 2 / 2
 for 

1                                                           for 

x
tn tn

mn

mn
mn mx

mx mn

mx

CDF x d v v

x x

q erfc x
x x x

q q

x x

 






    






< <








  (3.16) 

 
and 
 

 

   

   

d

0                                                             for 

1 1 / 2 ln / 2
 for 

1                                                              

x
tln tln

mn

mn
mn mx

mx mn

CDF x d v v

x x

q erfc x
x x x

q q

 






    




< <

for ,mxx x






 


  (3.17) 

 
respectively. When mnq and mxq are related by 1mx mnq q  , the divisor mx mnq q in Eqs. 
(3.14)-(3.17) simplifies to 1 2 mnq . 
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4.  Evaluation of PLOAS with Quadrature-Based Procedures 
 

Once CDF(t) and CCDF(t) = 1   CDF(t) can be evaluated for individual links, the  
representations for PLOAS in Ta ble 1 can be  numerically evaluated. For ex ample, the 
probability 1( )pF t for the failure all SLs b efore the failure of any WL is def ined as Cas e 1 in 
Table 1 and can be approximated by 
 

 

 

      

 

 

1 , 1
1 1 1,

, , , 1
1

, 1
1 1 1,

, ,
1

( )

1

nSLnSL n

SL l i
k i l l k

nWL

WL j i SL k i SL k i
j

nSLnSL n

SL l i
k i l l k

nWL

WL j i SL
j

pF t CDF t

CDF t CDF t CDF t

CDF t

CCDF t CDF


   





   



        
            

        

     
  

  



  

     , 1k i SL k it CDF t 






 (4.1) 

 
for subdivisions 0 = t0 < t1 < …< tn = t of  [0, t]. As shown below, sim ilar approximations exist 
for the other three failu re cases defined in Table 1. In the preced ing approximation for 1( )pF t , 
left and right evaluations ar e indicated for SL s (i.e., 1SL l iCDF t , ( )  and , 1( )SL l iCCDF t  ) and 
WLs (i.e., , ( )WL j iCDF t  and , ( )WL j iCCDF t ), respectively, as the underlying assum ption is that 

all SLs except for SL k have failed before time ti1 and all WLs fail after time ti. If the CDFs and 
CCDFs are continuous in time, this specification of evaluation times does not affect the lim iting 
value for 1( )pF t  as ∆ ti goes to zero. 
 

Similarly, the representations 2 ( )pF t , 3( )pF t  and 4 ( )pF t  for PLOAS in Table 1 can be 
approximated by 
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 
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        

   
  

  



  

     , , 1 ,SL k i SL k it CDF t 






 (4.2) 

 

 

 
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1
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pF t CDF t
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  



 (4.3) 

 and 
 

 

 

      

 

 
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        

    
  

  



  
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




 (4.4) 

 
for subdivisions 0 = t0 < t1 < …< tn = t of  [0, t].  
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5.  Evaluation of PLOAS with Sampling-Based Procedures 
 

Sampling-based (i.e., Monte Carlo) procedures can also be us ed to determine PLOAS. One 
approach is to use sampling-based procedures to estimate the expected values of function s 

( | )i t t , i = 1, 2, 3, 4, where 
 
  time at which PLOAS (i.e., ( ) in Table 1) is to be determined,it pF t  (5.1) 
 
  time at which WL  fails, 1, 2,..., ,jtWL j j nWL   (5.2) 
 
  time at which SL  fails, 1, 2,..., ,jtSL j j nSL   (5.3) 
 
  1 2 1 2, ,..., , , ,..., ,nWL nSLtWL tWL tWL tSL tSL tSLt  (5.4) 
 

      1 2 1 2
1

1 if max , ,..., min , , ,...,
|

0 otherwise,
nSL nSLtSL tSL tSL t tWL tWL tWL

t
  


t  (5.5) 

 

      1 2 1 2
2

1 if min , ,..., min , , ,...,
|

0 otherwise,
nSL nSLtSL tSL tSL t tWL tWL tWL

t
  


t  (5.6) 

 

       1 2 1 2
3

1 if max , ,..., min , max , ,...,
|

0 otherwise,
nSL nSLtSL tSL tSL t tWL tWL tWL

t
  


t  (5.7) 

 
and 
 

       1 2 1 2
4

1 if min , ,..., min , max , ,...,
|

0 otherwise.
nSL nSLtSL tSL tSL t tWL tWL tWL

t
  


t  (5.8) 

 
In words, 1( | )t t = 1 corresponds to all SLs failing before time t and also before any W L fails 
(i.e., Case 1 in Table 1); 2 ( | )t t = 1 corresponds to any SL failing before tim e t and also before 
any WL fails (i.e., Case 2 in Table 1); 3( | )t t = 1 corresponds to all SL s failing before tim e t 
and also before all WLs fail (i.e., Case 3 in Table 1); and 4( | )t t = 1 corresponds to any SL 
failing before ti me t and also b efore all W Ls fail (i. e., Case 4 in  Table 1). If a tim e interval 
[ , ]mn mxt t  is under consideration, the possible failure tim e t is assum ed to be contained in 
[ , ]mn mxt t ; further, if a link has n ot failed within  [ , ]mn mxt t , its f ailure time is set to a va lue 
greater than mxt for use with the indicator functions ( | )i t t defined in Eqs. (5.5)-(5.8).  
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When appropriately formulated, th e expected v alue E[ ( | )i t t ], i = 1, 2, 3, 4, for ( | )i t t  
corresponds to the PLO AS value ( )ipF t  defined in Table 1. Two wa ys to defined the expected 
value E[ ( | )i t t ] for ( )ipF t  are illustrated in this section: (i) with use of the CDFs , ( )WL jCDF  , 
j = 1, 2, …, nWL, and , ( )SL jCDF  , j = 1, 2, …, nSL, for link failure times, and (ii) w ith use of 
the distributions for the variables , ,,WL j WL j  , j = 1, 2, …, nWL, and  , ,,SL j SL j  , j = 1, 2, …, 
nSL, indicated in conjunction with Eqs. (2.1)-(2.6)  that define properties and failure values for 
the individual links. In add ition, approximations with bot h simple random sampling and 
importance sampling are described.  
 

Approximation of ( )ipF t  with use of the CDFs , ( )WL jCDF  , j = 1, 2, … , nWL, and 

, ( )SL jCDF  , j = 1, 2, …, nSL, is considered first. In this approach, ( )ipF t  is approximated by 
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   

   

   

   

 





f r

f r

f r
 (5.9) 

      
where (i) nL = nWL + nSL, (ii) ( ) 1k kd r   is the density function for a variable kr  with a uniform 

distribution on [0, 1], (iii) [0,1]nL nLI  (i.e., the unit cube of  dimension nL), (iv) 

1 2[ , ,..., ] nL
nLr r r I r , (v) the function f(r) is defined by 
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



f r

 (5.10) 

 
with 1

, ( )j WL j jtWL CDF r  for j = 1, 2, …, nWL and 1
, ( )j SL j nWL jtSL CDF r

  for j = 1, 2, …,  

nSL, and (vi) lr , l = 1, 2, …,  nR, is a random sample of size nR from a uniform distribution on 
nLI . With respect to the approximation of  ( )ipF t  in Eq. (5.9), the f irst equality defines ( )ipF t  

as the expected value of [ | ( )]i t f r ; the second equality is  a notational simplification based on 
the equalities ( ) 1k kd r   for k = 1, 2, …,  nL; the approximation at the th ird step is based on a 
random sample from the link failure times; and the final equality is a restatement of f(r) in terms 
of link failure times. 
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Importance sampling involves introducing se lected distributions for the variables kr , k = 1, 
2, …, nL, in Eq. (5.9) that emphasize link failure times that are important in the determination of 

( )ipF t . When this is done, the approximation to ( )ipF t  in Eq. (5.9) becomes 
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  

 




f r

f r  (5.11) 

 
where (i) the first equality derives from the introduction of the importance sampling distributions 
defined by the density functions , ( )I k kd r , k = 1, 2, …,  nL, into the representation for ( )ipF t  in 

Eq. (5.9), (ii) the following approxim ation involves a random sa mple lr , l = 1, 2, …,  nR, from 
nLI  generated in consistency with the dist ributions defined by the density functions , ( )I k kd r , 

and (iii) the  final equality is a res tatement of f(r) in terms of link failure times.  In general, a 
priori knowledge with respect to the effects of the individual link failure tim es on ( )ipF t  is 
needed to define the density functions , ( )I k kd r  in a m anner that will enhance the convergence 

with increasing sample size of the approximation in Eq. (5.11) to ( )ipF t  over what would be  
obtained with simple random sampling as indicated in Eq. (5.9).  
 

Approximation of ( )ipF t  with use of the distributions for the variables , ,,WL j WL j  , j = 1, 
2, …, nWL, and  , ,,SL j SL j  , j = 1, 2, …, nSL, indicated in conjunction with Eqs. (2.1)-(2.6) 
that define properties and failure values fo r the individual links is now considered. The 
approximation to ( )ipF t  in this case is sim ilar to the approxim ation in Eq. (5.9) but w ith 
changed definitions for r, lr , f(r) and ( )k kd r . Specifically,  
 

 

 1 2 2

,1 ,2 , ,1 ,2 ,

,1 ,2 , ,1 ,2 ,

, ,...,  with 

, ,..., , , ,..., ,

, ,..., , , ,..., ,

nL

WL WL WL nWL WL WL WL nWL
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r r r nL nWL nSL

     

     

  

 


r

 (5.12) 

    
 , , ,, , , 1, 2,..., ,WL j WL j WL j j nWL jr r j nWL          p  (5.13) 

 
 , , , 2 2, , , 1,2,..., ,            SL j SL j SL j nWL j nWL nSL jr r j nSLp  (5.14) 
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  , , , , , time at which WL  fails with ,

,
WL j WL j WL j WL j WL j

j

f j

tWL

     


p p
 (5.15) 

 

  , , , , , time at which SL  fails with ,

,
SL j SL j SL j SL j SL j

j

f j

tSL

     


p p
 (5.16) 

 and 
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In turn, 
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where (i) ( )k kd r  is the density function for kr  defined on the set k  of possible values for  kr  
(i.e., for ,WL j , ,WL j , ,SL j  or ,SL j  as appropriate; see Eq. (5.12)), (ii) 

2 2nL   1     , and (iii) lr , l = 1, 2, …,  nR, is a random  sample of size nR from  
generated in consistency with the distributions defined by the density functions ( )k kd r . 
 

The approximation to ( )ipF t  in Eq. (5.18) based on sam pling from the variables ,WL j , 

,WL j , ,SL j  and ,SL j  can also be m odified to include im portance sampling. When this is  

done, the approximation to ( )ipF t  in Eq. (5.18) becomes 
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where (i) the first equality derives from the introduction of the importance sampling distributions 
defined by the density functions , ( )I k kd r , k = 1, 2, …, 2nL, into the representation for ( )ipF t  in 

Eq.(5.18), (ii) the following approximation involves a random sample lr , l = 1, 2, …, nR, from  
generated in consistency with th e distributions defined by the density functions , ( )I k kd r , and 
(iii) the final equality is a restatement of f(r) in terms of link failure times. 
 

In addition to sam ple size effects, the accuracy  of the m ethods defined in Eqs. (5 .18) and 
(5.19) is also dependent on the accuracy with which the link  failure times jtWL and jtSL in Eqs. 
(5.15) and (5.16) are determined.  
 

In general, the quadrature-base d procedures fo r the ev aluation ( )ipF t  described in Sect. 4 
will be m ore computationally efficient than the  sampling-based procedures described in this  
section. It is anticip ated that th e primary use of the sam pling-based procedures w ill be in the 
verification of the correctness of  the im plementation of quadrat ure-based procedures for the 
evaluation of ( )ipF t . The sampling-based procedures are effective verification tools because their 
implementation is, to a great extent, independent  of the implementation of the quadrature-based 
procedures. This is especially true f or the procedures described in Eqs. (5.18) and (5.19) based 
on sampling the variables ,WL j , ,WL j , j = 1, 2, …, nWL, and ,SL j , ,SL j  j = 1, 2, …, nSL. 
The procedures described in Eqs. (5.9) and (5. 11) are som ewhat less effective as  verification 
tools because of the use of the sam e CDFs (i.e.,  , ( )WL jCDF  , j = 1, 2, …,  nWL, and 

, ( )SL jCDF  , j = 1, 2, …, nSL) for link failure times as used in the quadrature procedures. 
 

   A way to potentially enhance th e efficiency of the sam pling techniques described in th is 
section is to  perform the calcu lations indicated in Eqs. (5.9), (5.11), (5.18) and (5.19) in tw o 
steps. In the first step, sets 

  : 1, 2,..., 1 , 1, 2,...,j jltWL l nR j nWL     (5.20) 

and 

  : 1, 2,..., 1 , 1, 2,...,j jltSL l nR j nSL     (5.21)  

of link failure tim es are generated with the sampling method used in conjunction with the 
procedure in Eq. (5.9), (5.11), (5.18) or (5.1 9). As a result of the us e of different sam pling 
methods, the failure tim es for the individual links in Eqs. (5.20) and (5.21) have weights (i.e., 
probabilities) defined by (i) 

 
 for = 1,2,...,

1 / 1
 for  with 1, 2,...,

jl
kl

jl

wWL j k nWL
wL nR

wSL j k nWL k nWL nWL nL nWL nSL

         
 (5.22) 
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for the simple random sampling used in conjunction with Eqs. (5.9) and (5.18), (ii)   

 

 ,1 / 1 , 1, 2,....,

 for 1, 2,....,  

 for  with 1, 2,....,

kl I k kl
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       

  (5.23) 

for the importance sampling used in conjunction with Eq. (5.11), and (iii) 

 
 for 1, 2,....,  

 for  with 1, 2,....,
jl

kl
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  (5.24) 

with 
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and 
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for the importance sampling used in conjunction with Eq. (5.19). The subscripting in Eqs. (5.25) 
and (5.26) matches the order in which the ’s and  ’s appear in the vector r in Eq. (5.12). 

 In the second step, the sets j  and j defined in Eqs. (5.20) and (5.21) and the associated 

weights indicated in Eqs. (5.22)-(5.26) ar e used to constru ct an app roximation to pFi(t). One 
possibility is to approximate ( )ipF t  with an exhaustive combination of all the times contained in 

j  and j , which produces the approximation 

  
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nL

i i kl
l l l k

pF t wL
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  (5.27) 

where 

  1,2,..., 1  for 1,2,..., ,k nR k nL   

  1 2 1 2[ , ,..., ] :  for 1, 2,..., ,nL nL k kl l l l k nL        l       
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and 

 
1 2 1 21 2 , 1, 2, ,, ,..., , , ,..., .

nWL nWL nWLl l nWL l l l nSL nLtWL tWL tWL tSL tSL tSL
 

   It  

This approach has the advantage th at it uses all the information generated in the first sampling 
but can computationally dem anding if nR1 and nL are large as th e number of term s in the 
summation in Eq. (5.27) is nR1nL. 

 An alternate approach is to use sim ple random sampling from the sets j  and j in 

conjunction with the a ssociated weights indic ated in Eqs . (5.22)-(5.26)In this approach, the 
weights indicated in Eqs. (5.22)-(5.26)are used as the probabilities for the individual elements of 

j  and j to generate a random sample of the form 

 1 2 , 1 2 ,, ,..., , , ,..., , 1, 2,..., 2,   l l l nWL l l l nSL ltWL tWL tWL tSL tSL tSL l nRt  (5.28) 

from the sets j  and j . Once generated, these sam ples can be used as shown in Eq. (5.9) 

with nR = nR2 to estimate the PLOAS value ( )ipF t . In general, the sam ple size nR2 would be 

larger than the sample size nR1 used to generate j  and j but smaller than nR1nL.  

 If some of the weights in Eqs. (5.22)-(5.26 ) are very sm all, the random sampling approach 
indicated in the preceding paragraph could require a very large sample size to obtain an adequate 
approximation to ( )ipF t . In this situation, it could be adva ntageous to use importance sampling 

from the times contained in j  and j . With this approach, probabilities 

 1 2 , 1, ,..., , 1,2,..., ,   j j j j nRpL pL pL j nWLpWL   (5.29) 

and 

 ,1 ,2 , 1, ,..., , 1,2,..., ,     j nWL j nWL j nWL j nRpL pSL pSL j nSLpSL   (5.30) 

are assigned to the tim es in j  and j , where jlpL and ,nWL j lpL are the prob abilities 

assigned to element l of j  and j , respectively, for use in im portance sampling. Once 

assigned, the probabilities in Eqs. (5.29) and (5.30) can be used  to generate a sample of size nR2 
of the for m shown in Eq. (5.28) from  the tim es in j  and j , which corresponds to 

generating a subset I of size nR2 from the set defined in conjunction with Eq. (5.27). In turn, 
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where (i) the initia l approximation is th e same as shown in Eq. (5.27) for all possible 
combinations of WL and SL failure tim es, (ii) the following equality introduces the link 
probabilities used in i mportance sampling, and (iii) the f inal approximation results f rom the 
importance sample from the link failure times in j  and j . 

 The sets j  and j  are indicated as all being of the sam e size (i.e., nR1) in Eqs. (5.20) 

and (5.21) . However, this is not necessa ry as the relation s in Eqs. (5.27)-(5.31 ) remain valid 
with only minor notational changes if j  and j  do not have equal numbers of elements.    

 The advantage of this two-step approach is that the sample size nR1 used to generate the sets 
in Eqs. (5.20) and (5.21)  can be much smaller than the sample size nR2 required to generate the 
sample in Eq. (5.28) used to estim ate ( )ipF t . This has the po tential to re sult in s ignificant 
computational efficiency. It also provides an efficient basis for a bootst rap procedure to place 
confidence intervals around estim ates for ( )ipF t . However, this ap proach to es timating ( )ipF t

does require that the failure tim e distributions for the individual links be  independent, which is  
also the assumption under which the representations for PLOAS in Table 1 were developed.        
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6.  Illustration of Verification Test Problems 
 

Quadrature and sam pling-based procedures to determine PLOAS for the f our WL/SL 
configurations described in Tabl e 1 are developed in Sects.  2-5. Also contained in Table 1 are 
verification test problems for the determ ination of PLOAS for the four WL/SL con figurations. 
These verification problems involve the assignm ent of the same properties to all links, with the 
result that PLOAS has a sim ple algebraic form for each WL/SL configuration that is a function  
of the numbers nWL and nSL of WLs and SLs. 
 
 As an illus tration, an application of the ve rification problems in Tabl e 1 to the procedures 
developed in Sects. 2-5 is pr esented. Specifically, W Ls and SLs with identical properties are 
considered (Fig. 3), and PLOAS is determined with the CPLOAS_2 program [20] for each of the 
WL/SL configurations in Table 1 and several diffe rent combinations of WLs and SLs (Table 3). 
The similarity of the corresponding results in Table 3 to both each other and the known solutions 
to the verification test problem s provides a strong indication, but not an absolute proof, that the 
conceptual development and co mputational implementation of the PLOAS determ inations 
described in Sects. 2-5 are correct. 
 

 
Fig. 3. Link properties for illustration of  verification tests: (a) ba se physical property ( )p t , base 

failure property ( )q t , and distributions  for aleator y variables  and , (b) physica l 
properties p(t|) =  ( )p t  and failure properties q(t|) =  ( )q t  generated with random 
samples of size 100 from the  distributions for  and , and (c) cumul ative distribution 
CDF(t) for link failure time.     
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Table 3 Verification of PLOAS Calculations for WL/SL Configurations in Table 1 with Link Properties Defined in Fig. 3 Assigned to 
All Links 

 

   Verificationa  Quadrature 1b Quadrature 2c  Sampling 1d  Importance 1e   Sampling 2f   Importance 2g  
 

Case 1: Failure of all SLs before failure of any WL; Verification test:     1 ! ! !  pF nWL nSL nWL nSL  

nWL = nSL = 2:      1/6  0.1667 0.1618 (-2.9%)h 0.1662 (-0.3%) 0.1663 (-0.2%) 0.1668 (0.1%) 0.1672 (0.3%) 0.1684 (1.0%)  
nWL = 3, nSL = 5: 1/56  0.0179 0.0167 (-6.5%) 0.0177 (-0.9%)  0.0181 (1.4%) 0.0178 (-0.3%) 0.0183 (2.5%) 0.0177 (-0.9%) 
nWL = 5, nSL = 3: 1/56  0.0179 0.0167 (-6.5%) 0.0177 (-0.9%)  0.0179 (0.2%) 0.0179 (0.2%) 0.0180 (0.7%) 0.0180 (0.7%) 

Case 2: Failure of any SL before failure of any WL; Verification test:     2pF nSL nWL nSL    

nWL = nSL = 2:    1/2 = 0.50 0.4977 (-0.5%) 0.4998 (0.0%)  0.5035 (0.7%)  0.4982 (-1.4%) 0.5054 (1.1%) 0.5000 (0.0%) 
nWL = 3, nSL = 5: 5/8=0.625 0.6269 (0.3%) 0.6252 (0.0%)  0.6305 (0.9%) 0.6381 (2.1%) 0.6324 (1.2%) 0.6051 (-3.2%) 
nWL = 5, nSL = 3: 3/8=0.375 0.3714 (-1.0%) 0.3746 (-0.1%)  0.3769 (0.5%) 0.3702 (-1.3%) 0.3788 (1.0%) 0.3533 (-5.8%) 

Case 3: Failure of all SLs before failure of all WLs; Verification test:     3pF nWL nWL nSL    

 nWL = nSL = 2:   1/2 = 0.50 0.4909 (-1.8%) 0.4991 (-0.2%)  0.5030 (0.6%) 0.5010 (0.2%) 0.5056 (1.1%) 0.4925 (-1.5%) 
nWL = 3, nSL = 5: 3/8=0.375 0.3622 (-3.4%) 0.3737 (-0.3%)  0.3767 (0.5%)  0.3723 (-0.7%) 0.3787 (1.0%) 0.3800 (1.3%) 
nWL = 5, nSL = 3: 5/8=0.625 0.6116 (-2.1%) 0.6237 (-0.2%)  0.6295 (0.7%) 0.6282 (0.5%) 0.6319 (1.1%) 0.5940 (-5.0%) 

Case 4: Failure of any SL before failure of all WLs; Verification test:     4 1 ! ! !pF nWL nSL nWL nSL       

nWL = nSL = 2:      5/6  0.8333     0.8356 (0.3%) 0.8336 (0.0%) 0.8414 (1.0%)    0.8265 (-0.8%) 0.8426 (1.1%) 0.8284 (-0.6%) 
nWL = 3, nSL = 5: 55/56  0.982   0.9974 (1.6%) 0.9837 (0.2%)  0.9915 (1.0%) 1.0170 (3.5%) 0.9917  (1.0%) 0.9627 (-2.0%) 
nWL = 5, nSL = 3: 55/56  0.982   0.9919 (1.0%) 0.9831 (0.1%)  0.9917 (1.0%) 0.9704 (-1.2%) 0.9920 (1.0%) 1.0130 (3.1%) 
aVerification ~ Verification test values.   
bQuadrature 1 ~ PLOAS values obtained with quadrature procedures in Eqs. (4.1)-(4.4) for Cases 1, 2, 3 and 4, respectively, and a subdivision size of n = 310 .  
cQuadrature 2 ~ PLOAS values obtained with quadrature procedures in Eqs. (4.1)-(4.4) for Cases 1, 2, 3 and 4, respectively, and a subdivision size of n = 410 .    
dSampling 1 ~ PLOAS values obtained with random sampling procedure in Eq. (5.9) and a sample size of nR = 610 .  eImportance 1 ~ PLOAS values obtained 
with importance sampling procedure in Eq. (5.11), density functions dI,k (rk), k = 1,2,…, nL =  nWL + nSL, for sampling link failure times right triangular on [0, 1] 
for WLs and left triangular on [0, 1] for SLs, and a sample size of nR = 610 . 
fSampling 2 ~ PLOAS values obtained with random sampling procedure in Eq. (5.18), a sample size of nR = 610 , and time steps of size 0.1 min in determining 
the link failure times defined in Eqs. (5.15) and (5.16).  gImportance 2 ~ PLOAS values obtained with importance sampling procedure in Eq. (5.19), density 
functions dI,k (rk), k = 1,2,…, 2nL =  2(nWL + nSL), right triangular for sampling WL ’s and SL ’s from their assigned ranges and left triangular for sampling 
WL ’s and SL ’s from their assigned ranges, a sample size of nR = 610 , and time steps of size 0.1 min in determining the link failure times defined in Eqs. 
(5.15) and  (5.16). 
hPercent difference of calculated value from verification value.   
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Two of the  test results for Case 4 in Table 3 ar e slightly larger than 1.0. This is due to 
sampling variability around a PLOAS value of 0.982 that  is very close to 1.0. Both of the values 
that exceed 1.0 occur for im portance sampling. With the weighting f or importance sampling in 
use, early W L and SL failure tim es are und er and over r epresented, respectively, in the initial 
sampling of link failure times. Although this overweighting is corrected f or, it probably enhances 
variability in estim ates for very lar ge PLOAS values  (i.e., values close to 1.0). In general, the  
weights chosen for importance sam pling must be chosen for the specific problem  under 
consideration as a poor choice of  weights can im pede rather enhance the convergence of the  
sampling process. If desired, a boo tstrap procedure can be used to place confidence intervals 
around PLOAS values obtained with sampling-based methods. 

 
As part of the verification process for the CPLOAS_2 program [20], a num ber of additional 

verification problems of type illus trated in this  section we re performed with a varie ty of (i) 
assumed link properties ( )p t and ( )q t , and (ii) aleatory distributions for α and β. The verification 
test problems in Table 1 are particularly eff ective because, although they possess simple closed  
solutions, their implementation within the CPLOAS_2 program entails a full exercising  of th e 
conceptual development and computational im plementation of the PLOAS determ inations 
described in Sects. 2-5.  
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7.  Alternative Representations for PLOAS 
 

The representations 1( )pF t  and 3( )pF t for PLOAS in Table 1 involve  the failure of all SLs 
before the failure of any WL and  the failure of all SLs before the failure of all WLs, respectively. 
These representations explicitly incorporate the CDFs , ( )SL kCDF  , k = 1, 2, …, nSL, for the 

failure of the individual SLs. An alternative representation is to precalculate the CDF ( )SLCDF 

for the failure of all SLs by time . Specifically, ( )SLCDF  is defined by 

 ,
1

( ) ( )
nSL

SL SL k
k

CDF CDF 


    (7.1) 

provided the failures of the individual SLs ar e independent. In turn, th is leads to the 
representations 
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and 
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for 1( )pF t  and 3( )pF t . 

The preceding representations for 1( )pF t  and 3( )pF t do not look like the representations in 
Table 1. However, as indicated in Table 4, it is straight forward to demonstrate the equivalence of 
the two representations for 1( )pF t  and 3( )pF t  with use of the equality 
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For (i) sequences 1 2, ,..., na a a and 1 2, ,..., nb b b of real numbers and (ii)  the notational convention 
that 
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As CDFs are functions of bounded variation, the final expression in Table 4 is valid as long as the 
CDFs involved are continuous functions. If th e CDFs are not contin uous, then subdivision-
refinement type in tegrals with appropriate left-right integrand evaluations m ust be used to 
appropriately incorporate the effects of discontin uous CDFs (i.e., CDFs that have nonzero jum ps 
in cumulative probability). 

Table 4 Re lationships Establishing Equality of Representations f or 1( )pF t  in Table 1 and Eq.  
(7.2)  

_____________________________________________________________________________ 

   
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
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

  
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 where 1 20 Nt t t t < < < and the f inal expression results in the  limit as it goes to zero. 
_____________________________________________________________________________ 
 

In like manner, a pattern of relationships similar to that used in Table 4 also connects the two 
representations for 3( )pF t and establishes the following sequence of equalities 
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
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  
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  
      
      







 

  (7.5) 

connecting several different representations for ( )SLCDF t . 

 Given that ( )SLCDF t can be de termined, it is easy to m ake the m istake of ass uming that  

1( )pF t  and 3( )pF t can be defined by 

     1 ,
1

1 ( )
nWL

WL j SL
j

pF t CDF t CDF t


      
  
   (7.6) 

and 

     3 ,
1

1 ( ).
nWL

WL j SL
j

pF t CDF t CDF t


    
  

   (7.7) 

However, as a consequence of the inequalities 

    , ,
1 1

1 1
nWL nWL

WL j WL j
j j

CDF CDF t
 

            (7.8) 

and    

    , ,
1 1

1 1
nWL nWL

WL j WL j
j j

CDF CDF t
 

      (7.9) 

for 0 t  , 1( )pF t and 3( )pF t underestimate 1( )pF t  and 3( )pF t . Specifically, 
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  (7.10) 

and the inequality 3( )pF t ≥ 3( )pF t follows in a similar manner. 

 Analogously to the representation for ( )SLCDF  in Eq. (7.1), the CDF ( )WLCDF   for t he 

failure of all WLs by time   is defined by 

 ,
1

( ) ( )
nWL

WL WL j
j

CDF CDF 


    (7.11) 

provided the failures of the individua l WLs are independent. If desired,  ( )SLCDF   can be 
precalculated and used instead of the produc t in Eq. (7.11) in the representations 3( )pF t  and 

4 ( )pF t for PLOAS in Table 1.   
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8. Example System 
 

A multicompartment system in a f ire is now def ined for use in illustr ating the procedures 
described in Sects. 2-5 ( Fig. 4). Specifically, the 16 compartments that comprise the system are 
shown in Fig. 4, and the system of differential equations defining time-dependent temperature for 
the individual compartments is shown in Table 5. As indicated, the pressure P9(t) in compartment 
9 is assumed to be a fu nction of the temperatures in compartments 7, 8, 9 and 10. Values for the 
coefficients appearing in the system of equations in Table 5 were chosen to produce interesting 
results for the purpose of de monstration, and the resulting analyses are not intended to be  
representative of any specific system of interest to Sandia. 

 
 

 
 
Fig. 4. Multicompartment system in a fire.  

 
A more compact representation of the system of differential equations in Table 5 is given by 

 

 
   

 

4 4
0 0d /d , 1, 2,

d /d , 3, 4,...,16,

j

j

j j j j jk k j
k

j j jk k j
k

c T t r T T r T T j

c T t r T T j





    

  








 (8.1) 

with (i) the sets 1, 2,…, 16 defined by  
 
 1 = {3, 5, 7, 9}, 2 = {4, 6, 8, 10}, 3 = {1, 4, 7}, 4 = {2, 3, 8}, 5 = {1, 6, 9}, 
 6 = {2, 5, 10}, 7 = {1, 3, 8, 9, 11}, 8 = {2, 4, 7, 10, 12}, 9 = {1, 5, 7, 10, 13, 14, 15},  
 10 = {2, 6, 8, 9, 16},11 = {7, 12}, 12 = {8, 11}, 13 = {9}, 14 = {9}, 15 = {9},  
 16 = {10}, 
 
and (ii) the rates related by jk kjr r  when both rates appear. 
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Table 5 System  of Di fferential Equations Defining Time-Dependent Temperature for the  
Individual Compartments Shown in the Multicompartment System in Fig. 4 

______________________________________________________________________________
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For purposes of illustration, components associated with c ompartments 1, 5, 13 and 14 are 

treated as SLs in the sense that the failure of these components is involved in LOAS. Specifically, 
single SLs are as sociated with co mpartments 1, 13 and 14, and two SLs are associated with  
compartment 5. For notational purposes, the SLs associated with compartments 1, 13 and 14 are 
designated SL 1, SL 4 and SL 5, r espectively, and the SLs associated  with compartment 5 are 
designated SL 2 and SL 3. Further, com ponents associated with compartm ents 11 and 16 are  
treated as WLs in the sense tha t their failure disables the system and thus preven ts LOAS. For  
notational purposes, the WLs associated with compartments 11 and 16 are designated W L 1 and 
WL 2. 
  

The failure of SLs 1, 2 and 3 is as sumed to be pressure based. Specifically, each link fails 
when the pressure P9(t) in compartment 9 as d efined in Table 5 reaches its failure pressure. In 
turn, failure pressure is a function of link temperature. In the context of the notation introduced in 
Sect. 3, the base link properties are  
 
        ,1 ,2 ,3 9 ,SL SL SLp t p t p t P t    (8.2) 
 
and the base link failure properties are 
 
            ,1 ,1 1 ,2 ,2 5 ,3 ,3 5, ,SL SL SL SL SL SLq t f T t q t f T t q t f T t              (8.3) 
 
for the functions , ( ), 1,2,3,SL if T i   in Fig. 5. 
 

 
 

Fig. 5. Failure pressures as functions ,  and  of temperature T for SLs 1, 
2 and 3, respectively. 

 
 
 
 

1, ( )SLf T 2, ( )SLf T 3, ( )SLf T
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The failure of SLs 4 and 5 is assum ed to be t emperature based. Specifically, thes e links fail 
when the tem perature in their corresponding co mpartments (i.e., compartm ents 13 and 14) 
reaches a specified failu re temperature. In the c ontext of the notation introduced in Sect. 3, the 
base link properties are 
 
        ,4 13 ,5 14, ,SL SLp t T t p t T t   (8.4) 
 
and the base link failure properties are 
 
  
    ,4 ,5623 K, 673 K.SL SLq t q t   (8.5) 
 
Similarly, the failure of WLs 1 and 2 is assumed to be temperature based with base link properties 
and base link failure properties defined by 
 
        ,1 11 ,2 16,WL WLp t T t p t T t   (8.6) 
 
and  
 
    ,1 ,2600 K, 550 K,WL WLq t q t   (8.7) 
 
respectively.  
 

For purposes of illustration, five failure patterns leading to LOAS will be consid ered (Table 
6). Two variants on the trea tment of uncertainty are illustrated for the in dicated failure patterns: 
(i) only aleatory uncertainty present (Sect. 9 ), and (ii) both aleatory and epistem ic uncertainty 
present (Sect. 10). 
 
Table 6 Example Failure Patterns Leading to LOAS Used for Illustration 
_____________________________________________________________________________________________ 

Failure Pattern 1: LOAS occurs if SL 1, SL 2 or SL 3 fails before WL 1 fails. 

Failure Pattern 2: LOAS occurs if SL 4 and SL 5 both fail before WL 2 fails.  

Failure Pattern 3: LOAS occurs if (i) SL 1, SL 2 or SL 3 fails before WL 1 fails or (ii) SL 4 and SL 5 both fail before 
WL 2 fails. 

Failure Pattern 4: LOAS occurs if SL 4 and SL 5 both fail before WL 1 or WL 2 fails. 

Failure Pattern 5: LOAS occurs if (i) SL 1, SL 2 or SL 3 fails before WL 1 fails or (ii) SL 4 and SL 5 both fail before 
WL 1 or WL 2 fails. 

______________________________________________________________________________________________ 
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9. Examples Involving Only Aleatory Uncertainty 
 

For the case of only aleatory  uncertainty, aleato ry variables 1 2 3 4 5, , , , , , ,SL i i   
1 2 3 4 5, , , , , , ,SL i i  1 2, , , ,WL i i   and 1 2, , , ,WL i i   are defined such that  

  
    , , , ,| , 1, 2,3, 4,5,SL i SL i SL i SL ip t p t i    (9.1) 
 
    , , , ,| , 1, 2,3, 4,5,SL i SL i SL i SL iq t q t i    (9.2) 
 
    , , , ,| , 1, 2,WL i WL i WL i WL ip t p t i    (9.3) 
 
and 
 
    , , , ,| , 1, 2.WL i WL i WL i WL iq t q t i    (9.4) 
 
The distributions associated with the variables 1 2 3 4 5, , , , , , ,SL i i  1 2 3 4 5, , , , , , ,SL i i  1 2, , , ,WL i i   
and 1 2, , , ,WL i i   are defined in Table 7.  
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Table 7 Summary of WL-SL Proper ties and Defining Distributions  for the Alea tory Variables 

1 2 3 4 5, , , , , , ,SL i i   1 2 3 4 5, , , , , , ,SL i i  1 2, , , ,WL i i   and 1 2, , ,WL i i   
 
 
WL 1: Associated with C ompartment 11 in Fig. 4. Link failure based on temperature, with (i) base temperature 

,1 ( )WLp t defined by function T11(t) in Table 5 with aleatory variable WL,1 assigned a  truncated normal distribution 

with  = 1.0,  = 0 .1 and q = 0.01, and (ii) base failure temperature ,1 ( )WLq t = 600 K with aleatory variable WL,1 

assigned a triangular  distribution on [0.91, 1.09] with mode 1.0.     

 WL 2: Associated with Com partment 16 in Fig. 4. Lin k failure based on temperature, with (i) base temperature 

,2 ( )WLp t defined by function T16(t) in Table 5 with a leatory variableWL,2 assigned a truncated normal distribution 

with  = 1.0,  = 0.1 and q = 0.01, and (ii) base failure temperature ,2 ( )WLq t = 550 K with aleatory variable WL,2 

assigned a triangular  distribution on [0.9, 1.1] with mode 1.0.      

SL 1: Associa ted with Com partment 1 in Fig. 4. Link failure based on pressure, with (i) temperature defined by 
function T1(t) in Table 5, (ii) base pressure ,1 ( )SLp t defined by function P9(t) in Table 5 with aleatory variable SL,1 

assigned a truncated normal distribution with  = 1.0,  = 0.1 and q = 0.01, and (iii) base failure pressure ,1 ( )SLq t

defined by fSL,1[T1(t)] for function  fSL,1(T) defined in Fig. 5 with aleatory variable SL,1 assigned a truncated norm al 
distribution with  = 1.0,  = 0.1 and q = 0.01. 

SL 2: Associa ted with Com partment 5 in Fig. 4. Link failure based on pressure, with (i) temperature defined by 
function T5(t) in Table 5, (ii) base pressure ,2 ( )SLp t defined by function P9(t) in Table 5 with aleatory variable SL,2 

assigned a truncated normal distribution with  = 1.0,  = 0.1 and q = 0.01, and (iii) base failure pressure  ,2 ( )SLq t

defined by fSL,2[T5(t)] for function  fSL,2(T) defined in Fig. 5 with aleatory variable SL,2 assigned a truncated norm al 
distribution with  = 1.0,  = 0.1 and q = 0.01. 

SL 3: Associa ted with Com partment 5 in Fig. 4. Link failure based on pressure, with (i) temperature defined by 
function T5(t) in Table 4, (ii) base pressure ,3 ( )SLp t defined by function P9(t) in Table 5 with aleatory variable SL,3 

assigned a truncated normal distribution with  = 1.0,  = 0.1 and q = 0.01, and (iii) base failure pressure ,3 ( )SLq t

defined by fSL,3[T5(t)] for function  fSL,3(T) defined in Fig. 5 with aleatory variable SL,3 assigned a truncated  normal 
distribution with  = 1.0,  = 0.1 and q = 0.01. 

 SL 4: Ass ociated with C ompartment 13 in Fig. 4. Li nk failure based on temperature, with (i) base tem perature 

,4 ( )SLp t defined by function T13(t) in Table 5 with aleatory variable SL,4 assigned a truncated normal distribution 

with  = 1.0,  = 0 .1 and q = 0.01, and (ii) base failure temperature ,4 ( )SLq t = 623 K with aleatory variable SL,4 

assigned a triangular  distribution on [0.85, 1.15] with mode 1.0.  

SL 5: Associated with C ompartment 14 i n Fig. 4. Link failure based on temperature, with (i) base te mperature 

,5 ( )SLp t defined by function T14(t) in Table 5 with aleatory variable SL,5 assigned a truncated normal distribution with 

 = 1.0,  = 0.1 and q = 0.01, and (ii) base failure temperature ,5 ( )SLq t = 673 K with aleatory variable SL,5 assigned a 

triangular  distribution on [0.85, 1.15] with mode 1.0.  

Note: Indicated 14 distributions for aleatory variables are assumed to be independent. 
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9.1  Failure Pattern 1: Only Aleatory Uncertainty 
 

For Failure Pattern 1, LOAS occurs if SL  1, SL 2 or SL 3 fails before WL 1.  As described in 
Sect. 8, failure of the indicated SLs depends on the system pressures 
 
      , , , , , 9| , 1, 2,3,SL i SL i SL i SL i SL ip t p t P t i      (9.5) 
 
and the corresponding failure pressures 
 

 

   
 
 

, , , ,

, , 1

, , 5

| , 1,2,3

, 1

, 2,3.

SL i SL i SL i SL i

SL i SL i

SL i SL i

q t q t i

f T t i

f T t i

 





 

      
    

 (9.6) 

 
Specifically, SL i, i = 1, 2, 3, fails at the time t for which the equality 
 
    , , , ,| |SL i SL i SL i SL ip t q t   (9.7) 
 
is satisfied. Similarly, failure of W L 1 depends on system temperatures and failure temperatures 
defined by 
 
    
      ,1 ,1 ,1 ,1 ,1 11|WL WL WL WL WLp t p t T t     (9.8) 
 
and 
 
      ,1 ,1 ,1 ,1 ,1| 600 K ,WL WL WL WL WLq t q t     (9.9) 
 
 respectively, with failure occurring at the time t for which the equality 
 
    ,1 ,1 ,1 ,1| |WL WL WL WLp t q t   (9.10) 
 
is satisfied. The system and failure properties appearing in Eqs. (9.5) - (9.10) are illustrated in Fig. 
6. 
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Fig. 6. Syst em and failure properti es for SL 1,  SL 2, SL 3 and WL 1 generated with random 

samples of size 100 f rom the de fining aleatory variables: (a)  ,1 ,1( | )SL SLp t  and 

,1 ,1( | )SL SLq t   for SL 1, (b) ,2 ,2( | )SL SLp t  and ,2 ,2( | )SL SLq t  for SL 2, (c) 

,3 ,3( | )SL SLp t  and ,3 ,3( | )SL SLq t  for SL 3, and (d) ,1 ,1( | )WL WLp t  and ,1 ,1( | )WL WLq t 
for WL 1. 

 
For each link, the corresponding CDF for failure time can be calcu lated as sho wn in Eq.  

(2.12). This results in  the f ailure time CDFs ,1( )SLCDF t , ,2 ( )SLCDF t , ,3 ( )SLCDF t  and 

,1( )WLCDF t for SL 1, SL 2, SL 3 and W L 1, respectively (Fig. 7). T he failure pattern under 
consideration corresponds to Case 2 in Table 1  with nSL = 3 and nWL = 1. The re sultant time-
dependent probability 1( )pP t  of LOAS calculated with the quadrature procedure indicated in Eq. 
(4.2) is also shown in Fig. 7.   
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Fig. 7. Failure ti me CDFs for Fai lure Pattern 1 with only aleatory uncertainty: (i) , 

,  and for SL 1, SL 2, SL 3 and WL 1, respectively, and 

(ii)  pP1(t) for system. 

 
As a verification test, 1( )pP t  can also be estim ated with a Monte Carlo procedure. As an 

example, the following  values for 1 200pP ( )  were ob tained with qu adrature and Monte Carlo 
procedures: 
 

  

5

5
1

5

6.88 10   (with quadrature formula in Eq. (4.2))

200 6.60 10   (with Monte Carlo procedure in Eq. (5.9))

7.40 10   (with Monte Carlo procedure in Eq. (5.18)).

pP







 
 




 (9.11) 

 
For the quadrature procedure, a subdivision 
 
   4200 min / ,   0,  1,  ,    10 ,  i n i n    (9.12) 
 
of [0, 200 min] is used to define  the time steps in Eq. (4.2).  For the Monte Carlo procedures,  the 
indicator function i(t|t) in Eqs. (5. 9) and (5.18) corresponds to the function 2(t|t) in Eq. (5. 6) 
with t = t2 defined by 
 
  2 1 1 2 3, , , ;tWL tSL tSL tSLt  (9.13) 
 
a sample size of nR = 610 for possible values for t2 is used for both approxim ations; and time  
steps of size 0.1 min are used to determine the link failure times defined in Eqs. (5.15) and (5.16) 
for use in Eq. (5.18). The similarity of the results obtained with the quadrature procedure and with 
the Monte Carlo procedures help s provide a v erification that 1( )pP t  is derived and nu merically 
evaluated correctly. 

1, ( )SLCDF t

2, ( )SLCDF t 3, ( )SLCDF t 1, ( )WLCDF t
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One caveat is in order. T he defining relationships for LOAS in Table 1 are predicated  on the 

assumption that the failure times for the individual links are independent. As a consequence, the 
values for the aleatory variables in Table 7 cannot be correlated. As an example in the context of 
the example of this section, 1SL , , 2SL ,  and 3SL ,  cannot be correlated. 
 
9.2  Failure Pattern 2: Only Aleatory Uncertainty 
 

For Failure Pattern 2, LOAS occurs if SL 4 and SL 5 both fail before WL 2 fails. As described 
in Sect. 8, failure of SL 4, SL 5 and WL 2 depends on system temperatures 
 

    
 
 

,4 13
, , , ,

,5 14

, 4
|

, 5
SL

SL i SL i SL i SL i
SL

T t i
p t p t

T t i


 



   


 (9.14)

   
 
      ,2 ,2 ,2 ,2 ,2 16|WL WL WL WL WLp t p t T t     (9.15) 
  
 
and failure temperatures 
 

    
 
 

,4
, , , ,

,5

623 K , 4
|

673 K , 5
SL

SL i SL i SL i SL i
SL

i
q t q t

i


 



   


 (9.16) 

 
      ,2 ,2 ,2 ,2 ,2| 550 K .WL WL WL WL WLq t q t     (9.17) 
 
Specifically, the equalities 
 
    , , , ,| | , 4,5,SL i SL i SL i SL ip t q t i    (9.18) 
 and 
 
    ,2 ,2 ,2 ,2| |WL WL WL WLp t q t   (9.19) 
 
define the failure times for SL 4, SL 5 and W L 2, respectively. The system and failure properties 
appearing in Eqs. (9.14) - (9.17) are illustrated in Fig. 8.  
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Fig. 8. System and failure properties for SL 4, SL 5 and WL 2 generated with random sa mples of 

size 100 from the defining aleatory variables: (a) ,4 ,4( | )SL SLp t  and ,4 ,4( | )SL SLq t   for 
SL 4, (b) ,5 ,5( | )SL SLp t  and ,5 ,5( | )SL SLq t   for SL 5, and (c) ,2 ,2( | )WL WLp t  and 

,2 ,2( | )WL WLq t   for WL 2. 

 
For each link, the corresponding CDF for failure time can be calcu lated as sho wn in Eq.  

(2.12). This results in th e failure time CDFs ,4 ( )SLCDF t , ,5 ( )SLCDF t  and ,2 ( )WLCDF t for SL 4, 
SL 5 and WL 2, respectively (Fig. 9a). The fa ilure pattern under consid eration corresponds to 
Case 1 in Table 1 with nSL = 2 and nWL = 1. The resultant time-dependent probability 2 ( )pP t  of 
LOAS calculated with the quadrature procedure indicated in Eq. (4.1) is also shown in Fig. 9a. 

 

 
Fig. 9. Failu re time CDFs for Failure Pattern 2 with only a leatory uncertainty: (a) , 

 and for SL 4, SL 5 and WL 2, respectively, and 2( )pP t for system, 

and (b) ( )SLCDF t for SLs 4 and 5, ,2 ( )WLCCDF t = 1  ,2 ( )WLCDF t for WL 2, and 2( )pP t

and 2( )pP t for system. 

 
As discussed in Sect. 7, PLOAS for Cases 1 and 3 in Table 1 can also be obtained by initially 

calculating the CDF ( )SLCDF   for the failure of all SLs by time   as shown in Eq. (7.1) and then 

4, ( )SLCDF t

5, ( )SLCDF t 2, ( )WLCDF t
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determining 1( )pP t  and 3( )pP t as shown in Eqs. (7.2) and (7.3). For Failure Pattern 2, the  
representation for 1( )pF t  in Eq. (7.2) simplifies to 
 

        2 ,2 ,20 0
( ) 1 d d .

t t
WL SL WL SLpP t CDF CDF CCDF CDF           (9.20) 

 
The values for ( )SLCDF   and 2( )pP t  for Failure Pattern 2 are shown in Fig. 9b. As should be the 
case, the values for 2 ( )pP t  in Fig. 9a obtained as indicated in Table 1 for 1( )pF t  and in Fig. 9b 
obtained as indicated in Eq. (9.20) are the same. 
 

As also discussed in Sect. 7, the values of the WL failure tim e CCDFs , ( )WL jCCDF t = 1 

, ( )WL jCDF t and the SL failure time CDF ( )SLCDF t  cannot be directly multiplied to obtain 1( )pF t

. Specifically, 1( )pF t  calculated as indicated in Eq. (7.6) is not th e same as 1( )pF t  calculated  
with the numerically equivalent representations in Table 1 and Eq. (7.2). For Failure Pattern 2, the 
representation for 1( )pF t  in Eq. (7.6) simplifies to 
 
       2 ,2 ,21 ( ) ( ).WL SL WL SLpP t CDF t CDF t CCDF t CDF t       (9.21) 
 
The resultant value for 2( )pP t  is also shown in Fig. 9b and is not the sam e as 2( )pP t . The extent 

of the difference between 1( )pF t  and1( )pF t  for Case 1 in Table 1 depends on the properties of the  
failure CDFs for the WLs and SLs for the analysis under consideration. The same is also true for 

3( )pF t  and3( )pF t  for Case 3 in Table 1.       
 

As a verification test, 2 ( )pP t can also be estim ated with a Monte Carlo procedure. As an 
example, the following values for 2 (200)pP  were obtained with quadrature and Monte Carl o 
procedures: 
 

  

2

2
2

2

1.56 10   (with quadrature formula in Eq. (4.1))

200 1.60 10   (with Monte Carlo procedure in Eq. (5.9))

1.59 10   (with Monte Carlo procedure in Eq. (5.18)).

pP







 
 




 (9.22) 

 
For the quadrature procedure, the subdivision  of [0, 200 m in] in Eq. (9.12) with n = 410  is used 
to define the time steps in Eq. (4.1). For the Monte Carlo procedures, the indicator function i(t|t) 
in Eqs. (5.9) and (5.18) corresponds to the function 1(t|t) in Eq. (5.5) with t = t1 defined by 
 
  1 2 4 5, , ;tWL tSL tSLt  (9.23) 
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a sample size of nR = 610 for possible values for t1 is used for both approxim ations; and time 
steps of size 0.1 min are used to determine the link failure times defined in Eqs. (5.15) and (5.16) 
for use in Eq. (5.18). As f or the results in Eq. ( 9.11),  the s imilarity of the results obtained with 
the quadrature procedure and with the Monte C arlo procedures helps provide a verification that 

2 ( )pP t  is derived and numerically evaluated correctly. 
 
9.3  Failure Pattern 3: Only Aleatory Uncertainty 
 

For Failure Pattern 3, LOAS occurs if (i) SL 1,  SL 2 or SL 3 fails before W L 1 (i.e., Failure 
Pattern 1) or (ii) SL 4 and SL 5 both fail before  WL 2 (i.e., Failure Pattern 2). The distribution s 

1( )pP t  and 2 ( )pP t  for the times at which LOAS occurs for the WL/SL systems indicated in (i) 
and (ii) are derived in S ects. 9.1 and 9.2. Beca use there are no correlati ons between the aleatory 
variables involved in the definition of 1( )pP t  and the aleatory variables involved in the definition 
of 2 ( )pP t , the distributions defined by 1( )pP t  and 2 ( )pP t  are independent. As  a consequence, 
the time-dependent probability 3( )pP t  of LOAS for Failure Pattern 3 is given by 
 

  
2

3
1

1 2 1 2

( ) 1 1 ( )

( ) ( ) ( ) ( )

i
i

pP t pP t

pP t pP t pP t pP t


  

  

  (9.24) 

 
as illustrated in Fig. 10.  From a numerical perspective, the second expression for 3( )pP t  in Eq. 
(9.24) is preferable as it avoids the p otential numerical problems that can arise from  subtractions 
involving two similar sized numbers.  
 

 
Fig. 10. Time-dependent probabilities  pP1(t), pP2(t) and pP3(t) for LOAS for Failure Patterns 1, 2 

and 3, respectively, with only aleatory uncertainty. 
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9.4  Failure Pattern 4: Only Aleatory Uncertainty  
 

For Failure Pattern 4, LOAS occurs if SL 4 an d SL 5 both fail before either W L 1 or W L 2 
fails. The properties of the indicate d links and  the associated CDFs ,4 ( )SLCDF t ,  ,5 ( )SLCDF t , 

,1( )WLCDF t  and ,2 ( )WLCDF t  for link failure time are discussed in Sects. 9.1 and 9.2. The failure 
pattern under consideration corresponds to Case 1 in Table 1 with nSL = nWL = 2. The resultant 
time-dependent probability 4 ( )pP t  of LOAS calculated with the quadrature procedure indicated 
in Eq. (4.1) is shown in Fig. 11.  
 

 
Fig. 11. Failure time CDFs for Failu re Pattern 4 with only aleatory uncertainty: (i) , 

,  and for SL 4, SL 5, WL  1 and WL 2, respe ctively, 

and (ii) pP4(t)  for system. 

 
As a verification test, 4 ( )pF t can also be estim ated with a Monte Carlo procedure. As an 

example, the following values for 4(200)pF  were obtained with quad rature and Monte Carlo 
procedures: 
 

  

5

5
4

5

1 27 10   (with quadrature formula in Eq. (4.1))

200 1 60 10   (with Monte Carlo procedure in Eq. (5.9))

1 00 10   (with Monte Carlo procedure in Eq. (5.18))

pP







 
 




.

.

. .

 (9.25)

  
For the quadrature procedure, the subdivision  of [0, 200 min] in Eq. (9.12) with n = 410  is used 
to define the time steps in Eq. (4.1). For the Monte Carlo procedures, the indicator function i(t|t) 
in Eqs. (5.9) and (5.18) corresponds to the function 1(t|t) in Eq. (5.5) with t = t1 defined by 
 
  1 1 2 4 5, , , ;tWL tWL tSL tSLt  (9.26) 
 

4, ( )SLCDF t

5, ( )SLCDF t 1, ( )WLCDF t 2, ( )WLCDF t
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a sample size of nR = 610 for possible values for t1 is used for both approxim ations; and time 
steps of size 0.1 min are used to determine the link failure times defined in Eqs. (5.15) and (5.16) 
for use in Eq. (5.18).  As f or the results in Eq s. (9.11) and (9.22), the sim ilarity of the results 
obtained with the quadrature and Monte Carlo pr ocedures helps provide a verif ication that 

4 ( )pP t  is derived and numerically evaluated correctly. 
 
9.5  Failure Pattern 5: Only Aleatory Uncertainty 
 

For Failure Patte rn 5, LOAS occurs if (i) SL 1,  SL 2 or SL 3 fails before W L 1 fails (i.e., 
Failure Pattern 1) or (ii) SL 4 and SL 5 both fail before WL 1 or WL 2 fails (i.e., Failure Pattern 
4). The properties of the indicated links and the associated CDFs , ( )SL iCDF t , i = 1, 2, 3, 4, 5, and 

, ( )WL iCDF t , i = 1, 2, for link failure tim e are discussed in Sects. 9.1 and 9.2. Further, the time-

dependent probabilities 1( )pP t  and 4 ( )pP t  for LOAS for the failure patterns indicated in (i) and 
(ii) are obtained in Sects. 9.1 and 9.4, respectiv ely. However, the probability d istributions for the 
time at which LOAS occurs defined by 1( )pP t  and 4 ( )pP t  are not independent as the 
distribution defined by ,1( )WLCDF t  is involved in the definition of both 1( )pP t  and 4 ( )pP t . As a 
result, the relationship in Eq. (9.24) is not appropriate for the determination of the time-dependent 
probability 5 ( )pF t  for LOAS for Failure Pattern 5. 
 

Although none of the WL/SL fa ilure patterns leading to L OAS in Table 1 correspond to 
Failure Pattern 5, it is p ossible to derive a representation for 5( )pP t  that is similar in concept to  
the representations pFi(t) in Table 1. The starting point in this derivation is the relationship 
 

          
5

5 5 1 1
1

, | ,i
i

pP t t pP t p t p t t t t


               (9.27) 

 where  
 

 
 

 
1  event WL 1 has not failed by time ,

,  event LOAS occurs in time interval [ , ] due to failure of SL ,i

t t

t t t t t t i



    




 

 
 and p(~) designates probability. In turn,  
 
    1 ,11 ,WLp t CDF t      (9.28) 
 
where ,11 ( )WLCDF t  is the probability that WL 1 has not failed prior to time t; 
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 (9.29) 

 
for i = 1, 2, 3, where {~} 1 is the probability that SLs j , j = 1, 2, 3 with j ≠ i, have not failed prior 
to time t, {~}2 is the probability that SLs 4 and 5 have not failed before  the failure of WL 2 prior 
to time t (see Sect. 5.2), and {~}3 is the probability that SL i fails between times t and t + ∆t;  
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where ,5 ( )SLCDF t  is the probability that SL 5 has f ailed prior to time t, {~}1 is the probability 

that WL 2 has not failed prior to time t, {~}2 is the probability that SLs 1, 2 and 3 have not faile d 
prior to time t, and {~}3 is the probability that SL 4 fails between times t and t + ∆t; and 
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where ,4 ( )SLCDF t  is the probability that SL 4 has f ailed prior to time t, {~}1 is the probability 

that WL 2 has not failed prior to time t, {~}2 is the probability that SLs 1, 2 and 3 have not faile d 
prior to time t, and {~}3 is the probability that SL 5 fails between times t and t + ∆t. 
 

Combining the relationships in Eqs. (9.27) - (9.31) produces 
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with 
 
      , , , .SL i SL i SL iCDF t CDF t t CDF t      
 
In turn, if 0 10 nt t t t < < <  is a subdivision of [0, t] and 5(0)pP  = 0 as should be the case,  
then 
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  Finally, the representation 
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for 5( )pP t  as a Stieltjes integral involving five differentials (i.e., ,d ( )SL iCDF t , i = 1, 2, 3, 4, 5) is 

obtained as 0kt  . Equivalently, 5( )pP t  could also be expressed as  a s um of five Stieltjes 
integrals each involving a single differential. In com putational practice, it is m ore efficient to  
approximate 5( )pF t  with the sum  in Eq. (9.33) than  to approximate five individual Stieltjes 
integrals and then sum the results o f these approximations. The result of approximating 5( )pP t  
with the sum in Eq. (9.33) is shown in Fig. 12. 
 
 

 
Fig. 12. Time-dependent probabilities pP1(t), pP4(t) and pP5(t) for LOAS for Failu re Patterns 1, 4 

and 5, respectively, with only aleatory uncertainty. 

 
As a verification test, 5( )pP t can also be estim ated with a Monte Carlo procedure. As an 

example, the following values for 5( )pP t  were obtained with qua drature and Monte Carlo  
procedures: 
 

  

5

5
5

5

8.18 10   (with quadrature formula in Eq. (7.31))

8.20 10   (with Monte Carlo procedure in Eq. (5.9))

7.80 10   (with Monte Carlo procedure in Eq. (5.18)).

pP t







 
 




 (9.35)

  
For the quadrature procedure, the subdivision  of [0, 200 min] in Eq. (9.12) with n = 410  is used 
to define the time steps in Eq. (9.33). For th e Monte Carlo procedures, the indicator function 
i(t|t) in Eqs. (5.9) and (5.18) corresponds to the function 5(t|t5) defined by 
 

      1 1 2 2
5 5

1 if | 1 or | 1 
|

0 otherwise
t t

t
 


   


t t
t  (9.36) 

 
with 1(t|t1), 2(t|t2), t1 and t2 defined in Eqs. (5.5), (5.6), (9.26) and (9.13), respectively, and 
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  5 1 2 1 2 3 4 5, , , , , , ;tWL tWL tSL tSL tSL tSL tSLt  (9.37) 
 
a sample size of nR = 610 for possible values for t5 is used for both approxim ations; and time  
steps of size 0.1 min are used to determine the link failure times defined in Eqs. (5.15) and (5.16) 
for use in Eq. (5.18). A s for the re sults in Eqs . (9.11), (9.22) and (9.25) , the s imilarity of the 
results obtained with the quadrature and Monte Carlo procedures he lps provide a verification that 

5( )pP t  is derived and numerically evaluated correctly. 
 

The representation for PLOAS in Eq. (9.34) is not based on any of the WL/SL failure patterns 
in Table 1. Thus, none of the test problem s in Table 1 apply to this representation for PLOAS. 
However, procedures analogous to those used in Re f. [10] to obtain the te st problems in Table 1 
can be used to obtain a test pr oblem for the representation for PL OAS in Eq. (9.34). Specifically,  
this involves assigning the sam e failure properties to all links. W hen this is done, all links have 
identical, but independent, distributions of failure times. These distributions can be represented by 
a function p, where (i) p() is the probability that a link has failed by time , (ii) p(0) = 0, and (iii) 
p(∞) = 1. Specifically, p() corresponds to the CDF for failure time for each link. Or,  put another 
way, the CDFs for SL and WL failure time are assumed to be defined by 
 
      , ,SL i WL jp p p     (9.38) 
  
for i = 1, 2, 3, 4, 5 and j = 1, 2. 
 

Substitution of the C DF representations in Eq. (9.38)  into the represen tation for PLOAS in 
Eq. (9.34) produces 
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 (9.39) 

 
where the second equality follow s from the equalities in Eq. (9.38)  and the differential 
relationship d ( ) (d ( ) / d )dp p    . Further, 2( )pP   is given by 
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 (9.40) 

 
where (i) the first equality follows from the first failure pattern in Table 1 with nSL = 2 and nWL 
= 1 and (ii) the third equality follows from a change of variables (see Eq. (2.24)). 
 

Combining the relationships in Eqs. (9.39)  a nd (9.40) results in the following representation 
for 5( )pP t : 
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where the second equality follows from a change of variables as indicated in Eq. (2.24). In turn, 
 

         1 3 52 3
5 0

3 1 1 2 / 3 2 1 d

16 / 21,

pP p p p p p p        


  (9.42) 

 
where the final verification result 
 
  5 16 / 21 0.7619pP     (9.43) 
 
follows by standard integration procedures. 
 

As a test, F ailure Pattern 5 was analyzed with  all links assigned the properties indicated in 
Fig. 3. The result of this calculation with the CPLOAS_2 program was 5( )pP  = 0.7609, which is 
in good agreement with the verification value in Eq. (9.43). 
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10.  Examples Involving Aleatory and Epistemic Uncertainty 
 

For the case of both aleatory and epistem ic uncertainty, the boundary value tem perature T0 
and the coefficients c, ci and  rjk in Table 5 are assumed to be uncertain in an epistemic sense (i.e., 
these quantities have fixed but poorly known values).  For purposes of illustration, each of these  
quantities is assumed to have a un iform distribution on the interval 0 9 1 1[ . , . ]v v , where v  is the 
base value given in Table 5.  The preceding assignments result in 26 epistemically uncertain 
analysis inputs (i.e., T0, c, 9 unique values for the ci, and 15 unique values for the rjk) as 
summarized in Table 8. 
 
Table 8 Defining Distributions for Epistemic Uncertainty  
 
 
Variables T0, c, ci, rjk with uniform distributions on [0.9 v , 1.1 v ]: 
 
T0: v = 800 K 
 
c: v = 2.7; c1 =  c2: v = 1.28E4; c3 =  c4: v = 8.79E2; c5  =  c6:v = 8.79E2; c7 =  c8: v = 6.54E3; c9 =  c10: v = 1.64E4; c11 

=  c12: v = 8.91E2; c13 =  c14: v = 5.10E2; c15: v = 9.99E2; c16: v = 1.98E3 

 
r10 = r20: v =1.41E r13 = r31 = r15 = r51 = r24 = r42 = r26 = r62: v = 3.91; r17 = r71 = r19 = r91 = r28 = r82 = r2,10 = r10,2: 

v = 3.06; r34 = r43 = r56 = r65: v = 2.42; r37 = r73 = r48 = r84: v = 0.855; r59 = r95 = r6,10 = r10,6: v = 1.43E2; r78 = r87: v
= 2.00E3; r79 = r97 = r8,10 = r10,8: v = 0.140; r7,11 = r11,7 = r8,12 = r12,8:  v = 26.0; r9,10 = r10,9: v = 0.06; r9,13 = r13,9: v = 
0.575; r9,14 = r14,9: v = 0.230; r9,15 = r15,9: v = 5.12; r10,16 = r16,10: v = 1.41; r11,12 = r12,11: v = 0.448 
 
Variables defining standard deviations of normal distributions with  = 1. 0 and q = 0.01 c haracterizing aleatory 
uncertainty:  
 
SAWL1, standard deviation of WL,1: uniform on 0.1[0.5, 1.5] = [0.05, 0.15]  
SAWL2, standard deviation of WL,2: uniform on 0.1[0.5, 1.5] = [0.05, 0.15] 
SASL1, standard deviation of SL,1: uniform on 0.1[0.5, 1.5] = [0.05, 0.15] 
SASL2, standard deviation of SL,2: uniform on 0.1[0.5, 1.5] = [0.05, 0.15]  
SASL3, standard deviation of SL,3: uniform on 0.1[0.5, 1.5] = [0.05, 0.15]   
SASL4, standard deviation of SL,4: uniform on 0.1[0.5, 1.5] = [0.05, 0.15]   
SASL5, standard deviation of SL,5: uniform on 0.1[0.5, 1.5] = [0.05, 0.15] 
SBSL1, standard deviation of SL,1: uniform on 0.1[0.5, 1.5] = [0.05, 0.15] 
SBSL2, standard deviation of SL,2: uniform on 0.1[0.5, 1.5] = [0.05, 0.15] 
SBSL3, standard deviation of SL,3: uniform on 0.1[0.5, 1.5] = [0.05, 0.15] 
 
Variables defining modes of triangular distributions characterizing aleatory uncertainty:  
 
MBWL1, mode of distribution for of WL,1 on [0.91, 1.09]: uniform on [0.91, 1.09] 
MBWL2, mode of distribution for of WL,2 on [0.9, 1.1]: uniform on [0.9, 1.1] 
MBSL4, mode of distribution for of SL,4 on [0.85, 1.15]: uniform on [0.85, 1.15] 
MBSL5, mode of distribution for of SL,5 on [0.85, 1.15]: uniform on [0.85, 1.15] 
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Further, additional uncertain variables related to the characterization of aleatory uncertainty 
are also included in the analysis. For each specified normal distribution for aleatory uncertainty 
and associated assigned value of  for standard deviation (see Table 7), an epistemically uncertain 
variable s with a uniform distribution on [0.5 , 1.5] is defined such that s is the standar d 
deviation for the corres ponding aleatory variable . This introduces 10 epistemically uncertain 
variables into the analysis. For each specified  triangular distribution and associated assigned 
interval [a, b] for aleatory uncertainty (see Table 7), an epis temically uncertain variable m with a 
uniform distribution on [ a, b] is defined such that m is the m ode for the distribution of the 
corresponding aleatory variable  on [a, b]. This in troduces 4 epistemically uncertain variables 
into the analysis. The preceding assignments result in 14 ep istemically uncertain analysis inputs 
(i.e., 10 standard deviations for norm al distributions and 4 modes for triangul ar distributions) as 
summarized in Table 8. In effect, the uncertain standard deviations correspond to uncertainty in 
the spread of a distrib ution characterizing aleatory uncertainty, and  the uncertain m odes 
correspond to uncertainty in where the values of a distribution characterizing aleatory uncertainty 
are concentrated.     
  

The preceding assignments result in a vector 
 
  1 2, , , nEe e ee   (10.1) 
 
of nE = 40 epistemically uncertain analysis inputs as summarized in Table 8. For the examples of 
this section, epistemic uncertainty is propagated with a Latin hypercube sample [21; 22] 
 
 1 2 1 2,, , , , , , , ,k k k k nEe e e k nLHS   e    (10.2) 
 
of size nLHS = 100 from the nE = 40 epistemically uncertain quantities indicated in conjunction 
with Eq. (10.1). Further, the Iman/Conover restricted pairing technique was used to assure that the 
correlations within the sample between individual variables are close to zero [23; 24]. 
 

As a result of the epistemically uncertain values assigned to T0, c, ci and rjk, the base physical 
properties , ( ), 1, 2,WL ip t i  and , ( ), 1, 2,...,5,SL ip t i   and base failure properties 

, ( ), 1, 2,3,SL iq t i  are epistemically uncertain. Specifically, 
  
 ,1 11 ,2 16( | ) ( | ), ( | ) ( | ),WL k k WL k kp t T t p t T t e e e e  (10.3) 
 
 , 9( | ) ( | ), 1,2,3,SL i k kp t P t i e e  (10.4) 
 
 ,4 13 ,5 14( | ) ( | ), ( | ) ( | ),SL k k SL k kp t T t p t T t e e e e  (10.5) 
 
and 
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In contrast, the base failure values 
 
 ,1 ,2 ,4 ,5( ) 600 K, ( ) 550 K, ( ) 623 K, ( ) 673 KWL WL SL SLq t q t q t q t     (10.7) 
 
are not assumed to be epistem ically uncertain. However, as for the other base properties in Eqs.  
(10.3)-(10.6), the associated aleatory distributions for WL,1,WL,2, SL,4 and SL,5 are assumed to 
be triangular with an epistemically uncertain mode (Table 8). 
 
10.1  Failure Pattern 1: Aleatory and Epistemic Uncertainty 
 

For Failure Pattern 1, LOAS occurs if SL 1, SL  2 or SL 3 fails before WL 1. As in dicated in 
Eqs. (10.4) and (10.6) and illustrated in Fig. 13, the base physical properties , ( | ), 1, 2,3,SL ip t i e  
and base failure properties , ( | ), 1, 2,3,SL iq t i e  for SLs 1, 2 and 3 are epistemically uncertain. 
 

 
Fig. 13. Values for (a) , ( | )SL i kp t e = 9( | ), 1,2,3,kP t i e (b) 1( | )kT t e , (c) 5( | )kT t e , (d) 

,1( | )SL kq t e  = ,1 1[ ( | )]SL kf T t e , (e) ,2 ( | )SL kq t e  = ,2 5[ ( | )]SL kf T t e , and (f) ,3 ( | )SL kq t e  
= ,3 5[ ( | )]SL kf T t e  for the LHS indicated in Eq. (10.2). 
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Fig. 14. Values for ,1( | )WL kp t e = 11( | )kT t e  and mode for  aleatory distribution of    

,1 ,1( | , )WL WL kq t MBWL1  on [  ,1( )WLq t  ,1( )WLq t ] = [ ] 
for the LHS indicated in Eq. (10.2).  

 
As indicated in Eq. (10.3) and illustrate d in Fig. 14, the base physical property ,1( | )WLp t e for 

WL 1 is epistemically uncertain. As indicated in Eq. (10.7), the base failure value ,1( )WLq t for WL 
1 has a fixed value of 600 K. Ho wever, the triangular aleatory distributions for ,1WL on [0.91, 
1.09] have an epistem ically uncertain mode MBWL1 with a uniform distribution on [0.91, 1.0 9] 
(see Table 8). In addition to ,1( | )WLp t e , the modes 
 
  ,1( ) 600k WL kMBWL1 q t MBWL1  K  (10.8) 
 
for the distributions of ,1 ,1( | , )WL WL kq t MBWL1 are also shown in Fig. 14.  
 

Each element ek of the LHS indicated in Eq. (10.2) pr oduces a set o f results of the f orm 
shown in Fig. 6 and Fig . 7 for a  total of nLHS = 100 sets of results. As an exa mple, the failure 
time CDFs 1SL kCDF t e, ( | ) , 2SL kCDF t e, ( | ) , 3SL kCDF t e, ( | )  and 1WL kCDF t e, ( | )  for SL 1, SL 

2, SL 3 and WL 1 and also the value pP1(t|ek) for PLOAS are shown in Fig. 15. The spread of the  
results Fig. 15 provides a represen tation for the epistemic uncertainty present in the estimates for 

1SLCDF t e, ( | ) , 2SLCDF t e, ( | ) , 3SLCDF t e, ( | ) , 1WLCDF t e, ( | )  and pP1(t|e). 
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Fig. 15. Failure time CDFs and probability of LOAS for Failure Pattern 1 and elements ek, k = 1, 2, 

…, 100, of LHS i n Eq. (10.2): (a) , (b) , (c) 

,3 ( | ),SL kCDF t e  (d) , and (e) pP1(t|ek). 

 
Some of the curves for pP1(t|ek)  in Fig. 15e are level after a specific tim e tL(ek). The time 

tL(ek) corresponds to the earliest time at which (i) WL 1 has failed with probability 1.0 or (ii) one 
of the three SLs  has failed with probability 1.0. Stated more formally, if pP1(t|ek)  transitions to a 
level curve at tim e  tL(ek), then tL(ek) corresponds to th e earliest tim e at which one of the 
following four equalities holds: ,1( | )WL kCDF t e  = 1.0, ,1( | )SL kCDF t e  = 1.0, ,2 ( | )SL kCDF t e  = 
1.0 or ,3 ( | )SL kCDF t e = 1.0. For most sample elements, the transition to a level cu rve occurs at 
the time at which WL 1 has failed with probability 1.0. 
 
 
10.2  Failure Pattern 2: Aleatory and Epistemic Uncertainty 
 

For Failure Pattern 2, LOAS occurs if SL 4 and SL 5 both fail before WL 2 fails. As indicated 
in Eqs. (10.3) and  (10.5) , the base tem peratures T13(t), T14(t) and T16(t) associated with the 
failure of SL 4, SL 5 and  WL 2 are functions of epistemically uncertain quantities in the vector e. 
Specifically, 
 

           ,4 13 ,5 14 ,2 16| | , | |  and  | | .SL k k SL k k WL k kp t T t p t T t p t T t  e e e e e e  (10.9) 
 
The values for T13(t|ek), T14(t|ek) and T16(t|ek) for the LHS indicated in Eq. (10.2) are shown in  
Fig. 16. 
 

1, ( | )SL kCDF t e 2, ( | )SL kCDF t e

1, ( | )WL kCDF t e
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Fig. 16. Values for t emperatures ,4 ( | )SL kp t e = T13(t|ek), ,5 ( | )SL kp t e  = T14(t|ek) and 

,2 ( | )WL kp t e  = T16(t|ek) and m odes for al eatory distributions of 

,4 ,4( | , ),SL SL kq t MBSL4  ,5 ,5( | , )SL SL kq t MBSL5 , and ,2 ,2( | , )WL WL kq t MBWL2 for 

elements ek, k = 1, 2, …, 100, of LHS in Eq. (10.2): (a) ,4 ( | )SL kp t e = T13(t|ek) and mode 

for ,4 ,4( | , )SL SL kq t MBSL4 , (b) ,5 ( | )SL kp t e  =  T14(t|ek) and mode for 

,5 ,5( | , )SL SL kq t MBSL5 , and (c)  ,2 ( | )WL kp t e  =  T16(t|ek) and mode for  

,2 ,2( | , )WL WL kq t MBWL2 .  

 
As just described, the base physical properties ,4 ( | )SLp t e , ,5 ( | )SLp t e and ,2 ( | )WLp t e ,for SL 

4, SL 5 and WL 2 are epistem ically uncertain. As indicated in Eq. (10.7), the base failure values 
,4 ( )SLq t , ,5 ( )SLq t and ,2 ( )WLq t  for SL 4, SL 5 and WL 2 have fixed values of  623 K, 673 K and 

550 K, respectively. However, the tr iangular aleatory distributions for ,4SL , ,5SL and ,2WL on 
[0.85, 1.15], [0.85, 1.15] and [0.9, 1.1], resp ectively, have epistemically uncertain modes MBSL4, 
MBSL5 and MBWL2 with uniform distributions on the corresponding intervals [0.85, 1.15], [0.85, 
1.15] and [0.9, 1.1] (see Table 8). In addition to ,4 ( | )SLp t e , ,5 ( | )SLp t e and ,2 ( | )WLp t e , the 
modes 
 
  ,4 ( ) 623 ,k SL kMBSL4 q t MBSL4  K  (10.10) 
 
  ,5 ( ) 673k SL kMBSL5 q t MBSL5  K   (10.11) 
and 
 
  ,2 ( )k WL kMBWL2 q t MBWL2 550 K   (10.12) 
 
for the distributions of ,4 ,4( | )SL SL kq t ,MBSL4 , ,5 ,5( | , )SL SL kq t MBSL5  and 

,2 ,2( | , )WL WL kq t MBWL2  are also shown in  Fig. 16. 
 

Each element ek of the LHS indicated in Eq. (10.2) pr oduces a set o f results of the f orm 
shown in Fig. 8 and Fig . 9 for a  total of nLHS = 100 sets of results. As an exa mple, the failure 
time CDFs ,4 ( | )SL kCDF t e , ,5 ( | )SL kCDF t e  and ,2 ( | )WL kCDF t e  for SL 4, SL 5 and WL 2 and  
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also the value pF2(t|ek) for PLOAS are shown in Fig. 17. The spread of the results in Fig. 17  
provides a representation for the epistemic uncertainty present in the estimates for ,4 ( | )SLCDF t e , 

,5 ( | )SLCDF t e , ,2 ( | )WLCDF t e  and pP2(t|e).   
  

 
Fig. 17. Failure time CDFs and probability of LOAS for Failure Pattern 2 and elements ek, k = 1, 2, 

…, 100, of LHS i n Eq. (10.2): (a) , (b) , (c) 

, and (d) 2 ( | )kpP t e .  

 
As discussed in Sect.  7, an alternate approach to determ ining  pF1(t) for Case 1 in Table 1, 

and hence for determining pP2(t|ek) for Failure Pattern 2, is to precalculate the CDF ( )SLCDF t for 
the failure of all SLs as indica ted in Eq. (7.1) and then calcu late pF1(t)  as indicated in Eq. (7.2). 
For illustration, the resultant values of ( | )SL kCDF t e  for Failure Pattern 2 are shown in Fig. 18. 
For Failure Pattern 2,  the genera l representation for pF1(t)  in Eq.  (7.2) specializ es to th e 
representation for pP2(t) in Eq. (9.20). Use of the CDFs ( | )SL kCDF t e  shown in Fig. 18 in 
conjunction with the representation for pP2(t) in Eq. (9.20) and use of the representation for  
pF1(t)  in Table 1 with nWL = 1 and nSL = 2 produce the same set of values shown in Fig. 17d. 

4, ( | )SL kCDF t e 5, ( | )SL kCDF t e

2, ( | )WL kCDF t e
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Fig. 18. Fail ure time CDFs ( | )SL kCDF t e  for fai lure of SLs 4 and 5 for Failure Pattern 2 and 

elements ek, k = 1, 2, …, 100, of LHS in Eq. (10.2). 

 
10.3 Failure Pattern 3: Aleatory and Epistemic Uncertainty 
 

For Failure Pattern 3, LOAS occurs if (i) SL 1,  SL 2 or SL 3 fails before W L 1 (i.e., Failure 
Pattern 1) or (ii) SL 4 and SL 5 both fail before WL 2 (i.e.,  Failure Pattern 2).  As discussed in 
Sect. 8.3, the probability 3( | )kpP t e  of LOAS for Failure Pattern 3 and element ek of the LHS in 
Eq. (10.2) can be obtained fro m the probabilities 1( | )kpP t e  and 2( | )kpP t e  for the tim es at 
which LOAS occurs f or the W L-SL systems indicated in (i) and ( ii). The resu lts of this 
calculation are shown in Fig. 19. The values for , ( | )SL i kCDF t e , i = 1, 2, …, 5, ,1( | )WL kCDF t e , 

,2 ( | )WL kCDF t e , pP1(t|ek) and pP2(t| ek) underlying the determ ination of the values fo r 

3( | )kpP t e in Fig. 19 are shown in Fig. 15 and Fig. 17. 
 

 
Fig. 19. Probability pP3(t|ek) of LOAS for Failure Pattern 3 for elements ek, k = 1, 2, …, 100, of  

LHS in Eq. (10.2). 



71 

 
10.4  Failure Pattern 4: Aleatory and Epistemic Uncertainty 
 

For Failure Pattern 4, LOAS occurs if SL 4 an d SL 5 both fail before either W L 1 or W L 2 
fails. As illustrated in Sect. 9.4, the probability 4 ( | )kpP t e  of LOAS for Failure Pattern 4 and 
element ek of the LHS in Eq. (10.2) can be calculate d with the quadrature procedure indicated in 
Eq. (4.1). The results of this calculation are shown in Fig. 20. The values for ,4 ( | )SL kCDF t e , 

,5 ( | )SL kCDF t e , ,1( | )WL kCDF t e  and ,2 ( | )WL kCDF t e  underlying the determ ination of the 

values for 4( | )kpP t e in Fig. 20 are shown in Fig. 15 and Fig. 17. 
 

 
Fig. 20. Probability pP4(t|ek)  of LOAS for Failure Pattern 4 for elements ek, k = 1, 2, …, 100, of  

LHS in Eq. (10.2). 

 
10.5 Failure Pattern 5: Aleatory and Epistemic Uncertainty 
 

For Failure Patte rn 5, LOAS occurs if (i) SL 1,  SL 2  or SL 3 fails before W L 1 fails (i.e., 
Failure Pattern 1) or (ii) SL 4 and SL 5 both fail before WL 1 or WL 2 fails (i.e., Failure Pattern 
4). As discussed in Sect. 9.5, it is not possible to obtain the probability 5( | )pP t e  of LOAS for 
Failure Pattern 5 from the probabilities 1( | )pP t e  and 4 ( | )pP t e  for LOAS for the failure patterns 
indicated in (i) and  (ii). Instead, 5( | )pP t e  must be determ ined as in dicated in Eq. (9.34). The 
results of this calculation are shown in Fig. 21.  The values for , ( | )SL i kCDF t e , i = 1,  2, …, 5, 

,1( | )WL kCDF t e  and ,2 ( | )WL kCDF t e  underlying the determination of the values for 5( | )kpP t e

in Fig. 21 are shown in Fig. 15 and Fig. 17.  
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Fig. 21. Probability pP5(t|ek)  of LOAS for Failure Pattern 5 for elements ek, k = 1, 2, …, 100, of  

LHS in Eq. (10.2). 
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11. Examples Involving Mixtures of Aleatory and Epistemic Uncertainty 
 

The examples in Sect. 9 involve aleatory uncer tainty in both link prope rties and link failure 
values and no epistem ic uncertainty in these qu antities, and the exam ples in Sect. 10 involve 
aleatory and epistemic uncertainty in both link properties and link failure values. The following 
additional possibilities are illustrated in this se ction for the failure patt ern involving two SLs and 
one WL considered in Sects. 9.2 and 10.2 (i.e., Failure Pattern 2): (i) only epistemic uncertainty in 
link properties and both aleatory and epistemic uncertainty in link failure values, (ii) both aleatory 
and epistemic uncertainty in link properties and only epistemic uncertainty in link f ailure values, 
(iii) only epistemic uncertainty in SL properties and f ailure values and aleatory and epistemic 
uncertainty in W L properties and failure values , (iv) aleatory and epistem ic uncertainty in SL 
properties and failure values and only epistem ic uncertainty in WL properties and failure values, 
and (iv) only epistemic uncertainty in link properties and failure values.  

 11.1  Only Epistemic Uncertainty in Link Properties and Both Aleatory 
and Epistemic Uncertainty in Link Failure Values 
 

The intermediate analysis resu lts indicated in Fig. 16 are unchan ged in this  example. 
Specifically, (i) no aleatory uncertainty is as sumed around the tem perature curves for each LH S 
element, and (ii) as in Sect. 10. 2, aleatory uncertainty  around the failure values is assum ed. In 
turn, the preceding assumptions result in changed values for the link f ailure time CDFs and the 
probability of LOAS for Failure Pattern 2 (Fig. 22). Specifically, SL 1 and WL 2 fail earlier than 
shown in Fig. 17a,c when aleator y uncertainty is included in li nk properties, and PLOAS values  

2 ( | )kpP t e  are smaller than shown in Fig. 17d. The d ecrease in PLOAS values results prim arily 
from earlier failures for WL 2.    

 
11.2  Both Aleatory and Epistemic Uncertainty in Link Properties and 
Only Epistemic Uncertainty in Link Failure Values 
 

As for the exam ple in Sect. 11.1, the interm ediate analysis results ind icated in Fig . 16 are 
unchanged in this ex ample. Specifically, (i) as  in Sect. 10 .2, aleatory uncertainty is assum ed 
around the temperature curves for each LHS element, and (ii) no al eatory uncertainty is assumed 
around the median failure values. Fo r illustration in this  example, the 100 m edian failure values 
for each link in Fig. 16 are being treated as ep istemically uncertain failure values about which 
there is no aleatory uncertainty (i.e. , variability). In turn, the precedin g assumptions result in 
changed values for the link failure tim e CDFs and the probability of LOAS  for Failure Pattern 2 
(Fig. 23). Specifically, the failure times for WL 2 in Fig. 23c tend to be later than the failure times 
for WL 2 in Fig. 22c, with the result that the PLOAS values 2 ( | )kpP t e  in Fig. 23d tend to be 
significantly larger than the PLOAS values in Fig. 22d.     



74 

 

 

Fig. 22. Failure time CDFs and probability of LOAS for Failure Pattern 2 and elements ek, k = 1, 
2, …, 100, of LHS in Eq. (10.2) with only epistemic uncertainty in link properties (i.e., 
temperatures) and both aleatory and epistemic uncertainty in link  failure values (i.e., failure 
temperatures): (a) ,4 ( | )SL kCDF t e , (b) ,5 ( | )SL kCDF t e , (c) ,2 ( | )WL kCDF t e , and (d) 

2 ( | )kpP t e .    
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Fig. 23. Failure time CDFs and probability of LOAS for Failure Pattern 2 and elements ek, k = 1, 2, 

…, 100, of LHS in Eq. (10.2) with aleatory and epistemic uncertainty in link properties (i.e., 
temperatures) and only epistem ic uncertainty in link f ailure values (i.e., f ailure 
temperatures): (a) ,4 ( | )SL kCDF t e , (b) ,5 ( | )SL kCDF t e , (c) ,2 ( | )WL kCDF t e , and (d) 

2 ( | )kpP t e .       

 
11.3  Only Epistemic Uncertainty in SL Properties and Failure Values 
and Aleatory and Epistemic Uncertainty in WL Properties and Failure 
Values 

 
As for the exam ples in Sects. 11.1  and 11.2, the interm ediate results in Fig. 16 rem ain 

unchanged. However, no aleatory uncertainty is a ssumed in the tem peratures and failure values 
for SLs 4 a nd 5. Specifically, the epistemically uncertain temperature curves and failure values 
are assumed to be as shown in Fig. 16a,b, with the result that there is one temperature curve and 
one failure value for each SL and LHS element. In turn, this results  in (i) a single failure time for 
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each SL and LHS element and (ii) corresponding failure time CDFs that jump from 0 to 1.0 at this 
single failure tim e as shown in Fig. 24a,b for SLs 4 and 5. The sam e aleatory and epistem ic 
uncertainty properties are assumed for WL 2 as for the example in Sect. 10.2 (Fig. 17c, Fig. 24c).  

 

Fig. 24. Failure time CDFs and probability of LOAS for Failure Pattern 2 and elements ek, k = 1, 2, 
…, 100, of LHS in Eq. (10.2) with only epistemic uncertainty in SL pr operties (i.e., 
temperatures) and f ailure values (i.e., f ailure temperatures) and aleatory and epistem ic 
uncertainty in WL properties (i.e., temperatures) and failu re values (i.e., failure  
temperatures): (a) ,4 ( | )SL kCDF t e , (b) ,5 ( | )SL kCDF t e , (c) ,2 ( | )WL kCDF t e , and (d) 

2 ( | )kpP t e .       

 
The PLOAS values  2 ( | )kpP t e  in Fig. 24d jump fro m 0 to a constant value at the time at 

which both SLs have failed; the heig ht of this jump corresponds to the probability that WL 2 has 
failed prior to the failure of both SLs. If WL 2 h as failed with probability 1.0 prior to the failure 
of both SLs, then 2 ( | )kpP t e = 0 for the time interval under consideration (i.e., 0 200 mint  ). 
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11.4  Aleatory and Epistemic Uncertainty in SL Properties and Failure 
Values and Only Epistemic Uncertainty in WL Properties and Failure 
Values 
 

This example is the rev erse of the exam ple in Sect. 11.3. Specifically,  the results shown in 
Fig. 16c are assum ed to characterize the epis temic uncertainty in the tem perature curves an d 
failure values for WL 2; in con trast, the resu lts in  F ig. 16a,b are ass umed to ch aracterize the 
epistemic uncertainty in the temperature curves and failure values for S Ls 4 and 5 in Sect. 11.3. 
The same aleatory and epistemic uncertainty properties are assumed for SLs 4 and 5 as for the  
example in Sect. 10.2 (Fig. 17a,b and Fig. 25a,b); in contrast, the results in  Fig. 17c were  
assumed the characterize the aleatory and epistemic uncertainty properties for WL 2 in Sect. 11.3. 
As for SLs 4 and 5 in Sect. 11.3, the failure tim e CDFs for WL 2 jump from 0 to 1.0 at single 
point in time (Fig. 25c). The le veling off of the PLOAS values 2 ( | )kpP t e in Fig. 25d occurs  
when the failure time CDFs for WL 2 jump from 0 to 1.0. Prior to this time, 

 2 ( | ) ( | ),k SL kpP t CDF te e   (11.1) 
 
where ( | )SL kCDF t e  is the failure time CDF for the failure of SLs 4  and 5 (Fig . 18). The 
preceding equality holds because the probability of  WL failure is 0 prior to the leveling off of

2 ( | )kpP t e . 

11.5  Only Epistemic Uncertainty in Link Properties and Link Failure 
Values 
 

Again, the intermediate analysis results indicated in Fig. 16 are unchanged in this exam ple. 
However, now only epistem ic uncertainty in link pr operties and failure values is assum ed. As a 
result, the failure tim e CDFs for SLs 4 and 5 are the same as in F ig. 24a,b, and the f ailure time 
CDFs for WL 2 are the same as in Fig. 25c. In turn, these failure time CDFs result in 2 ( | )kpP t e

= 0 for all sample elements ek, k = 1, 2, …, 100, of  LHS in Eq. (10.2). Thus, the probability of  
LOAS (i.e., PLOAS) for this exam ple is zero. Two important properties are illustrated by this 
example. 

First, the p resence of correlations between anal ysis outcomes can be very im portant in the 
determination of PLOAS. A cursor y examination of the failure tim e CDFs in Fig. 24a,b and Fig. 
25c shows some of the W L failure times to be gr eater than some of the SL f ailure times. This 
initially suggests that that some of the PLOAS values should be nonzero. However, this is not the 
case because the link  temperatures and assoc iated PLOAS values are c alculated conditional on 
individual LHS sa mple elements, with the result that there is  a strong correlation between the 
temperatures that SLs 4 and 5 e xperience and the temperatures that the W L 2 exper iences. As a 
result, the SL and WL CDFs in Fig. 24a,b and Fig. 25c cannot be randomly combined to obtain a 
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distribution of PLOAS values. A s illustrated in th is example, it is es sential that appropriate 
correlations between WL and SL properties be maintained if meaningful PLOAs results are to be 
obtained. 

Second, the presence of relatively sm all amounts of aleatory uncertainty has potential to have 
large effects on PLOAS values  (e.g., see F ig. 8 fo r an illustration of  aleatory uncertainty for 
Failure Pattern 2). In this exam ple, the rem oval of aleato ry uncertainty resulted in all PLOAS 
values being zero. In contrast, several different mixtures of aleatory and epistemic always resulted 
in at least some LHS elements having nonzero PLOAS values and also in wide ranges of nonzero 
PLOAS values (Fig. 26). Given the wide range of  possible conditions for an accident involving  a 
high consequence system in a fire, careful thought must be given to the manner in which aleatory 
uncertainty is to be defined and quantified in an analysis intended to determ ine meaningful 
PLOAS values. As suggested by the results in Fig. 26, the definitio n and quantifica tion of 
aleatory uncertainty can have large effects on the outcom e of an analysis. As illustrated in Se ct. 
10, the same is also true of the definition and quantification of epistemic uncertainty.  
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Fig. 25. Failure time CDFs and probability of LOAS for Failure Pattern 2 and elements ek, k = 1, 2, 
…, 100, of LHS in Eq. (10.2) with aleatory and epistemic uncertainty in SL properties (i.e., 
temperatures) and failure values  (i.e., failure temperatures)  only epistemic uncertainty in 
WL properties (i.e., te mperatures) and failur e values (i.e., failure tem peratures): (a) 

,4 ( | )SL kCDF t e , (b) ,5 ( | )SL kCDF t e , (c) ,2 ( | )WL kCDF t e , and (d) 2( | )kpP t e . 
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Fig. 26. Estimated expected values 2ˆ [ ( | )]EE pP t e  over epistemic uncertainty f or probabilities of 
LOAS for Failure Pattern 2 for the treatments of aleatory and epistemic uncertainty in Sects. 
10.2 and 11.1-11.4.  
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12. Summary Discussion 
 

Representations for PLOAS for four general configurations of WL/SL systems are developed: 
(i) Failure of all SLs before failure of any W L, (ii) Failure of any SL be fore failure of any W L, 
(iii) Failure of all SLs bef ore failure of all WLs, and (iv) Failure of any SL before failure of all 
WLs (Table 1). For these general represen tations, the f ailure times for the W Ls and SLs are 
assumed to be independent. In addition, one example is included for two WLs and five SLs where 
a dependency exists due to the presence of the same WL in two different subsystems. 
 

The presented representations for PLOAS are de veloped for analysis contexts in which both 
link physical properties (e.g., tem perature, pressure, …) and link fa ilure properties (e.g., failure  
temperature, failure pressure, …) are (i) tim e dependent and (ii) exhibit random  (i.e., aleatory) 
behavior. Here, aleatory uncertainty is being used  in the designation of random  behavior in the  
evolution of accident conditions th at is known to exist but is outside the de tails of the physical 
modeling of the accident under cons iderations (e.g., wind speed and wind direction at the time of 
an accident involving a fire). 

The presented PLOAS repres entations are deve loped under the assum ption that external 
calculations with what will generally be com plex and com putationally demanding models will 
supply the tim e-dependent link pr operties used in the determ ination of PLOAS. In turn, the 
presented PLOAS representations take these link properties and th e distributions characterizing 
aleatory uncertainty as i nput to (i) a form al structure that de fines PLOAS and (ii)  an associated 
computational procedure that determines time-dependent values for PLOAS. The formal structure 
that defines PLOAS is based on the assumptions that (i) tim e-dependent link physical properties 
are nondecreasing, (ii) time-dependent link failure properties are nonincreasing, and (iii) aleatory 
uncertainty in link  properties can be defined by a m ultiplier on th e original precalculated link 
properties. 

Both quadrature procedures (Sec t. 4) and sampling-based (i.e ., Monte Carlo) procedures 
(Sect. 5) for the num erical evaluation of PLOAS are presented. The quadratu re procedures are 
more numerically efficient than the presented sa mpling-based procedures. Thus, it is anticipated 
that the quadrature procedures will usually be used in the numerical evaluation of PLOAS. 

Appropriate verification proced ures are an important part of  any analysis that supports 
important decisions [25-32]. It is anticipated that the primary use of the indicated sampling-based 
procedures for the numerical evaluation of PLOAS will be in the verif ication of the conceptual 
definition and computational implementation of the quad rature procedures for the numerical 
evaluation of PLOAS. The sampling-based procedures provide effective verification tests because 
their implementation is, to a signif icant extent, independent of the im plementation of the 
quadrature procedures. More specifically, two different sampling-based procedures are presented 
that differ in the  extent to w hich their implementation overlaps with the implementation of the 
quadrature procedures for the numerical evaluation of PLOAS. Presented comparisons of PLOAS 
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results for quadrature and sam pling-based procedures are in agreem ent, which helps provide 
confidence that the calculations are correctly implemented. 

In addition to verification tests based on com paring PLOAS results obtained with quadrature 
and sampling-based procedures, an effective verification test based on know n PLOAS values is 
also available and illus trated. In th is procedure, each link is assigned the sam e properties and 
hence the same CDF for failure time, with the result  that PLOAS ha s a known value that is a  
function of the num ber of W Ls and SLs involved and the partic ular failure pattern under 
consideration (see Table 1; also, Refs. [9; 10]). Alt hough this assignm ent of W L and SL 
properties is not physically realistic, its value as a verification test lies in th e fact that it entails 
exercising all the num erics involved in the determ ination of PLOAS for situations where the 
correct value for PLOAS is known (e.g., see Table 3) . 

Realistic analyses for PLOAS will involve both ale atory uncertainty and epistemic 
uncertainty. The procedures described in this presentation involve a di rect incorporation of 
aleatory uncertainty into PL OAS results based on a scaling of precalculated link physical 
properties and link failure properties. Epistemi c uncertainty can be pr esent in both (i) the 
precalculated link physical properties and link failure properties and (ii) the parameters that define 
the distributions that characterize aleatory uncertainty. It is anticipated that epistemic uncertainty 
will be inc orporated into analys es for PLOAS with sampling-based procedures (e.g., Latin 
hypercube sampling [21; 22] ), where the associ ated sample includes variables af fecting link 
physical properties and link failure  properties and also variables a ffecting the characterization of 
aleatory uncertainty. In this situation, the model or models that determine link physical properties 
and link failure properties will be initially run for each sample element. Then, the results of these 
calculations will be supplied to the  program that uses thes e results and the sampled values for 
variables affecting the characterization of aleatory uncertainty to determine PLOAS values  for 
each sample element. The result of this sequence of calculation s is a m apping between 
epistemically uncertain analysis inputs and PLOAS values that provides both (i) a representation 
of the epistemic uncertainty present in the estimation of PLOAS and (ii) a b asis for performing 
sensitivity analyses to determine the effects individual epistemically uncertain input variables on 
the epistemic uncertainty present in estimates for PLOAS. 

A number of examples are presented to illus trate PLOAS calculations with (i) only alea tory 
uncertainty (Sect. 9), (ii) aleatory an d epistemic uncertainty (Sect. 10), and (iii) various m ixtures 
of aleatory and epistemic uncertain ty (Sect. 11). These examples involve a notional system  in a 
fire defined by a system of ordi nary differential equations (Sect . 8) and five different W L-SL 
failure  patterns, where LOAS occurs if (i) SL 1, SL 2 or SL 3 fails before WL 1 fails, (ii) SL 4 and 
SL 5 both fail before WL 2 fails, (iii) SL 1, SL 2 or SL 3 fails before WL 1 fails or SL 4 and SL 5 
both fail before WL 2 fails, (iv) SL 4 and SL 5 both fail before WL 1 or WL 2 fails, and (v) SL 1, 
SL 2 or SL  3 fails before W L 1 fails or SL 4 and SL 5 both fail before W L 1 or W L 2 fails. 
Examination of these exam ples helps provide pers pective on what the results in a real PLOAS 
might look like and how such results might be displayed. 
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Sensitivity analyses based on stepw ise rank regr ession were tried on th e PLOAS results in  
Sect. 9 obtained with aleatory uncertainty and epistemic uncertainty. Although this is a common 
and often successfully used technique for sensitivity analysis [33], it did not perform very well on 
these results due to the strong correlations between variables affecting the properties of individual 
links and the interaction of variables affecting PLOAS values. Successful sensitivity analyses for 
PLOAS results in this study and in sim ilar, but more complex, studies will require m ore 
sophisticated sensitivity analysis procedures. An approach to sensitivity analysis for PLOAS 
results that is likely to be successful is to (i) initially fit a metamodel to the PLOAS results using a 
nonparametric construction procedure [34-36] a nd (ii) then perform a stepwise variance 
decomposition of the construc ted metamodel as illustrated in Tab le 11 of  Ref. [36]. This 
procedure is more effective in appr opriately assessing the ef fects of variable interactions than 
traditional parametric regression procedures. Specifically, this p rocedure allows a stepw ise 
identification of variable im portance that inc orporates both individual  variable effects and  
interaction effects of multiple variables. In the stepwise procedure, the most important variable is 
selected first; then the next most important variable is selected; and so on until som e appropriate 
stopping criterion is met. 

A program (i.e., CPLOAS_2) that im plements the PLOAS calculations described in this  
presentation and an associated user’s manual [20] are available. 
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