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Abstract

This is the final report for the Early Career LDRD ”Diffusion Among Cognitively Complex
Agents” (DACCA). This report consists of three main parts. In the first part we overview
the motivation and summarize our accomplishments. The second part provides a detailed
description of the model and simulation results. The third part describes an Amazon Me-
chanical Turk based experiment design to gather data for calibrating and validating this
model.
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Chapter 1

Overview

InformationDiffusion

Information diffusion is the process by which information spreads throughout a popula-
tion. Models of diffusion in societies have been developed for a variety of domains, such as
the spread of innovations [46, 21], the diffusion of opinions [6], and the spread (and change)
of language [64]. Models that exhibit qualitatively similar behavior have also been developed
for the study of disease spreading [42] and even the diffusion of sensor readings in a sensor
network [39]. The main thrust of these models has been on understanding how the social
network impacts the diffusion process while leaving the internal cognitive models of agents
extremely simple. These simple cognitive models do not take into account, for instance, the
interdependence of beliefs and the tendency against changing ones beliefs. These factors can
be important an individual who has a strong tendency against changing their beliefs might
never do so, no matter how many friends have a different belief; in contrast, an individual
with a strong tendency to change will do so with little prompting. Through understanding
both social and cognitive factors, and how they interact, one can gain a better understand-
ing of the diffusion process and consequently develop better techniques for enabling rapid
diffusion of information.

Theories of cognition that center on the idea of the interdependence of beliefs are called
Cognitive Consistency Theories (CCT) [51]. There are two hypotheses to CCTs: (1) indi-
viduals have a set of concepts that they accept (believe are true) or reject (believe are false);
some of these concepts fit well together and others do not; and (2) individuals endeavor
to accept a set of concepts that fit well together and reject the concepts that do not fit
well together. Recent research [51] has indicated that CCTs can help shed light on human
reasoning processes. For the current purposes, CCTs are particular interesting as they are
easily placed into a computational framework - specifically using a constraint satisfaction
approach.

The objective of this Early Career LDRD work is to study the diffusion of information
in complex settings; i.e. ones that exhibit socially complex agents (differing numbers of
neighbors, captured through a social network); cognitively complex agents (continuous, in-
terdependent belief structures that change over time, rather than binary, independent belief
structure, captured through a cognitive network); and limited resources (bounded rationality,
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modeled by limiting the resources for communicating and integrating information).

Developing a model of diffusion can increase our ability to predict and affect the flow
of information in society. This ability has great potential to help missions in many areas
including the climate change mission of Sandia and the DOE, as well as missions of the DoD
and DHS. Regarding climate change, understanding how individual beliefs about the validity
of the science and how that interacts with messages received from their social network can
provide an understanding of how readily anti-climate change messages will be adopted. From
a DoD point of view, understanding the spread of tactics, techniques, and procedures (TTPs;
e.g., IED tactics) can allow security forces to better estimate the capability evolution of the
enemy especially between theaters of operation. This is important for DOE as well in its
mission to provide physical security to DOE complexes. From a DHS perspective, in which
community resilience (the ability of a community to recover from damage) is a critical area
of work, understanding diffusion processes can help federal agencies develop communication
strategies that more quickly and effectively spread critical safety information.

Summary of Accomplishments

This Early Career LDRD was funded for 2 years with a 6 month no-cost extension. The
funding allowed the principal investigator, Kiran Lakkaraju, to allocate approximatly 60%
of his time to the project.

The predominant work was in developing, implementing, and running simulations on a
new diffusion model. The model and simulations are described in Chapter 2 and 3.

A second part of the project was in addressing issues related to data generation and
gathering. This resulted in significant interaction with the DOE Human Subject Board. A
description of this work is provided in Section 1.

The third part of the project was designing an experiment in Amazon Mechanical Turk
(AMT) that can be used to calibrate/validate our model. The design of this experiment is
described in Chapter 4.

The following is a summary of the accomplishments of this project:

Development and implementation of new diffusion model A new model of complex
diffusion (the DACCA model) was developed and implemented.

Publications 6 publications; 4 papers at peer reviewed symposiums and conference, 1
extended abstract at a peer reviewed symposium, and 1 invited book chapter in a
collection. See [27],[28], [60], [31], [30], [29].

Presentations The PI presented this work at several (> 6) conferences.
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Anonymization and Data Sharing Provided expertise to DOE HQ Institutional Review
Board (IRB) on de-identification for data sharing.

Transition The developed model was integrated into the Cultural Geography tool [1] as
part of a project led by Zach Heath (8958) (this activity was separately funded). The
model was also implemented in the CASoS platform.

Anonymization and Data Sharing

Calibration and validation of social system models requires data from human subjects
with which to compare the model to. Using and getting this data is under the jurisdiction of
an ”Institutional Review Board” (IRB) which oversees human subject experimentation at a
federal level. Organizations have their own local IRB boards who evaluate human subjects
experiments for potential harm to the subjects. At Sandia, the IRB is called the ”Human
Subjects Board” (HSB).

On December 9th, 2009, a Secretarial Policy Memo was issued by Secretary Steven Chu
on military or intelligence-related human subject research (referred to as human terrain
mapping). This memo indicated that work by DOE program offices and field elements
(including the National Nuclear Security Administration/NNSA) are to limit work in this
area to only those projects ”involving analysis and management of fully de-identified data”
(emphasis added).

The memo directly impacts many projects at Sandia and potential collaborations. The
DACCA project would also have been impacted by severely restricting data sources that
could be used in the project.

Wendy Shaneyfelt and the PI interacted with the DOE HQ IRB to provide expertise on
data de-identification/anonymization and validation. We lead and organized two workshops
(funded by DOE HQ) to clarify de-identification issues. This interaction helped develop
clarity on the difference between Human Terrain Mapping projects and non-Human Terrain
Mapping projects; and the feasibility of de-identification.

Conclusions and Future Work

The sudden and surprising emergence of numerous protests in the Middle East under-
scores the need for understanding and anticipating behavior. Computational modeling of
populations and influence operations has recently emerged as a means of gaining insight into
these phenomena. Computational models allow us to rapidly test different hypotheses in
order to understand how different elements can influence population behavior.

Developing appropriate models is often a ”balancing act” between simplicity and incor-
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porating all the critical aspects. On one hand, an ”emulation” model [4] often contains many
parameters and much detail. While these can be tailored to fit many situations, their sheer
complexity can make them hard to understand and test. On the other hand, ”intellective”
models [4] are simplistic in nature and capture only the most necessary aspects of the situ-
ation. These models are relatively easy to test and draw conclusions from (for instance, see
[6]).

The model developed in this project sits between these two extremes, but closer to the
”intellective” side. The addition of an internal network of attitudes increases the complexity
of our model, but it also allows us to capture the interplay between social influence and
internal consistency, which is known to be an important aspect of attitude change. While
we have increased the complexity, we believe that this model is amenable to analysis and
testing. Our future work on this model will focus on gathering data that can be used to
calibrate and validate the model. Chapter 4 describes one approach. Data from Massively
Multiplayer Online Games may also be of use for calibration.

During the project execution we transitioned the model to the Cultural Geography toolkit
[1]. In the future, we would like to identify other social simulation frameworks that could
benefit from our model. The Behavioral Influence Assessment (BIA) model is one such
internal framework. We are currently talking with the PI of this project to identify potential
collaboration opportunities.

The rest of this report contains a thorough description of the model and simulation
results. These were taken from two of the publications, [30] and [60]. We will end with a
discussion of an experiment design for gathering data via Amazon Mechanical Turk.
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Chapter 2

The DACCA Model and Simulations

This chapter contains the material from [30] which was authored jointly by Kiran Lakkaraju
and Ann Speed. Here we describe the model and the underlying social psychology theories
that informed it. We end with simulations of attitude diffusion among populations and
importance of network topology.

Introduction

Attitudes are “general and relatively enduring evaluative responses to objects” where
objects can be “a person, a group, an issue or a concept” [61, Page 1]. Attitudes are shown
to have an impact on, and can sometimes predict, the behaviors of individuals (e.g., voting
behavior [22], consumer purchases [20, 14]).

Understanding population wide attitude change is thus an important step to understand-
ing the behavior of societies. For instance, consider the change in attitudes towards global
warming and the environment that has resulted in a significant change in public policy and
national priorities [7].

While there are a number of factors that influence attitude change [62], we focus on two.
The first is social – individuals are exposed to various attitudes and information through
interaction with others. Family, friends, acquaintances, and the media all influence the
attitudes of individuals by providing new information/opinions. [63] demonstrated that the
social context of an individual can impact a large number of aspects of that person.

The second factor is cognitive – individuals tend to hold a set of attitudes that are
consistent with each other [47, 51, 54]. According to these cognitive consistency theories, an
individual holding a strong positive attitude towards environmentalism should also hold a
strong positive attitude towards recycling; if they do not, the attitudes are inconsistent with
each other and could cause an uncomfortable feeling (i.e. cognitive dissonance) which tends
to result in either attitude or behavior change [62].

The perspective of the authors is as follows, we argue that the phenomena of attitude
change can be reasonably captured through a multi-scale complex adaptive system beginning
with two levels: (1) a social level where autonomous agents representing individuals interact
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and exchange information; and (2) a cognitive level, where individual concepts interact in
order to preserve consistency.

These two factors are tightly linked. The social context of an individual can influence the
information they are exposed to as well as how amenable to change the individuals are [63];
while the individual’s existing attitudes may distort or diminish the impact of information
[54, 16] and could impact the composition of an individuals social network.

Our research aim is to develop a model that can capture these two levels and the in-
teraction between them. This paper presents preliminary results from the development of
a new computational model of attitude change that incorporates both social and cognitive
factors. The model represents individuals as networks of concepts (e.g., beliefs) that interact
with each other. Social structure is implemented through a social network that limits the
interaction between agents.

The dynamics of this model are explored through a simple attitude change experiment.
The objective is to understand the resiliency of attitudes – how long does it take for attitudes
to change and what do they change to? Two populations of agents with different attitude
structures interact. We imagine this as a new population of individuals being introduced
into an existing population. We show that the population does reach agreement (all agents
have similar attitudes), and that the state that is agreed upon is a function of the initial
distribution of attitudes in the population. In addition, we track time to agreement and
show that it is a function of the social network and the initial distribution of attitudes in
the population.

We first describe some of the empirical findings on attitude change and consistency and
summarize some of the key phenomena and factors that can influence attitude change. We
then describe the parallel constraint satisfaction model which we will use to implement
cognitive networks. Finally, we describe our model and illustrate some properties through
experiments on a simple attitude change scenario.

Attitudes & Attitude Change

Research on attitudes and attitude formation indicates that an attitude is generally
considered an opinion or a feeling about something that has both a valence (i.e., positive
or negative) and a strength [66]. These opinions influence behaviors and influence how new
information is received and processed [13, 10, 48, 54, 66].

Even though research has traditionally focused on attitudes as singular feelings (e.g., one
either has a positive or a negative attitude about American football), research in the last
decade has highlighted the fact that an individual can hold two attitudes about the same
object, and that some of these attitudes are explicit and some are implicit [48, 66]. Further,
research has shown that such dual attitudes can even conflict with one another. For example,
by explicit measures (e.g., questionnaires), a Spaniard might express his love of American
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football, but when measured using implicit measures, he may reveal some disdain for the
sport, and this may influence nonverbal behaviors or motivations [10]. These are in stark
contrast to ambivalence (e.g., positive feelings for the flavor of a food but negative feelings
about the calorie content of that food).

As an example, in five experiments, Rydell and McConnell 2006 [48] demonstrated the
ability to create separate implicit and explicit attitudes about a fictional character, Bob,
and that different manipulations impact the explicit and implicit attitudes differently. What
is particularly interesting about this series of experiments is that the authors do not rely
on previously held attitudes they create attitudes in the laboratory. However, studies of
attitudes using pre-existing beliefs tend to yield similar results [13, 15, 16].

These findings are important because of the implications for behavior. Research has
demonstrated that explicit, controllable behaviors change as explicit attitudes change. Re-
search has also demonstrated that implicit attitudes change more slowly than do explicit
attitudes, and that implicit attitudes predict a separate set of behaviors than do explicit
attitudes [10, 48, 13, 14, 38]. Specifically, explicit attitudes predict behaviors over which the
individual holding the attitude has control. Implicit attitudes tend to predict behaviors that
are more subtle (e.g., nonverbal behaviors) and other behaviors over which the individual
holding the attitude has little or no control.

If the findings in [48] about the factors that cause attitude change hold (e.g., the effect on
attitude change of the relative proportion of negatively versus positively valenced evidence),
that has implications for the kinds of things that need to be considered in efforts to change
attitudes including specific actions to be taken as well as the amount of information needed
to enact change in both explicit and implicit attitudes. Otherwise, the risk is that behaviors
that are under conscious control may come to reflect the explicit attitude while behaviors
that are more subtle, but possibly as powerful, will reflect the contrary implicit attitude.

Another variable that seems to impact explicit attitude change is the effect of cognitive
load. Thus, current research suggests two routes to attitude change. In the systematic
route individuals are assumed to expend deliberate effort to evaluate a message; including
evaluation of the source of the message, the validity of the arguments, and relating the
elements to their own attitudes. However, in situations of high cognitive load, that is periods
where individuals are distracted and cannot expend cognitive effort, the peripheral route is
taken. In these instances individuals do not evaluate the argument but rather use heuristics
to decide whether to change their attitude. These heuristics can depend upon the message
structure (if the message has many arguments individuals are more likely to be persuaded);
or based on the context of the message (if many people already agree to the message the
receiver is more likely to agree). Current work shows that this dual process model accounts
for instances of attitude change that the systematic model does not [62].
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Attitude change and cognitive consistency

One important question to ask is - when might an attitude change? The complimentary
question is - when might the thinker distort new information in order to fit with an existing
attitude or opinion? Several such factors have been mentioned above, but it is worthwhile to
discuss those in greater detail. Generally, attitudes are less likely to change in an enduring
fashion when (1) they are strongly held, (2) the thinker has less time or fewer cognitive
resources to think through the logic of an argument that would result in attitude change,
and (3) if they are implicitly, rather than explicitly held beliefs [16, 48, 66]. In terms of
explicit attitudes, when the attitude isn’t changed by incoming information, the thinker
often distorts that incoming information to fit with his or her current attitude. Overall,
this process of either changing ones attitude or biasing incoming information seems to be
mediated by a drive for consistency between beliefs, attitudes and action [44, 47, 54, 32].

According to these cognitive consistency theories, individuals strive to hold a set of at-
titudes that are consistent with each other. For example, an individual holding a strong
positive attitude towards environmentalism should also actively engage in recycling or com-
posting household waste; if they do not, the attitudes are inconsistent with each other and
could cause an uncomfortable feeling (i.e. cognitive dissonance) which tends to result in
either attitude or behavior change [62]. The important idea is that attitudes interact with
each other; a change in one attitude can have an effect on another.

Some of the classic studies on consistency demonstrate that people have a tendency to
rate items differently when they occur in isolation than they do when they occur within an
attitude-formation context.

In a subsequent series of studies, [54] demonstrated that attitudes about situations tend to
form early in the evidence accrual process and that these forming attitudes tend to bias sub-
sequent information, strengthening the original attitude. These authors also demonstrated
that if the subject’s attitudes later changed, they then biased information in the opposite
direction. That is, if Information A is contradictory to a subject’s initial attitude, he will
discount it. However, if that same subject changes his attitude in the end, the discount on
Information A will no longer be apparent. Rather, he will have discounted Information B,
which was supportive of his initial attitude.

Specifically, the authors presented two sets of questions to subjects, one that involved a
series of unrelated vignettes, and the other that consisted of questions all relating to a single,
more extended story line. Importantly, the two sets of questions were otherwise identical.
Thus, the authors measured the change in attitudes that was attributable to the subjects
forming a coherent opinion in the extended story relative to the answers they gave in the
unrelated vignettes. Over four studies, they found that people discount information that is
contrary to their forming opinion, even before they have to officially declare that opinion.
They also demonstrated that when people changed their attitude (i.e., they leaned one way
initially and changed their attitude to the opposite opinion in the end), their evaluation of
the evidence also changed to maintain coherence with their eventual decision. Thus, pieces
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of information that were weighted highly initially were down-weighted in the end if they did
not support the opposite view.

Additional evidence for the drive for consistency is demonstrated in [47]. These authors
utilized a number of explicit and implicit measures to demonstrate that a tendency toward
consistency is, indeed, behind information distortion, rather than other processing goals
such as reduction in cognitive effort or as a method for increasing the distinctiveness of the
alternatives under consideration.

Interestingly, one social factor that seems to influence the malleability of a given indi-
vidual’s attitudes is the heterogeneity of their social network with regards to that attitude.
In a series of four experiments 2 in the laboratory and 2 using existing, real-world social
networks [33] demonstrated that the more heterogeneous a given individual’s network is
with regard to an issue (e.g., attitudes about capital punishment), the more ambivalent the
person is in their attitude, and the less certain they are of their attitude. Similarly, the more
homogeneous an individual’s social network is regarding a particular issue (i.e., the more at-
titudinally congruent an individual’s network), the stronger that individual’s attitudes are,
and the less open that individual is to attitude change. Interestingly, these researchers also
found that when subjects in the laboratory were exposed to attitudinally congruent versus
heterogeneous sets of opinions about the same issues, only not in the context of a social
network, subjects in the attitudinally congruent condition demonstrated increased attitude
change relative to those in the attitudinally heterogeneous condition when exposed to a per-
suasive article about the topic of focus. Although this effect was not statistically significant,
the reversal of trends is curious and warrants further investigation.

In a series of studies on information distortion, [47] manipulated both implicit goal prim-
ing and explicit reporting of goals used. They demonstrated that the only process goal that
drove the evaluation of evidence in progressive choice tasks was consistency. The other goals
tested in these experiments included the goal of reducing the effort necessary for evaluating
incoming information and the goal of increasing the separation between alternatives.

In terms of attitude change, possibly the most well-known demonstration of attitude
change in order to achieve consistency is the extensive literature on cognitive dissonance.
In many experiments, Festinger and colleagues demonstrated the ability to get participants
to express opinions that corresponded to their behavior, even when it was clear that their
original attitude was quite the opposite [62]. One example of a typical dissonance study has
participants engage in an extremely boring experimental task. Then subjects are asked to
tell incoming participants about the task. When subjects are asked how they personally felt
about the study, those who told future participants it was fun and engaging were more likely
to rate it as more enjoyable than those who did not. Interestingly, if subjects can attribute
their incongruent behavior to some external factor, such as receiving a large sum of money
for their fib, or being instructed by the experimenter to fib, they are less likely to report that
they personally felt the task was fun.

Another variant on the consistency theme was demonstrated by [48]. These researchers
demonstrated that explicit attitudes can change fairly rapidly in the face of counterattitu-
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Table 2.1. A summary of important attitude change phe-
nomena

Phenomena Description and its Effect

The drive for consistency
Maintaining a consistent set of attitudes can drive atti-
tude change as well as information distortion.

Information distortion
One way in which to maintain consistency between atti-
tudes - instead of changing an attitude one can decrease
the importance or impact of incoming information.

Persuasion route

Peripheral and systematic routes determine which as-
pects play a role in attitude structure; systematic routes
focus on logical arguments whereas peripheral routes uti-
lize heuristics. The persuasion route also influences the
durability of attitude change.

Implicit/explicit attitudes

These two types of attitudes influence different behavior.
Implicit attitudes affect spontaneous behaviors while ex-
plicit attitudes affect deliberate behaviors. Their change
profile is also different, with explicit attitudes tending to
be more malleable than implicit attitudes.

dinal information. They also demonstrated that the amount of attitude change interacted
with the homogeneity of the information that was considered in the development of the
initial attitude. Specifically, in one of a series of 5 experiments concerning a fictional char-
acter, Bob, subjects learned about Bob’s character through reading and responding to 100
facts. For some subjects, all 100 facts about Bob were consistent (he’s a nice guy.) For
the other subjects, 75% were consistent and 25% were counterattitudinal. When subjects
then received additional information about Bob, those who were in the 100% condition, who
received counterattitudinal information, displayed a more dramatic shift in explicit attitudes
about Bob than did those in the 75% condition.

Summary of Factors that Influence Attitude Change

Table 2.1 summarizes four phenomena that we argue influence attitude change. Table 2.2
summarizes factors that parameterize the four phenomena. We believe that future models of
population-wide attitude change should implement the four processes parameterized by the
factors. In the next section we will develop one such conceptual model. Our research aim is
to implement the model and manipulate the factors to understand attitude change.

While the preceding review begins to demonstrate a fairly complex picture of attitude
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Table 2.2. Important factors that influence the phenomena
in Table 2.1

Factor Effect
Cognitive load Impacts persuasion route.

Attitude relationships
Related attitudes influence each other through the drive
for consistency.

Social network

The structure of relationships between individuals influ-
ences the rate of information diffusion; in addition the
distribution of attitudes of an individuals acquaintances
can impact the strength of an attitude.

change and information distortion, and while there are even more variables that seem to
influence these effects [62, 66], for the current model, we chose to focus specifically on factors
that might influence the change of explicit attitudes. As such, we have chosen some very
particular variables to manipulate in the simulation, rather than trying to capture all of the
nuances presented in the vast attitude change literature (see e.g. [62]). Two aspects are
of concern to us. The first is the idea of bidirectionality in inference. As seen in [54] the
notion that individuals gather information, then come to a conclusion is not always true.
Rather, it seems that individuals are constantly integrating information into their growing
conclusion, and that preliminary conclusions impact how one integrates and perceives infor-
mation. Bidirectionality is a special case of the idea of wholistic processing, that all concepts
influence and are influenced by each other [45].

The second important point is that there is a rich set of behavior based on the strength
of an attitude. As [48] shows, it is important to capture how the strength and directionality
of an attitude as it can impact how that attitude changes. Using a binary approximation
(either one believes in X or does not believe in X) doesn’t capture this rich set of behavior.

Consistency and Parallel Constraint Satisfaction

The drive for cognitive consistency has been discussed since the 1950’s in a variety of
contexts. Theories such as cognitive dissonance and balance theory utilize a notion of consis-
tency. It is only recently through the use of Parallel Constraint Satisfaction (PCS) models,
however, that computational models have been developed that allow a more complete explo-
ration of these processes.

A PCS model is a type of connectionist, attractor neural network. In this model there
are a set of variables that can take on a value from a specified range. The variables have
weighted links to other variables, forming a constraint graph. Each variable is influenced by
and influences its neighbors in the constraint graph.
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Depending upon the domain that the PCS model is applied to the variables, values of
the variables, and links represent different things. When studying impression formation,
the variables represent stereotypes and traits, values represent belief, and links represent
associations between stereotypes and traits [24]. Since our objective is the study of atti-
tude change, we view variables as representing concepts, hypotheses or information, such
as the concept of “environmentalism”, the hypothesis of anthropogenic global warming, or
information such as data on temperature fluctuations. Henceforth, we refer to variables as
“concepts”. Loosely following attitude change literature, we describe the value of a concept
by its valence – indicating the sign and its strength indicating its magnitude. An attitude
towards a concept is then represented by the valence and strength of the concept. Positive
valences indicate support of the concept and negative valences indicate non-support of the
concept. To simplify discussion, we refer to the value of a concept as the combination of
valence and strength. In our model values are continuous and range from −1 to +1.

Weighted links between concepts indicate the strength of influence between the concepts.
A positively weighted link indicates two concepts that positively influence each other – as
one of the concepts increases in value, the other concept increases as well. For example,
we would posit the concept of anthropogenic global warming to have a positive link to the
concept of recycling. The more one believes humans caused global warming, the more one
should believe in reducing human impact on the environment.

Negatively valued links indicate concepts that do not agree with each other; as one of
the concepts increases in value, the other will decrease. For example, the more one believes
humans have caused global warming the less one should believe that natural climate cycles
are the cause of global warming.

Links between concepts can be viewed as constraints between the values of the different
concepts. Two concepts with the same valence but a negative link between them would be
considered inconsistent with each other. Two concepts with differing valences but a positive
link between them would also be considered inconsistent. We can measure the consistency
of a set of concepts by calculating what is called the energy of the system [19, 45]:

E = −
∑
i

∑
j

wijai(t)aj(t) (2.1)

where wij is the weight of the link between concepts i and j; ax(t) is the valence of concept x
at time t. The energy of the system decreases if the concepts satisfy the constraints between
them and increases if the concepts do not satisfy the constraints. Because of this property
we can view the energy of the system as a measure of the consistency of the set of concepts,
the lower the energy the higher the consistency.

PCS models utilize a connectionist approach to find a consistent set of concepts: the value
of each concept is updated according to a non-linear activation function. One activation
function that is often used is [24, 56]:
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aj(t + 1) = (2.2)

aj(t)(1− d) +

{
netj(max− aj(t)) if netj > 0
netj(aj(t)−min) if netj ≤ 0

where:

netj =
∑
i

wijai(t) (2.3)

and d is a decay term that is set to 0.05.

The update rule modifies the valence of a concept based on the valences of other concepts.
netj captures the input to a concept j by summing the valences of all nodes against their
weight to j. If a concept does not influence another concept the weight is set to 0. max and
min are the maximum and minimum values that a concept can take.

Each agent synchronously updates all concepts in the network and repeats this process
until no significant change1 has occurred between iterations. We call the repeated application
of the update rule until no significant change has occurred the update process.

Previous work on asynchronous update protocols have shown that an update rule like
Equation 2.3 will result in a state that satisfies the constraints [19]. The result of the
synchronous update rule has not been proven in the same manner, however empirical results
indicate that this update rule does reach a state that satisfies the constraints.

Through the use of synchronous updating and establishing constraints between concepts,
PCS models capture the important properties listed above. Value changes in concepts cas-
cade to other concepts as a function of link strength which is one aspect of wholistic pro-
cessing. The use of a continuous range for concept values allows the modeling of attitude
strength.

An Example of Constraint Satisfaction

The left hand side of Figure 2.1 shows an inconsistent PCS network with 5 concepts,
represented as circles. The value is indicated within the node and can range from −1 to +1.
Link weights are shown adjacent to the link and also range between −1 and +1.

Two pairs of concepts are inconsistent with each other, Concepts 3 and 4 have a positive
link but have opposite valences; and Concepts 3 and 5 have a negative link but have the
same valence. The energy of the system, calculated according to Equation 2.1 is 0.005.
After executing the update process we have the network on the right, which has an energy

1Defined as a maximum of .01 difference between concept valences between iterations
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Figure 2.1. Example of the updating procedure in a PCS
network.

of �0.029. In the updated network, the inconsistencies have been resolved, concept 4 now
has a positive valence and concept 5 now has a negative valence.

Note that the decay parameter can have an effect on the final valences of the concepts –
a decay value closer to 0.0 will result in less change of the concepts.

A Socio-Cognitive Constraint Satisfaction Model of At-

titude Change

We propose a model of attitude change that brings together both social and cognitive
factors that influence such change. Our model is composed of three elements:

< A,G,C > . (2.4)

A represents a set of n agents that represent individuals. C is a cognitive network that
represents the internal cognition that drives change in an attitude. We use the PCS model
defined above for the cognitive networks of the agents. Each agent has the same number of
concepts (m), and the same weights between links (W ), however each agent can differ in the
strengths and valences of those concepts.

The social network, G, is a graph of size n that defines the social structure of the popu-
lation. Agents are restricted to interacting only with their neighbors.

We assume turn based dynamics – at each timestep the following actions are taken:

1. A single agent is uniformly randomly chosen from the population. We call this agent
the speaker. One randomly chosen neighbor of the speaker is designated the hearer.
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2. A single concept is chosen as the topic of communication.

3. The speaker communicates the valence and strength of the topic in its cognitive network
to the hearer. This is the communication step.

4. The hearer changes the value of the topic (capturing the idea of integrating a speakers
beliefs). This is the information integration step.

5. The hearer modifies the strengths and valences in its cognitive network in order to find
a more consistent set of beliefs. This is the hearer update step.

Figure 2.2 illustrates one turn, progressing from left to right. First a speaker and a
hearer are chosen from the social network. Then one of the concepts is chosen as a topic
(denoted by the label “topic” in the example). All agents have the same set of concepts so
it is guaranteed that the hearer and speaker will have the topic. However, they might differ
in value; we can see that the speaker strongly disbelieves the concept (value is −1) while the
hearer moderately supports the concept (value is .5).

The communication step represents interaction and information exchange between agents.
This is, of course, a highly simplified version of what occurs in real human dynamics. For
this model, we assume that agents honestly communicate their values with each other.

Information integration is the process by which an agent changes its beliefs in response
to the received message. Motivated by the work of [48] our information integration process
depends upon the strengths and valences of the speaker and hearer. The larger the difference
between the valences, the larger the change in the hearer’s valence. Specifically, we take
the average of the two valences in the instantiation of the model. After the information
integration step, the hearer’s valence has changed to −.25 as it is the average of −1 and
+0.5.

Finally, in the last step the hearer updates the valences of the concepts by running the
update process. In the example, we can see that the information integration step has resulted
in an inconsistency between the topic and another concept. The update process resolves this
consistency, however the values of the other concepts have been altered as well. Even though
consistency has been achieved, and the hearer has, essentially, the same attitude as before,
there has been some change in response to the communication. It is this ability to capture
the strength of an attitude, not just whether an agent has an attitude, that sets this model
apart.

Note that there are two timescales here. The first is an inter-agent timescale where the
protocol defined above is followed. Within each “tick” of this timescale is an updating of the
cognitive network of the hearer according to Equation (2.3) which is the second timescale.
The timescale will be apparent from the context.
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Figure 2.2. Illustration of the dynamics of one timestep in
the simulation.

Experiments

To explore attitude resiliency and agreement we have implemented the model discussed
above using a simple, manually designed cognitive network, and have executed numerical
simulations while varying the distribution of attitudes among the agents. We would like to
see whether the population can agree on a particular attitude and how long it takes to do
so.

Cognitive network

Since our objective is to understand the interaction of populations with different attitudes
we designed a simple cognitive network that can represent two conflicting attitudes, shown
in Figure 2.3.

The concept of interest is the central node labeled X. The two nodes F1 and F2 represent
information or factors that can influence the value of X. F1 has a positive connection to
X so an increase in F1 increases X; F2 negatively influences X and thus an increase
in F2 decreases X . This cognitive network represents a situation where individuals are
receiving conflicting information; for instance evidence supporting and rejecting the theory
of Anthropogenic Global Warming2. The weights are 0.05 and �0.05 for the positive and
negative links respectively.

F1 and F2 do not represent specific pieces of information but rather, in general, all
positive and negative information. So a particular piece of information (for instance, “the
poloar ice caps are melting”) would increase the value of F1 or F2. This abstraction allows
us to focus our attention on the impact of information on X rather than on how to interpret
information with regards to a concept.

2See: http://climatedebatedaily.com/ for a large set of articles both for and against anthropogenic global
warming
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F1 X F2

Figure 2.3. Cognitive network of the agents in the simula-
tion.

Although simple, this network does exhibit several important characteristics that we
want to capture. First, all concepts have continuous valences thus the ability to represent
the strength of belief. Second, the network exhibits bidirectionality – the valence of concept
X is influenced by the evidence from F1 and F2; but also belief in the evidence is influenced
by belief in X.

There are two organizations of the nodes that satisfy all the constraints. In the first,
which we call the positive state, F1 and concept X have positive valences while F2 has
a negative valence. The second is called the negative state where F1 and attitude X are
both negative, and F2 is positive. The two states reflect polar opposites – in the positive
state individuals believe the positive evidence, reject the negative evidence and believe in
concept X. The negative state is the opposite situation where individuals accept the negative
evidence and thus reject the positive evidence and reject the concept X. For the positive
state we used the values F1 = 1, X = 1, F2 = �1 and for the negative state we used the
values F1 = �1, X = �1, F2 = 1.

Experimental Setup and Results

The experimental setup was as follows:

• A population of n agents was initialized with fp fraction of the population assigned
the positive state and fn = 1� fp assigned the negative states.

• The protocol described above was run for t = 100000 number of steps.

Note that due to the decay parameter, the positive and negative states are not attractors
under repeated application of the update process. Figure 2.4 shows the trajectory from
the positive/negative states F1/F2. Each point represents the valences of F1/F2 after an
application of the update process. Initially, there is a large jump from the positive/negative
state. However, we see a gradual reduction in the amount of change. The two endpoints of
the trajectory are designated the positive and negative endpoints and are indicated in the
figures below.

To simulate the exchange of information that can impact an attitude we restricted the
topics to be only F1 and F2. X was only modified through the hearer update process. The
simulations here are with n = 484 agents.
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Figure 2.4. Trajectory from the positive and negative
states over 100 state updates.

We experimented with four social network topologies: a complete graph, a 2-D lattice, a
regular graph and a small world network. The regular graph was of degree 10. Small world
(SW) networks have a high clustering coefficient (a higher likelihood that a two neighbors
of an agent are also neighbors), while also having a low characteristic path length (mean
distance between nodes). These types of networks are known to describe a variety of real
world networks, such as the power grid of the U.S. [65]. We generated SW networks using
the Watts-Strogatz algorithm with k = 10 and p = .01 [65].

Unless otherwise stated, results are averaged over 10 runs.

Figure 2.11 shows the time to reach agreement for the three network topologies topologies
as fp ranges from 0.1 to 0.9. We define agreement as when the mean euclidean distance
between the valences of all pairs of agents is less than 2% of the maximum distance. The
error bars indicate one standard deviation. Means and standard deviations were calculated
based only on the runs that reached agreement. Figure 2.12 shows the number of runs out
of 10 that reached agreement within 100, 000 iterations. Notice that for fp = 0.5 the lattice,
SW and regular networks did not converge within 100, 000 iterations and thus no points are
provided.

Figure 2.10 shows the valences of all agents for a range of fp values in F1/F2 space on
a complete graph for a single run. The positive and negative end points are indicated as
well. Each smudge of color is 484 agents, the color indicates the value of fp. Figure 2.5 is
the same as Figure 2.10 except it shows the valences in F1/X space. Both of the figures
combined indicate the valences of the entire population.
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Figures 2.6,2.7,2.8 show the end states of all agents for a range of fp values. End states
for fp = 0.4, 0.5 were not shown as system rarely converged in those cases. The presented
figures are indicative of the ending state of all the runs.
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Figure 2.5. Location in F1/X space after 99000 iterations
on a complete graph.
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on a small world graph.
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Discussion

First, does the system reach agreement, and if so, how long does it take to reach agree-
ment? We can see that in most cases the majority of runs do reach agreement. However, for
all non-complete graphs very few runs reached agreement when fp was close to 0.5. In these
cases it seems that the population has split into two groups. Figure 2.9 shows the valences of
agents in a run that did not result in agreement for the small world network with fp = 0.4.
We can see that two groups have formed that do not seem to coming closer.
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Figure 2.9. Agents in F1/F2 space for a run that did not
result in agreement at iteration 99000.

The lattice, SW and regular graphs take much longer to reach agreement than the com-
plete graph. This has been noted in a variety of models, including the voter [55], and the
majority-state update [9] models. However, in our case the small-world networks takes longer
than even the lattice and regular networks to reach agreement. This is counter-intuitive, since
SW networks have a lower characteristic path length one would expect a decrease in the time
to agreement. This is a matter for further study. Results for the voter model on SW networks
can provide some insight into this behavior as in the thermodynamic limit (where n →∞)
agreement does not occur [5].

Note the symmetry around fp = 0.5 in terms of time to agreement. This symmetry is
also found in voter models for complete graphs [55].

Secondly, what state does the system agree upon? Figures 2.10,2.6,2.7,2.8 indicate that
the agreed upon state is a function of the topology of the social network and fp.

In the complete graph case we see a linear dependence, as fp increases the agreed upon
state comes closer to the the positive state. However, for non-complete graphs the agreed
upon states cluster around the positive and negative endpoints. Below fp = 0.4, the systems
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reach agreement, but very close to the negative state, above fp = 0.6, the system reaches
agreement as well, but on the positive state.

These results are especially interesting for the SW networks, as these are found in many
real-world networks. For the simple cognitive network described here, these results indicate
that a population will either split into two groups (for fp = 0.4, 0.5, 0.6) or one attitude
will overtake the other attitude. Unlike the complete graph case where attitudes change in
strength, we see no such variance here.
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Figure 2.10. Location in F1/F2 space after 99000 itera-
tions on a complete graph. The trajectories from the positive
and negative start points are labelled.

The experiments described here served as a preliminary illustration of the model devel-
oped in the prequel. We can see, however, from these simulations several important things:

1. We have shown, through numerical experiments, that our model can capture the pro-
cess of reaching agreement on a concept, even when there are agents with contradictory
attitudes

2. We have shown that the distribution of attitudes in a population has a large effect on
the time to agreement as well as the strength of the attitude. This is interesting as it
allows us to study not only whether populations agree, but on what they agree upon.

3. The social network can have a great affect on the final agreement state – for lattices
and small-world and regular graphs we see a polarization effect – agents agree on either
the positive or negative endstate.
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Related Work

Many models have been proposed that focus on the social aspect or the cognitive aspect
of attitude change; however not many have put together both of these aspects. While a full
review of these are out of scope for this work, we refer the interested reader to [26, 36, 6, 18].
Importantly, most models do not account for a complex cognitive aspect for the agent –
individuals are often represented as having binary attitudes.

The communication and interaction dynamics of our model are closely related to the
voter model a well explored model from the physics domain [55]. In this model there are a
set of sites each of which is endowed with a variable that can take either state 0 or state 1.
At each timestep a random site changes its state to a randomly chosen neighbors. The voter
model has been studied on lattices as well as small-world and heterogenous degree networks
[58, 55]. Multiple extensions have been developed that incorporate a majority rule (sites
change to the state that is in the majority of their neighborhood) [34, 43, 8]. The main
issues with voter models are that they are limited to one concept with only two states; this
simplicity is, however, a boon for analysis.

Similar to the voter model, at each timestep we choose one agent which communicates
with one of its neighbors. However, our agents are more complicated as they utilize a PCS
network.

The conformity-consistency model (CCM) is a model that represents both social and
cognitive factors [3, 40]. In the CCM, there are N agents, each endowed with a binary
vector of size M that represents their cognitive state. At each time step an agent is chosen
and it will execute the standard voter model process on of its variables with probability
p; with probability q = 1 − p the agent engages in a voter model with itself, between the
elements of its cognitive state. The voter process within itself can be viewed as reducing
dissonance between the elements of its cognitive state – with the extremes of all variables at
0 or all variables at 1 to be the no dissonance situations.

The CCM is very similar to our model, however the representation of the the cognitive
state of an agent is significantly limited in only representing binary values. In addition,
the model only captures positive relations between concepts; it does not capture negative
relations nor does it specify a strength for the relation.

Chapter 10 of [59] describes the “consensus = coherence + communication” (CCC) model.
In this model each agent has a PCS network where concepts represent hypotheses and evi-
dence, and links represent explanatory relations. The purpose of the model was to explain
the diffusion of scientific theories in a population, so pairs of agents could interact (simulating
a complete network) and agents could execute “lectures” for many other agents.

The main difference between our model and the CCC model is in the interaction. In
the CCC model agents exchange concepts with others, thus changing the structure of the
network. We have focused on a different perspective, given that individuals already know the
links between concepts, how do persuasive messages between agents lead to attitude change.
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The parallel constraint satisfaction model has been explored in a wide variety of contexts,
such as impression formation [25], legal inference [52, 50, 53], and as a model of change in
attitude to the persian gulf war [56].

Conclusions & Future Work

Attitudes play a significant role in determining how individuals process information and
behave. In this paper we have developed a new computational model of population wide
attitude change that captures the social level: how individuals interact and communicate
information, and the cognitive level: how attitudes and concept interact with each other. The
model captures the cognitive aspect by representing each individual as a parallel constraint
satisfaction network.

As a way of understanding the dynamics of this model we have explored a simple attitude
change experiment. A population of agents was divided into two groups with opposing
attitudes. We wanted to know if the population can reach agreement, how long that would
take, and what attitudes would the population reach. We found that: (1) the time to
agreement varies with the social network and the initial distribution of attitudes in the
population, with the complete graph taking the least amount of time to reach agreement;
(2) in complete graphs the final state of the population has a linear dependence with the fp
(the proportion of agents initially with a positive attitude); however for non-complete graphs
there was a polarization effect where the population converged on the positive or negative
endpoint.

We plan on greatly extending and exploring this model in the future. First, we will try
to utilize a more realistic social network. Scale-free networks are a widely known topology
that also appear in many physical domains [57].

Developing a more realistic cognitive network is an important part of our future work.
We intend to draw from existing literature, for instance from [49] which created a network
on breast cancer testing decisions that was developed from survey data.
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Chapter 3

Attitude resolve and population wide
attitude change

This chapter looks at modifying the DACCA model to account for individual differences
in susceptibility to influence. This was joint work with Craig M. Vineyard, Joseph Collard,
and Stephen J. Verzi of Sandia National Labs. This work was presented as a poster at the
2012 Social-Computing, Behavioral-Cultural Modeling, and Prediction Conference [60].

Introduction

Attitudes are “general and relatively enduring evaluative responses to objects” where
objects can be “a person, a group, an issue or a concept” [61, Page 1]. Attitudes are shown
to have an impact on, and can sometimes predict, the behaviors of individuals (e.g., voting
behavior [22], consumer purchases [20, 14]).

Understanding population wide attitude change is thus an important step to understand-
ing the behavior of societies. For instance, consider the change in attitudes towards global
warming and the environment that has resulted in a significant change in public policy and
national priorities [7].

While there are a number of factors that influence attitude change [62], we will focus on
three in this paper. The first is social – individuals are exposed to various attitudes and
information through interaction with others. Family, friends, acquaintances, and the media
all influence the attitudes of individuals by providing new information/opinions.

The second factor is cognitive – individuals tend to hold a set of attitudes that are
consistent with each other [47, 51, 54]. According to cognitive consistency theories, an
individual holding a strong positive attitude towards environmentalism should also hold a
strong positive attitude towards recycling; if they do not, the attitudes are inconsistent with
each other and could cause an uncomfortable feeling (i.e. cognitive dissonance) which tends
to result in either attitude or behavior change [62].

The third factor is individual differences in influence. Intuitively, some individuals seem
more likely to change than others. This intuition has been supported by research from the
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marketing and social psychology fields (see Section 3 for more details).

Previous work [28, 27] has described a socio-cognitive model that captures the social and
cognitive aspects of attitude diffusion in individual interaction in a social setting. This work
extends previous work by incorporating individual differences in influence. In our model
we have two types of individuals, ”susceptibles” and ”advocates”. ”Susceptibles” represent
individuals that are strongly influenced by others. Thus in any interaction they change
significantly. ”Advocates” represent individuals that do not change as much.

In this paper we present preliminary work on a new model that captures these three
elements together to help understand how information, in the form of attitude, is spread
in a social setting. In our model, individual differences will be modeled using game theory.
We describe the basis of this model, then show some simple simulations that explore the
dynamics of this model.

Theoretical basis

Intuition and common experiences seems to indicate that people vary in how they are
influenced by others. Some people stand firm and rarely change their attitude opinion,
while others often vacillate. Research in social psychology and marketing has provided some
evidence to this folk psychological idea.

Decades of research has occurred in the marketing domain to understand how consumer
purchasing decision are influenced by others. Two types of influence are usually described,
(1) informational – where individuals are influenced by obtaining new information from
peers; and (2) normative – where individuals are influenced to conform to others decision
in order to be liked [2]. The unit of analysis here is on individuals, and the demographic
characteristics that can make them change, such as age or gender [17].

Another branch of research has focused more on attitudes themselves rather than in-
dividuals. Strong attitudes are: ”resistant to change, stable over time, and have powerful
impact on information processing and behavior” [23, page 279]. Several characteristics of
an attitude, such as its importance to an individual or its accessibility, can influence it’s
strength.

Model Description

An attitude dissemination model consists of various levels of interactions. At the social
level, some mechanism selects which agents are to interact with one another. Numerous
possibilities exist such as teacher-student interactions, co-worker interactions, or a discussion
amongst friends/peers to name a few. Each of these interaction types may have subtle effects
with regards to how the selected interacting agents affect one another. Upon selecting the
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interacting agents, their affect upon one another must be assessed in some manner. And
finally, at the individual level, any internal changes brought about by the social interaction
may lead to a cascade of changing beliefs or a resilience of the agent’s original attitudes.

Game theory is a branch of mathematics pertaining to strategic interactions. As such, it
is applicable to the development of a framework which can address each level of interaction
in an attitude dissemination model. In this work, we have investigated applying game
theory to the agent interaction level. Before describing our game theoretic approach to
agent interaction, we will first give an overview of the cognitive and social aspects of our
model (for a more detailed description see [27]).

Within each agent in the model is a Parallel Constraint Satisfaction (PCS) model to rep-
resent their individual cognitive network. A PCS model is a type of connectionist, attractor
neural network. Nodes within an agent’s cognitive network represent concepts, hypotheses,
or information. These values are continuous and range from −1 (min) to 1 (max). Weighted
links between concepts (wij) indicate the strength of influence between the concepts. PCS
models utilize a connectionist approach to find a consistent set of concepts: the value of each
concept is updated according to a non-linear activation function. One activation function
that is often used is [24],[56]:

aj(t + 1) = aj(t)(1− d) +

{
netj(max− aj(t)) if netj > 0
netj(aj(t)−min) if netj ≤ 0

(3.1)

where:
netj =

∑
i

wijai(t) (3.2)

and d is a decay term that is set to 0.05. This update rule modifies the value of a concept
based on the values of other concepts. An agent synchronously updates all concepts in their
network and repeats this process a finite number of times defined as the cognitive effort.

Given this basic inter-agent cognitive framework, our overall model is then composed of
three elements:

< A,G,C > . (3.3)

A represents a set of n agents that represent individuals, C is a cognitive consistency
network that represents the internal cognition that drives change in an attitude, and G is
the social network graph that defines the social structure of the population. Each agent has
the same number of concepts (m), and the same weights between concepts (W ), however
each agent can differ in the value of those concepts.

We assume turn based dynamics for simulation of individual interaction – where at each
timestep the following actions are taken:

1. A single agent is randomly chosen from the population, uniformly across all agents.
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We call this agent the speaker. One random neighbor of the speaker is designated the
hearer, chosen uniformly from all neighbors.

2. A single concept is chosen as the topic of communication.

3. The speaker and hearer communicate with one another regarding the topic of commu-
nication. This is the communication step.

4. The interacting agents engage in an information integration step.

5. The interacting agents modify the values of their individual PCS model cognitive net-
works in order to find a more consistent set of beliefs. This is the agent update step.

In the communication step, our game theoretic approach to agent interactions incorpo-
rates agent personality types such that each agent is either an advocate or susceptible. Much
like the canonical Hawk-Dove game, this approach yields differing payoffs depending upon
what types of players interact. If an advocate speaks to a susceptible agent, then the advo-
cate will have great success in influencing the suspectible agent towards their attitude with
little concession on their own part. However, if two advocates interact with one another,
neither is able to persuade the other to budge in their attitude. When two susceptibles
interact they are both moderately successful in influencing the other. And so, while being
an advocate and aggressively trying to influence the agent you are interacting with is quite
successful when dealing with susceptible agents it is a poor strategy in dealing with another
advocate. The level of influence one agent has on another is the information integration
step. Consequently, new strategic dynamics emerge regarding societal interactions.

Formally, the following update equations govern this agent interaction. Let xi(t + 1) be
the activation of node x for agent i at time t+ 1. Let ua ∈ [0, 1] be the strength of influence
of an advocate. Let us ∈ [0, 1] be the strength of influence of a susceptible agent. Let
ua + us = 1, where the update equations are:

xi(t + 1) =


uaxi(t) + usxj(t) for Advocate i and Susceptible j
uaxj(t) + usxi(t) for Susceptible i and Advocate j

0.5xi(t) + 0.5xj(t) for Susceptibles i and j
xi(t) for Advocates i and j

(3.4)

Experimental Results

Parameterizations:

In order to select functionally realistic values for the influence strengths of both the
advocate and susceptible agent types we performed an empirical value sweep and found
intuitively plausible behaviour to occur with an advocate agent influence strength (ua) of
0.7 and susceptible agent influence strength (us) of 0.3. Weights between concepts in each
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agent’s PCS network were set at 0.05, and we selected a small percentage (10% to 30%) of
the population of agents to be of the advocate type while the rest became susceptible agents.

Discussion

Experiment 1: Number of Advocates

To visualize and more easily understand the influential power of advocates who may
significantly change susceptible agents and are not easily influenced themselves, we exper-
imented with small, randomly connected networks and varied the percentage of advocates
in the overall population (see results below). We used the same three node cognitive consis-
tency network in each agent and initialized all of their networks to be cognitively consistent
with an attitude value ranging from zero to the minimum defined by the negative attractor
value (determined by the weight values in the PCS model). Then we selected a minority
percentage of agents to adopt the opposing positive attitude value (ranging between 0 and
the maximum postive attractor value, again determined by the weights in the PCS model).
The negative attitude value agents are susceptible agents and the positive attitude value
agents are advocates.

Iterating over this initialization, we investigated whether 10, 20, or 30 percent positive
attitude advocate agents would be sufficient to persuade the opposing majority of susceptible
agents to change their attitude belief or conversely if the majority of susceptible agents would
be able to overwhelm the minority advocates.

Experiment 2: Position of Advocates

Beyond investigating the affect of the number of influential advocates in a network,
we also examined the significance of the particular position of an advocate within the social
network topology. To place advocates in a meaningful location we used small hierarchical and
ring network topologies in which we could manually determine specific agents as advocates
due to their connectivity or position within the topology.

Experiment 1

We have used a small ten node, randomly connected network so that it is tractable
to visualize and analyze the interactions and attitude values over each time step of our
simulation. A single advocate (ten percent of the population) was never able to convert a
single susceptible agent and eventually is overwhelmed to adopt the negative attitude itself.
Using two advocates (twenty percent of the population) allows for possible advocate-advocate
interactions as well as doubles the possible conversion influence. We began by randomly
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Figure 3.1. Small ring and hierarchical network topologies

selecting two random agents as advocates and as before, despite their increased influential
capabilities, the two minority advocates were not sufficient to persuade the majority of
susceptible agents. Selecting two connected agents, each with low social connectivity, as the
advocates was sometimes able to convert the opposing eight susceptible agents. Increasing
the advocate population to three (thirty percent) typically was sufficient to convert the seven
opposing attitude susceptible agents simply by using randomly selected advocates.

Experiment 2

To study the significance of the position of advocates within a network, we used the
small ring and hierarchical network topologies shown on the left and right side of Figure 3.1
respectively.

For the ring network we experimented with setting agent 0 as the sole advocate since it is
the most connected agent. However, despite being the most connected agent it was unable to
overcome the nine opposing attitude susceptibles. As one might expect, it was able to raise
the attitude values of the agents it was connected to, but not sufficiently enough to convert
any of them to the postive attitude. Additionally, we also experimented with setting agent
2 as the sole advocate. As a member of the perimeter of the ring which only interacts with
its two adjacent neighbors agent 2 was also unable to convert the opposing 9 susceptibles.
Finally, setting both agents 0 and 5 as advocates was typically enough to convert the other
8 agents despite the fact that neither is directly connected to many of the other agents in
the ring. In this pairing, agents 0 and 5 were able to reinforce one another and eventually
persuade the other agents despite being outnumbered.

Figure 3.2 depicts the affect of different advocate positions within a network. This image
plots each agent’s attitude value across time. On the left half of Figure 3.2, two arbitrary
agents were selected as advocates, and were unable to persuade the other agents to adopt
the positive attitude. In fact these advocates were themselves converted. This is illustrated
by by the full convergence of all agent attitude values to the negative attractor at -0.33.
Alternatively, the right half of Figure 3.2 plots the simulation results where agents 0 and
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Figure 3.2. Drastically different results for different advo-
cate positions within a network

5 were selected as advocates. Although they were the only two agents initially in favor of
the positive attitude value, over time they are successfully able to pull all the other agents
attitude values up to the positive attractor at 0.33.

For the hierarchical network (seen in the right half of Figure 3.1), we likewise began by
experimenting with single agents as the lone advocate and investigated whether the position
at the topmost node in the network would be sufficient to propagate down and convert
the rest of the nodes, or whether being a bottom node would be able to spread upwards
and convert the others. In both cases, neither sole advocate was sufficient to overcome the
other nine susceptibles. Alternatively, utilizing both a top down and bottom up influence
by setting agents 0, 7, and 9 as advocates was largely sufficient to spread their attitude and
convert all of the remaining agents despite the fact that their influence is constrained such
that they can only interact with one or two other agents whom they must convert and in
affect those most continue the spread with their further neighbors.

Conclusion & Future Work

Conclusion

In this paper we have presented a new computation model of attitude resolve which
incorporates the affects of player interaction dynamics using game theory in an integrated
model of socio-cognitive strategy-based individual interaction. Running a variety of exper-
iments on this model with different network topologies and population mixtures we have
investigated attitude adoption and resolve within small networks. These experiments have
indicated that selecting specific advocate locations within a population tends to result in a
stronger spread of influence, even with only a few advocates in a small network, as opposed
to random placement. And the enhanced spread of influence can be observed by the ability
to convert agents with opposing attitude values that greatly outnumber the advocates as well
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as through lower diffusion time (iterations in the PCS network - also referred to as cognitive
effort) for the adoption of the opposing attitude.

Future Work

Having investigated interaction dynamics on computationally tractable small networks,
we would like to extend this work to larger real world networks to assess whether the same
behavior occurs. Additionally, we can also extend the model to incorporate factors such as
more sophisticated cognitive networks.

In addition to incorporating game theory at the agent level we are also interested in
looking at the affects of applying game theory at both the social and individual, cognitive
level. At the social level, agent interactions are typically dictated by given static social
network topology. An alternative approach would be to investigate coalition formation games
from coalitional game theory. This particular branch of game theory seeks to build network
structure in a strategic manner. Furthermore, if a particular agent, selected as a speaker, is
seeking to maximize the spread of their influence they might want to select the hearer they
share their attitude view with strategically rather than randomly from everyone they know.
Various aspects of game theory such as coalitional graph games or network routing could
provide an alternative framework to model this interaction.

As an alternative mechanism to implement parallel constraint satisfaction (PCS) attitude
updates within a single agent, a game may be played amongst two attitudes competing to
influence one another. Rather than requiring multiple iterative updates the effect is achieved
by a single instance of the game. For attitude nodes connected to (influenced by) several other
nodes, the game is played simultaneously with all neighboring nodes and the net attitude
change is a synchronous aggregated update of all games played in a pairwise interaction with
neighbor nodes.
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Chapter 4

Online Data for Validation

Validation of agent based models is an important issue, especially with models of social
systems that could influence decision making at higher levels. As part of this project, we
explored using online data sources to generate data for validation. In the rest of this chapter
we will outline an new, innovative experiment we designed to gather data using Amazon
Mechanical Turk (AMT).

Amazon Mechanical Turk

Amazon Mechanical Turk (AMT) is an online marketplace of tasks. Workers can login
to the site and complete Human Intelligence Tasks (HITs) which are posted by requesters.
Anyone can be a worker and/or requester. Workers receive small payments for completing
tasks, on the order of $.10 per task. After workers complete a task, the requester can review
the work and accept or reject the task. Requesters can also provide bonuses for good work.
HITs vary significantly in terms of content. Some HITs are simple image classification tasks
while other HITs require evaluating/summarizing text content, or completing surveys. Once
workers complete an HIT, the requester can decide whether to accept (and pay the described
amount) or reject the HIT. The number of rejected HITs is tracked for individual workers.
Several surveys of workers on AMT have been conducted[35] ; the answers are not validated
but can provide insight into the worker populations. These surveys indicate that (1) workers
come from many countries (¿100, with the majority of workers from India and the U.S.);
(2) workers have a mean age of 32, median of 30; (3) the majority of workers earn around
$30K, some ¿$100K; (4) of workers who chose to give their gender, 55% female, 45% male.
These results indicate that the worker population is highly diverse, especially as compared
to standard population used in university based laboratory experiments. Requesters can
require HITs to be completed by specific types of workers. This is implemented through
a qualification system. Requesters set certain qualifications workers must meet. Amazon
provides system wide qualifications such as location that one is logging in from, whether the
user can view adult content, and a minimum percentage of accepted HITs. Requesters can
also create their own worker qualifications.

AMT is rapidly becoming a popular method for conducting experiments due to its large
and diverse subject pool, inexpensiveness, and the rapidity with which to get results. For
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instance, Paolacci, et. al [41] replicated the results of several classic psychology studies
on framing effects, the conjunction fallacy, and outcome bias. Experiments can be rapidly
completed; Mason and Suri [35] show that for a simple survey, at a cost of $.05 per survey
response, 500 people responded within 10 days. A laboratory experiment of the same size
would take months to complete and be extremely expensive. The location qualification of
AMT allows us to conduct experiment specifically designed to understand the impact of
culture on behavior. For instance, Ericksson and Simpson [12] studied risk preferences as a
function of gender and culture (US or India).

Overview of Design

Worker 1

Worker 2

Worker 3
(confederate)

HIT Task

HIT Task

HIT Task

HIT Task

HIT Task

HIT Task

Completed By 
Time 0.

Completed By 
Time 1.

Worker 1 Worker 2 Worker 3

Experimenter 
Imposed 

Social Network:

HIT Task

HIT Task

HIT Task

Completed By 
Time 2.

Independent 
Workers (don't know 

each other)

Decisions

Decisions

Decis
ions

Decis
ions

Figure 4 illustrates the general design of experiments we have in mind. We can view the
experiment as a discrete time system. At time point 0, worker 0 logs into AMT and chooses
to execute one of our tasks, for instance a task in which workers have to pick a product
to purchase from a set of products. When first executing the task, the worker will not get
any information about the product choices of others. At time point 1, worker 0 will again
choose to execute our task. At this point, worker 1 gets information about the choices that
other workers made on the task from the previous time point (green arrows in Figure 1) so
the product decisions they made. By manipulating who the worker gets information from,
we can impose different social networks. In Figure 1, Worker 2 gets information about the
results of both Worker 1 and 3, but Workers 1 and 3 do not get any information from anyone
else. The first key aspect of this design is the imposition of a social network rather than
elicitation of a social network. By manipulating the information workers see we can impose
and quickly change the social network of individuals allowing us to systematically identify
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critical topological factors. The second key aspect is the use of confederates experimenter
controlled entities to manipulate and systematically perturb the system. Most studies of
behavioral influence are post-hoc data is collected after an event, and thus one has to wait
for an interesting event to occur. This might occur rarely or not at all. In our design, we can
manually insert events via confederates. By manipulating the location of the confederates
within the social network we can systematically test different hypotheses about diffusion
and attitude change over populations. The third key aspect is the asynchronous interaction
workers are executing tasks at different times, yet sharing information between tasks. In
related experiments workers were asked to join a waiting room, when enough workers had
joined all workers completed tasks together [37]. This allowed rapid completion of tasks and
ease in sharing information. However, this limited the number of participants because of the
difficulty of getting workers together at the same time. In our design, individuals can finish
a task within some short period of time, say 24 hours, and then can receive a new task. This
means we can scale to larger numbers of workers, and can experiment with cross-cultural
populations of workers (since members of different countries can complete tasks during their
comfortable times).

The main drawback to this experimental design is that the constructed social network
is based on imposed ties; it is not clear yet whether individuals will be influenced similarly
if they were interacting with their actual friends or family . Laboratory studies on social
influence suggest that workers will be influenced by random other individuals in the popu-
lation. In addition, we also know that many people interact with semi-random individuals
via Online media. For instance, the number of Facebook friends is often much higher than
actual friends. This means individuals are routinely exposed to messages by semi-random
people online, as well as messages from their friends.

Experiment Design

In collaboration with Ann Speed, we designed an experiment to test the diffusion of
attitudes related to environmentalism. The procedure is outlined below. The goal is to
measure the change in attitude strength (measured through a Likert scale) as a function of
the social network topology and number of exposures to contrasting beliefs.

To assess attitudes towards environmentalism we will use the revised NEP scale [11]. This
scale has items designed to evaluate 5 dimensions of ecological worldview: the reality of limits
to growth, antianthropocentrism, the fragiliy of nature’s balance, rejection of exemptionalism
and the possibility of an ecocrisis. Each dimension as approximately 2-3 questions assigned
to it.

The design of this particular experiment relies on providing subjects contrasting informa-
tion about specific dimensions of the ecological worldview and then testing their attitudes.
As described above, this contrasting information could come from experimenter created con-
federates or other subjects.
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Procedure

• Informed consent

• Subject takes an attitude test.

• Experimenter assigns subject to a place in the network structure (or excludes subject)

– Subjects that are in the middle on the attitude and on the average of dimensions
for each attitude will be excluded from further participation.

– Subjects who are at the extremes will be assigned to the key parts of the network,
surrounded by people who have the opposite views.

– If there are not enough extreme people, we will use confederates.

• Subjects are introduced to experiment. Subjects told that they will interact with
other subjects at the end of the experiment for a bonus. Subjects will be told they
will be providing their opinions about certain beliefs and behaviors and will be reading
opinions about similar beliefs and behaviors of their team members. They will be told
they will answer questions about their team members beliefs.

• Subjects are presented with material on 2 dimensions of the attitude, which they
summarize.

• Subjects are presented with the opinions of other subjects on 2 dimensions of the
attitude.

• Once subjects read their other subjects answers and asked questions about the opinions
of the others.

• Process repeated.

• At the end, there will be a final attitude test.
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