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Abstract

High fidelity modeling of complex systems can require large finite element models to capture
the physics of interest. Typically these high-order models take an excessively long time to run.
For important studies such as model validation and uncertainty quantification, where probabilistic
measures of the response are required, a large number of simulations of the high fidelity model
with different parameters are necessary. In addition, some environments, such as an extensive
random vibration excitation, require a long simulation time to capture the entire event. A process
that produces a highly efficient model from the original high order model is necessary to enable
these analyses. These highly efficient models are referred to as surrogate models, for their purpose
is to represent the main physics that is of importance, but decrease the computational burden. A
critical aspect of any surrogate model is how faithfully the efficient model represents the original
high-order model. This paper describes the process for verifying a surrogate model using response
quantities of interest and quantifying the introduced uncertainties in the use of the surrogate model.
This is done to help any analyst if they use any surrogate model; such has, Craig-Bampton Reduc-
tions, POD, etc.
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I ( fn,ξ ) Input energy spectrum

f Frequency
Gxx Spectral density of acceleration
GRMS Acceleration RMS
Hv( f , fn,ξ ) Acceleration input, relative velocity output FRF
Rxx(τ) Autocorrelation function
σ2( fm) Windowed power spectral density
W ( f ) Absolute integrable function (windowing function)
ẍ(t) Acceleration response
Ẍ( f ,τ) Finite Fourier transform
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Chapter 1

Introduction

The development of a model is one of the most important parts of performing an analysis of a
system. Once the model is created, it is first verified to insure that the mesh is adequately converged
providing a numerically stable solution. Next, the model is validated using criteria that depend on
its intended use. For a model that is to be used for quick design assessments, validation with low
stringency may be done; by contrast, if the model is to be used for system qualification, then an
extensive validation program is necessary.

In a large complex system, a full system model can be used to provide component responses
given certain full system environments. The component models within the full system model need
only be adequate to capture the response at the component. Uncertainties can be and should be
included throughout this process to provide a distribution of component responses. An envelop of
responses provides the environmental specification (ES) for the component. Once the environmen-
tal specification at the component is known, then a more detailed model of the component or an
actual test of the component can be driven with this enveloped specification. If the failure mecha-
nism of the component is known or the part is tested to failure, then it is possible to quantify the
margins and uncertainty of the component given various full system environmental inputs. This
quantification of margins and uncertainties (QMU) process is illustrated in Fig. 1.1.

These analyses can require a large amount of computing resources in number of processors,
memory, and wall time; especially, if uncertainty is propagated through the simulation providing
a distribution of responses. Here surrogate models of components and subsystems of the full
system model can be very advantageous in reducing the computational burden of running a high-
order model of the full system. However, it is imperative that the error inherent in using the
surrogate model be quantified. In addition, the surrogate model needs to be able to propagate any
uncertainties that are relevant to the component response through the simulation.

An important aspect of this process is the quantified loss of fidelity. Any surrogate model will
have a loss of fidelity due to the model reduction process. The reduced model can consist of many
different submodels that have been reduced using potentially different techniques such as Craig-
Bampton formulation [6], Craig-Chang formulation [7], proper orthogonal decomposition [10], or
component mode synthesis (CMS) [2, 4]; potentially, some submodels may not be reduced at all
and consist of the original finite element (FE) mesh. The unreduced submodels may be where
loads are applied or contain regions where uncertainty quantification is to be performed. Each
individual reduced component model can be verified as Ladevéze and Chamoin have done for a
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Fig. 14. Selected El Centro earthquake data. For all calculations, acceleration amplitudes were
increased by 50%.

foundation as depicted in Fig. 12(g)-(j). As can be seen, we have selected an earthquake that
will significantly excite the structure.

An examination of mode shapes and associated frequencies from Fig. 12 indicates that
the dominant horizontal frequency begins to affect the dam-fluid system instead of just the
sloshing modes of the fluid, while only the first few dominant modes of the structure are
excited. Hence, we chose this particular earthquake as likely to trigger significant FSI effects.
The acceleration data, however, is amplified by 50% to emphasize better differences between
LLM and other coupling methods.

In both LLM and DFMT-CFA interface treatments, spatial FE meshes were sufficiently
refined such that calculated horizontal dam-crest displacements (relative to the base dis-
placement) were insensitive to further mesh refinement. Both methods yielded sufficiently
converged solutions with the mesh partially depicted in Fig. 15(a). This has a total of 3598
DOF for the coupled system. A time stepsize of 5 msec for the solution calculated with
LLM was chosen; solutions were insensitive to further temporal refinement. Alternatively,
calculations with DFMT-CFA were restricted by the CFL condition of the central-differences
time integration; a time stepsize of 0.1 msec was employed. The DFMT-CFA treatment
employs artificial damping as described in [20, 52] with coefficient of β = 0.25 used in this
study.

Relative and total horizontal crest displacements are shown in Fig. 15(b,c). While dif-
ferences cannot be seen at plot resolution, the C-error with the DFMT-CFA solution as the
benchmark and LLM solution as the candidate is 0.02. A C-error less than 0.1 is to indicate
good agreement in engineering calculations [22, 52].
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Figure 1.1. Overview of QMU process for qualification.

reduced model using proper generalized decomposition [11]. However, the combination of many
reduced component models with some unreduced submodels is more difficult to verify, but equally
important. Typically, in structural dynamics applications the reduced model is compared to the
high-order model by comparing the natural frequencies of the two models. This also provides a
qualitative error assessment of the surrogate model.

This paper addresses the verification of a surrogate model that is used for two main types
of environmental loads: a random vibration event and an impulse shock. Examples of a random
vibration event include turbulent flow over an aircraft wing and atmospheric re-entry of the shuttle.
An example of an impulse shock is observed when a pyrotechnic device fires to release a structural
attachment as is the case for stage separation in many launch vehicles. In this work, a high fidelity
model of the full system was created; however, the high-order model is computationally intractable
when attempting to quantify uncertainties using any sampling procedure. Therefore, a surrogate
model was created. This surrogate model is verified in this paper, and the error or uncertainty in
using the surrogate model is quantified for the applications of interest: a random vibration event
and an impulse shock.

This paper is organized as follows. Section 2 briefly discusses how the surrogate model was
created. Section 3 presents the hierarchal technique for verifying the surrogate model for structural
analysis. In this section, response quantities of interest are defined to help with the verification.
Section 4 discuss the quantification of the error and how uncertainties are propagated through the
surrogate model. Finally, the conclusions and recommendations of this paper are presented.
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Chapter 2

Surrogate Model Creation Techniques Used
for Structural Analysis

There are several techniques for reducing models. They range in complexity from model simpli-
fication to the complex where an experimental substructure is attached to the finite element sub-
structure [13]. The work for this project uses three techniques for reducing the size of our model:
Craig-Bampton formulation [6], model simplification, and a CMS technique for coupling exper-
imental and analytical models known as the Modal Constraints for Fixtures Subsystems (MCFS)
[2, 3, 13]. The focus of the paper is on the Craig-Bampton formulation, for it is the most widely
known. However, the procedures describe are applicable to the other two methods.

The structural dynamics simulation tool used in this analysis is Sandia National Laboratories’
Sierra Structural Dynamics code. The theory for the Craig-Bampton is taken from the Sierra
Structural Dynamics Theory Manual [14]. In the Craig-Bampton method, the model is reduced
using fixed interface modes and constraint modes. The method is outlined in some detail in Craig’s
book [5]. The Craig-Bampton method is typically applied to eigenvalue analysis, but it may be used
in other solution methods as well. Here it is only describe in an eigen analysis application.

The entire model of a structure may be reduced to the interface degrees of freedom and gen-
eralized degrees of freedom associated with internal modes of vibration. Consider the general
eigenvalue problem, with the system matrices partitioned into interface degrees of freedom, V , and
the complement, C,

([
Kvv Kvc
Kcv Kcc

]
−λ

[
Mvv Mvc
Mcv Mcc

])[
uv
uc

]
= 0. (2.1)

In this work only the cases where Kvv is nonsingular are considered. For the Craig-Bampton
method, this implies that clamping the interface degrees of freedom removes all zero energy modes
from the structure.

The Craig-Bampton method reduces the physical degrees of freedom, u, to generalized coordi-
nates, p, using a set of preselected component modes, Ψ,

u = Ψp. (2.2)

The component modes are selected as follows. We let Ψ = [Φ ψ], where Φ is a set of eigen
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modes of the fixed interface, i.e.,
(Kvv−λMvv)Φ = 0.

We retain only a subset of the modes in this system. In addition, we define the constraint modes, ψ ,
as the static condensation of the problem. Each column of ψ is the solution of the static problem
where one interface degree of freedom has unit displacement, and all other interface degrees of
freedom are fixed. As shown in Craig [5],

ψ =−K−1
vv Kvc. (2.3)

Note that since we require that Kvv be positive definite, all these solutions are well defined. The
matrix need be factored only once for all of the modes.

The reduced system matrices can be written as

µ =

[
µkk µkc
µck µcc

]
, (2.4)

and,

κ =

[
κkk κkc
κck κcc

]
, (2.5)

where,

µkk = Ikk

µkc = µ
T
ck = φ

T (Mvvψ +Mvc) (2.6)
= φ

T Mvvψ +(Mcvφ)T

µcc = ψ
T (Mvvψ +Mvc)+Mcvψ +Mcc

= ψ
T Mvvψ +(Mcvψ)T +Mcvψ +Mcc,

and,
κkk = Λkk

κkc = κck = 0 (2.7)
κcc = Kcc−KcvK−1

vv Kvc

= Kcc +Kcvψ.

A natural break between a full finite element model and the surrogate model, especially in
the Craig-Bampton CMS technique, is at connection points in the model, such has bolted joints.
This can be an arduous task for the modeler, especially if it is desired to capture joint dissipation
mechanisms. This is because they have to account for bolt mechanism in the substructure that is
being made into a surrogate model.

12



The models developed for this study contain three substructures that are connected through
bolted connections. Two of the three substructures will be made into surrogate models and con-
nected to the remaining substructure to create the full system. A depiction of the modeling method-
ology is shown in Fig. 2.1. Here a surrogate model will be made of substructure one. It will en-
compass the stiff spring the rigid elements connecting the stiff spring to substructure one and the
FE representation of substructure one. The interface constraint would be at the node connecting
the stiff spring to the Joint2G [15] element. The Joint2G element is used to capture the dissipation
mechanisms of the joint.
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Figure 2.1. Illustration of modeling to create the Surrogate
Model in a Craig-Bampton reduction. A Surrogate Model will be
made of Substructure 1.
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Chapter 3

Surrogate Model Verification

“Verification is the process of determining that a model implementation accurately represents the
developer’s conceptual description of the model and the solution to the model.” [1]. The surrogate
model can be verified and error quantified when comparing to the high fidelity (or high-order)
model as done by Lieu et al. [12]. Implicit in this is that the high fidelity model has already been
verified. In this section we define a hierarchal approach to minimize the error associated with
using the surrogate model. The first step in this process is technique verification in the creation of
the surrogate models. Next, the subsystems that are reduced are verified in a modal sense. Then,
the full system surrogate model is verified to the high-order model in a modal sense. Finally, the
surrogate model is verified in regards to the applications of interest: a random vibration event
and an impulse shock. Before the verification can begin response quantities of interest need to be
defined.

3.1 Response Quantities of Interest (RQI)

Response Quantities of Interest (RQI) are defined to help in the verification and quantification of
error for the surrogate model. Basic structural dynamics quantities, natural frequencies and mode
shapes, will be used where appropriate. In addition, a Windowed Power Spectral Density (WPSD)
and the input energy spectrum (IES) will be used as RQI. These are defined in the subsections 3.1.1
and 3.1.2.

3.1.1 Windowed Spectral Density (WSD)

The spectral density (SD) in a practical sense provides the mean square frequency content for a
stationary and random process. The spectral density is also called the auto-spectral density (ASD)
and is defined as the Fourier transform of the autocorrelation function, Rxx(τ),

Gxx( f ) = 2
∫

∞

−∞

Rxx(τ)e− j2π f τdτ, f ≥ 0, (3.1)

where τ is a finite time period, f is the frequency, and j =
√
−1. Following the development given

by Wirsching et al. [17], one can show for a given acceleration response, ẍ(t), that is stationary

15



that

Gxx( f ) = lim
T→∞

1
2πT

EEE[|Ẍ( f ,T )|2], (3.2)

where EEE[·] denotes the expected value, and Ẍ( f ,τ) is the finite Fourier transform of the given
acceleration response (ẍ(t)).

To use the SD as a validation metric, a sequence of windows is defined that span the frequency
ranges of interest or frequency bands within the spectral density. Next the spectral density is
multiplied by a windowing function, W ( f ) and integrated over that band of interest. An example
of a windowing function could be a Gaussian function or may be just unity. Therefore, the windowd
spectral density (WSD) is given as

σ
2( fm) =

∫ fi+1

fi
Gxx( f )W ( f )d f , (3.3)

where W ( f ) is a nonnegative, absolutely integrable function (windowing function), Gxx( f ) is the
SD, fm is the centroid of an evenly spaced frequency interval, fi is the beginning of the frequency
interval, and fi+1 is the end of the frequency interval. The windowing functions in this study are
Gaussian densities with centers at frequencies of interest, e.g., modal frequencies. This is very
similar to work by Urbina et al. [16], except the SD is used in place of the transfer function. This
provides a scalar value at the medium frequency for the frequency interval fi to fi+1. This process
is illustrated in Fig. 3.1.
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To use the SD as a validation metric, a sequence of windows is defined that span the frequency ranges
of interest or frequency bands within the spectral density. Next the spectral density is multiplied by a
windowing function, W (f) and integrated over that band of interest. An example of a windowing function
could be a gaussian function or may be just unity. Therefore, the WSD is given as

σ2(fm) =

� fi+1

fi

Gxx(f)W (f)df, (3)

where W (f) is a nonnegative, absolutely integrable function (windowing function), Gxx(f) is the SD, fm is
the centroid of an evenly spaced frequency interval, fi is the beginning of the frequency interval, and fi+1

is the end of the frequency interval. The windowing function may be a Gaussian densities with centers at
frequencies of interest, e.g., modal frequencies. This is very similar to work by Urbina et al.,11 except the
SD is used in place of the transfer function. This provides a scalar value at the medium frequency for the
frequency interval fi to fi+1. This process is illustrated in Fig. 2.

Figure 2. Windowed Spectral Density (WSD) example using a Gaussian function for the windows.

A physical interpretation is if the weighting function is unity for all frequencies and one takes the square
root of σ(fm), then one obtains an acceleration RMS for the frequency band as

GRMSf (fm) =

�� fi+1

fi

Gxx(f)df, (4)

where GRMSf (fm) is the GRMS output at the medium frequency interval, and Gxx is the PSD.

III.A.2. Input Energy Spectrum (IES)

The Input Energy Spectrum (IES) is also a method to assess the frequency content of a response or in a
component sense the frequency content of the input.12 The full system model will generate responses that are
inputs to the components. The IES is also an attractive alternative to the typical Shock Response Spectrum
(SRS) for shock analysis.12

The basic equation of the IES for a single degree of freedom (SDOF) oscillator is given as

ER
I (fn, ξ)

m
=

� ∞

−∞
|Ẍ(f)|2Re[Hv(f, fn, ξ)]df, (5)
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Figure 3.1. Windowed Spectral Density (WSD) example using a
Gaussian function for the windows.
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A physical interpretation is that the quantity defined in Eq. 3.3 is a weighted mean square
of the random process with spectral density Gxx( f ). When the weighting function is unity and
the square root of Eq. 3.3 is computed we obtain the mean root-mean-square contribution to the
random process in the interval [ fi, fi+1].

3.1.2 Input Energy Spectrum (IES)

The Input Energy Spectrum (IES) is also a method to assess the frequency content of a response or
in a component sense the frequency content of the input [9]. The full system model will generate
responses that are inputs to the components. The IES is also an attractive alternative to the typical
Shock Response Spectrum (SRS) for shock analysis [9].

The basic equation of the IES for a single degree of freedom (SDOF) oscillator is given as

ER
I ( fn,ξ )

m
=
∫

∞

−∞

|Ẍ( f )|2Re[Hv( f , fn,ξ )]d f , (3.4)

where Ẍ( f ,τ) is the finite Fourier transform of the given acceleration response (ẍ(t)), τ is a fi-
nite time period, and Hv, j( f ) is an acceleration input, relative velocity output FRF. This FRF is
mathematically defined as

Hv( f , fn,ξ ) =
− j f

f 2
n − f 2 +2 jξ fn f

, (3.5)

where fn is the natural frequency, and ξ is the damping factor. In Eq. (3.4) it is assumed that the
response acceleration is the input to the SDOF oscillator. This is a valid assumption for the work
of the full system model, since the response of the full system model is generally an input to a
component model.

This method is similar to the WSD. Instead of the acceleration being converted into a spectral
density and then multiplied by a windowing function, the acceleration is Fourier transformed and
then multiplied by a windowing function. The windowing function W ( f ) is the term Re[Hv( f , fn,ξ )].

3.2 Model Reduction Methods Technique Verification

In Section 2, three main methods for creating the surrogate model were mentioned: Craig-Bampton
model CMS, model simplification, and a CMS technique for coupling experimental and analyti-
cal models. This section discusses methods to assure that the techniques for creating the reduced
surrogate models are accurate. First, the surrogate model’s modal frequencies are compared to
the modal frequencies of the actual substructure model from which the surrogate model was cre-
ated. Then, the surrogate model is combined with other full model substructures and again modal
frequencies are compared to the full high order model that does not contain any surrogate models.

The analyst has the ability in the Craig-Bampton CMS technique to pick the number of fixed
interface modes. The key to selecting the number of interface modes is to assure that the surrogate
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model is capable of capturing up to the frequency of interest. However, for model efficiency, the
analyst should keep the number of selected fixed interface modes to a reasonable number. In the
Sierra Structural Dynamics code with a multi-processor run, the surrogate model is restricted to a
single processor. Thus, it has a size constraint of memory on the processor as well. An example
surrogate model from a substructure is depicted in Fig. 3.2.

� � 
 � � � � � � � 	 
 � � � � � � !  � � � � � � � � �  �� 
 � � � � � � � � � � � � 
 � �

� � � 
 	 � � � � 
 � � �� 
 � �

Figure 3.2. Creation of a Craig-Bampton surrogate model from
a substructure, where blue dots represent the fixed interface con-
straints.

Three different surrogate models of the same subsystem are created with the difference be-
tween them being the number of fixed interface modes selected. An eigen solution is performed
on each surrogate model. At each mode shape, the modal frequencies of the three models are
used in a Richardson extrapolation method to determine a converged modal frequency solution. In
order for a surrogate model to be accepted it must be within two percent of the Richardson extrap-
olation converged modal frequency up to the frequency of interest. An example of a Richardson
extrapolation for a surrogate model with varying fixed interface modes is shown in Fig 3.3.

In addition, the modal frequency of the selected surrogate model must be within five percent of
the same subsystem’s modal frequency determined from its full FE model. This is also important
up to the frequency of interest. Figure 3.4 illustrates that three different surrogate models made
with varying number of interface modes (100, 200, and 300 modes) all produce an error compared
to the full substructure model under five percent up to 2,000 Hz.

The above was conducted to confirm that the creation of the surrogate model worked and that
the analyst selected an appropriate amount of fixed interface constraint modes for the surrogate.
Next, the created surrogate model is verified in the complete system. In a very similar manner,
this is accomplished by comparing a full system high-order model to a full system model with
surrogate substructures. The comparison is made using the modal frequencies.

In the full system, there may be multiple surrogate models. The models are first verified in-
dividually and then all the surrogate models are compared against the full system high fidelity
model. For brevity, the full system is compared with the two surrogate models in the example,
seen in Fig. 3.5.
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Figure 3.3. Richardson extrapolation example of a Craig-
Bampton surrogate model with varying fixed interface modes for
a modal frequency near 1096 Hz.

Once again, a different number of interface constraint modes are selected for the surrogate
models created by the Craig-Bampton method. In order for a surrogate model to be accepted it
must be within two percent of the Richardson extrapolation converged modal frequency up to the
frequency of interest. Also, the modal frequency of the full system with the surrogate model must
be within five percent of the full system’s modal frequency determined from its full FE model or
experimentation up to the frequency of interest. Figure 3.6 illustrates that the surrogate models of
substructure one and two could be made with 100 interface constraint modes and be acceptable for
a frequency of interest up to 2,000 Hz.

3.3 Application Verification

The next level of verification is to compare the quantities of interest for the surrogate model and
high-order model. The concept is to drive the models with pseudo representative application loads.
The first application is an impulse shock load. The second application to represent is a random
vibration event.

The impulse shock load is represented with a haversine shaped pulse, A(t)HAV .

A(t)HAV =

{
0.5Apeak

{
1� cos

(
2πt

TBASE

)}
, for 0 < t < TBASE

0, otherwise.
(3.6)
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Figure 3.4. Craig-Bampton surrogate models with varying fixed
interface modes all show an error less then five percent for a modal
frequency up to 2,000 Hz, which is 90 modes.

The comparisons should be made at degrees of freedom on the boundary of a submodel, typical
instrumented flight test locations, and at internal degrees of freedom in the surrogate model. The
internal degrees of freedom are important to verify as these degrees of freedom require a trans-
formation in order to extract their response. By using interface, internal, and typical flight test
locations, the transformation between the high-order model and the surrogate model will be veri-
fied.

There will be some differences between the various metrics for both the high-order model and
the surrogate model. The amount of acceptable variation must be defined to ensure that surrogate
model adequacy can be defended. In a shock environment, the preferred metric is the IES as
discussed by Edwards [8, 9]. The goal for the comparison between the full system with surrogate
models and the full system without is for the IES not to exceed ±6 dB over 100% of the frequency
range of interest, and for it not to exceed ±3 dB over 80% of the frequency range of interest. The
frequency range of interest in this study is 2,000 Hz. This is similar to experiment specifications
and it would be inappropriate for the model to be expected to perform better than experiments.

The first comparison is on a portion of the full system that is not part of a surrogate model as
in Fig. 3.7. The acceleration responses are shown in Fig. 3.8. The IES comparison is shown in
Fig. 3.9, where 90% are less then ±3 dB and 100% are less then ±6 dB. The second comparison
is at a measurement location internal to the surrogate model. The IES comparison is shown in
Fig. 3.10, where 80% are less then ±3 dB and 100% are less then ±6 dB. Therefore, the surrogate
models used in the full system for shock environments are verified.
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Figure 3.5. Full system with two substructures converted to sur-
rogate models.

To simulate the random vibration environment, both the surrogate and the high-order model
are driven with broadband noise with a bandwidth equal to the maximum frequency of interest. In
a random vibration environment, the WSD is believed to be a better verification metric. The goal
for verification is for the WSD not to exceed ±6 dB over 100% of the frequency range of interest,
and for it not to exceed ±3 dB over 80% of the frequency range of interest.

Once again, the comparisons should be made at degrees of freedom on the boundary of a sub-
model that should pass through the model reduction transformations and be predicted identically in
both models, at degrees of freedom that are internal to the submodels that would require a transfor-
mation in order to extract their response, and at typical flight test locations. The surrogate models
created as an example for this study were verified for both surrogate model internal measurements
and measurements for a portion of the model that is not created from a surrogate model. The WSD
comparison for a measurement internal to a surrogate model is shown in Fig. 3.11, where 90% are
less then ±3 dB and 100% are less then ±6 dB. Therefore, the surrogate models used in the full
system for random vibration environments are verified.
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Figure 3.6. Comparison of full system with surrogate models to
original model up to a frequency of 2,000 Hz, which is 190 modes.

� � 	 	 � � � � � �  �

� � 	 	 � � �� � � � �
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 � � � 
 � �

Figure 3.7. A full system model with surrogate models where a
response is examined that is not part of the surrogate models.
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Figure 3.8. Time domain acceleration response comparison of
full system with surrogate models and one without surrogate mod-
els.
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Figure 3.9. Input Energy Spectrum comparison between full sys-
tem with and without surrogate models, where the measurement
is at a point on the full system that is not internal to a surrogate
model.
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Figure 3.10. Input Energy Spectrum comparison between full
system with and without surrogate models, where the measure-
ment is at a point that is internal to one of the surrogate models.
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Figure 3.11. Windowed Spectral Density comparison between
full system with and without surrogate models, where the measure-
ment is at a point that is internal to one of the surrogate models.
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Chapter 4

Parametric Uncertainty

This section discusses the effect of the error using the surrogate models in the full system as
compared to parametric uncertainty. It is found that the parametric uncertainty completely bounds
the error associated with using the surrogate models in the full system for an application of shock.
The shock is characterized with a modal hammer at the force input and responses measurement
locations as shown in Fig.4.1. It is important to recognize that the model is validated and the
uncertainty is quantified using the surrogate models in the system.

� 	 � � � � 	 � � 	 � � � 
 �

� 	 � � � � 	 � � 	 � � � � �

Force  
input�

Response 
locations�

Figure 4.1. Force input and response measurement points for
comparison of parametric uncertainty and errors associated with
using surrogate models in the full system.

The parametric uncertainty is accounted for in the joints, the full system damping, and a silicon
pad material used for vibration isolation between an instrumentation box and the structure. The
system studied has two main joints between substructure one and middle section and the middle
section and substructure two, as seen in Fig. 4.2. These joints are characterized by parametric
uncertainty where the axial and rotational stiffness is varied from 0.7x107 to 1.3x107 lb f/in with
a uniform distribution. The damping in the system is also characterized by full system mass and
stiffness proportional Raleigh damping where the α and β coefficients are varied from 0.5x10�6

to 5.0x10�6 and 1x10�4 to 10x10�4, respectively, with a uniform distribution. The silicon pad’s
modulus of elasticity is varied from 700 to 1300 psi with a uniform distribution. Finally, the silicon
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Figure 4.2. Windowed Spectral Density comparison between full
system with and without surrogate models, where the measure-
ment is at a point that is internal to one of the surrogate models.

pad’s Poissons ratio is varied from 0.45 to 0.4999 with a uniform distribution.

A windowed FRF (frequency response function) comparison is used to illustrate that the para-
metric uncertainties bound the error associated with using the surrogate models. The windowed
FRF is identical to the windowed spectral density; except the spectral density is replaced with the
FRF. Eighty Latin Hypercube Sample (LHS) realizations of the random variables were used to
compute the distribution of the windowed FRF at specific frequencies. The results are shown in
Fig. 4.3 for the response in substructure 2 and Fig. 4.4 for the other response location. As can
be seen the parametric uncertainty completely bounds any error associated with using surrogate
models in the full system.
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Figure 4.3. Windowed FRF comparison at a response location
in substructure two, illustrating that parametric uncertainty bounds
the error associated with using surrogate models in the full system.
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Figure 4.4. Windowed FRF comparison at a response location
in the section between substructure one and two, illustrating that
parametric uncertainty bounds the error associated with using sur-
rogate models in the full system.
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Chapter 5

Conclusions

Model reduction is generally accomplished by creating surrogate models from a high-fidelity
model. These surrogate models are generally created from techniques that utilize a reduced ba-
sis to recreate the dominant behavior of the system to be modeled. Unfortunately, this reduced
basis comes at a cost of model accuracy. Therefore, this paper first verifies that the model re-
duction is sufficient for structural dynamics analysis of a random vibration event and an impulse
shock load. Second, this paper shows that the error with using the surrogate model is bound by
parametric uncertainty. The understanding of the parametric uncertainties is then used in part two
of this series of papers for validation of the model and quantifying the margins and uncertainty in
this environment.
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