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Abstract 
 
The purpose of the Dual Compile Strategy is to increase our trust in the Compute Engine during 
its execution of instructions. This is accomplished by introducing a heterogeneous Monitor 
Engine that checks the execution of the Compute Engine. This leads to the production of a 
second and custom set of instructions designed for monitoring the execution of the Compute 
Engine at runtime. This use of multiple engines differs from redundancy in that one engine is 
working on the application while the other engine is monitoring and checking in parallel instead 
of both applications (and engines) performing the same work at the same time. 
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DUAL COMPILE STRATEGY FOR  

PARALLEL HETEROGENEOUS EXECUTION 
 
Figure 1 shows the Dual Compile Strategy for Parallel Heterogeneous Execution. The purpose 
of the Dual Compile Strategy is to increase our trust in the Compute Engine during its execution 
of instructions. This is accomplished by introducing a Monitor Engine that checks the execution 
of the first engine. 
 
This leads to the production of a custom set of instructions designed for monitoring the execution 
of the Compute Engine at runtime. This new set of monitor instructions could be developed in 
two different ways. First, compile the monitor instructions from the application’s source. Second, 
compile the monitor instructions from the computation compiler’s output. This concept is what is 
called a Dual Compile Strategy as shown in Figure 1. 
 
Architectural Benefits 
 
This use of multiple engines differs from redundancy and diverse redundancy (e.g. triple 
modular redundancy in hardware and N-version programming in software) in that one engine is 
working on the application while the other engine is monitoring and checking in parallel instead 
of both applications (and engines) performing the same work at the same time. Since both 
engines are working on completely different (yet related) tasks, it would be extremely difficult 
for both instruction streams to be modified and remain valid. 
 
One aspect of this concept is similar to self-checking code. However, self-checking requires 
additional work of the Compute Engine which results in reduced performance whereas our 
separate Monitor Engine works in parallel to the Compute Engine, allowing it to maintain 
performance. Additionally, the Monitor Engine goes beyond simply self-checking code by 
verifying the interaction of the Compute Engine with internal and external hardware components. 
 
Ideally all components in the system would be verified and trusted, such as the application 
source code, both compilers, and both engines. Due to the complexity of the computation path, it 
may not be feasible to rigorously verify its compiler and engine. However, if the monitor path is 
simpler, it might be feasible to verify its compiler and engine to boost the trust of the system. 
 
Besides the potential trust and security benefits, there is also potential for improved reliability by 
leveraging this architecture to implement fault tolerance. 
 
Monitor and Check Description 
 
Instruction Stream Checks 
These checks done by the Monitor Engine are based off of the Monitor Instruction Stream which 
would be designed to validate a corresponding Computation Instruction Stream. Consider a one-
to-one correlation between each instruction of the two streams.  
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For example, assume a relative jump instruction (relativeJump) does the following: 
1. Fetches an instruction argument from the program memory at PC 
2. Stores the sum of PC with the argument into PC 
3. Jumps to the address contained in PC 

 
A corresponding monitor instruction relativeJump_check  would confirm the following events 
(and no other events) took place: 

1. Register read: PC 
2. Program memory read 
3. Register write: operandRegister1 
4. Register move: PC to operandRegister2 
5. ALU operation: addition 
6. Register write: resultRegister 
7. Resister move: resultRegister to PC 
8. Branch signal assertion 

 
In this way, the monitor’s instructions correspond to the Operational Signature of the Compute 
Engine. To clarify, an ‘Operational Signature’ is a term coined herein to describe the set of 
operations and their proper order (the signature) for a given instruction as previously 
exemplified. 
 
As the Compute Engine executes its set of instructions, the Monitor Engine executes the monitor 
instructions in parallel. This allows the monitor to perform runtime checks of the Compute 
Engine. Possible types of checks include, but are not limited to: 

1. Specific memory reads/writes (program, data, …) 
2. Specific register reads/writes (PC, SP, …) 
3. Use of Arithmetic Logic Unit (ALU) 
4. Assertion of control signals 

 
Hardware checks 
In addition to the monitoring of the Operational Signature, there are many properties which 
should remain true in nearly all instances (independent of a given operation). These checks 
would be done in addition to the previously mentioned monitor instructions: 

1. Stack accesses always occur between the frame pointer and the stack pointer 
(except during the building and destruction of the stack frame) 

2. Registers dedicated for constant values are never written to except during 
initialization 

 
Offload Application checks 
In some languages, there are many runtime-checks built into the language that the Compute 
Engine needs to perform during execution. These checks help to make the language less 
susceptible to many common problems, such as buffer-overflows (or other runtime exceptions). 
Since these checks are built-in, the computation throughput is reduced. 
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However, the Dual Compile Strategy could boost the efficiency of the computations by off-
loading the runtime checks to the monitor. Since the monitor can do these checks in parallel, the 
Compute Engine would be free to continue with the important computations. 
 
Monitor Limitations 
Even with a long list of potential capabilities, there are still some limitations of the Monitor 
Engine. The more accurate of a check the monitor performs, the closer it mimics the 
computational path. A high level of accuracy obtained by computing the results to compare with 
the Compute Engine may result in an undesirable homogeneous solution. 
 
For example, the previously mentioned relativeJump_check on step 5 merely checks that the 
adder of the ALU was used, not that the ALU computed the proper result. So, if we are confident 
that each individual instruction matched its Operational Signature, then we have higher 
confidence that the result of the arithmetic operation is valid and that the overall execution is 
behaving normally.  
 
Due to the complex nature of compilers (especially compiler optimization), it can be difficult for 
the monitor compiler and compute compiler to produce instructions that can be synchronously 
executed. For this reason, it would be much simpler for the monitor compiler to produce the 
monitor instructions from the compute instructions, rather than directly from source. Truly 
independent compilation is ideal, since the dependent form of monitor compilation can only be 
as correct as the compute instructions it is given.  
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Figure 1: A Dual Compile Strategy for Parallel Heterogeneous Execution 
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