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Abstract 
 

This report describes the campus executive LDRD “Discriminative Feature-Rich 
Models for Syntax-Based Machine Translation,” which was an effort to foster a better 
relationship between Sandia and Carnegie Mellon University (CMU).  The primary 
purpose of the LDRD was to fund the research of a promising graduate student at 
CMU; in this case, Kevin Gimpel was selected from the pool of candidates.  This 
report gives a brief overview of Kevin Gimpel’s research. 
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1.  INTRODUCTION  
 
 
This report describes the progress of the campus executive LDRD “Discriminative Feature-Rich 
Models for Syntax-Based Machine Translation” which was an effort to foster a better 
relationship between Sandia and Carnegie Mellon University (CMU).  The primary purpose of 
the LDRD was to fund the research of a promising graduate student at CMU; in this case, Kevin 
Gimpel was selected from the pool of candidates, and the funding ran in FY11 and FY12.  Kevin 
Gimpel received his PhD from the Language Technologies Institute at CMU after successfully 
defending his thesis in summer 2012 and is now a research assistant professor at the Toyota 
Technological Institute at Chicago.  This report will borrow from Kevin Gimpel’s PhD thesis [1] 
in describing his work  
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2.  SPONSORED RESEARCH DESCRIPTION1 
 
Fully-automated, high-quality machine translation promises to revolutionize human 
communication. But as anyone who has used a machine translation system knows, we are not 
there yet. In this thesis, we address four areas in which we believe translation quality can be 
improved across a large number of language pairs. 
 
The first relates to flexible tree-to-tree translation modeling. Building translation systems for 
many language pairs requires addressing a wide range of translation divergence phenomena 
(Dorr, 1994). Recent research has shown clear improvement in translation quality by exploiting 
linguistic syntax for either the source or target language (Yamada and Knight, 2001; Galley et 
al., 2006; Zollmann and Venugopal, 2006; Liu et al., 2006). However, when using syntax for 
both languages (“tree-to-tree” translation), syntactic divergence hampers the extraction of useful 
rules (Ding and Palmer, 2005; Cowan et al., 2006; Ambati and Lavie, 2008; Liu et al., 2009a). 
Recent research shows that using soft constraints can substantially improve performance (Liu et 
al., 2009a; Chiang, 2010; Zhang et al., 2011; Hanneman and Lavie, 2011). Recently, Smith and 
Eisner (2006a) developed a flexible family of formalisms that they called quasi-synchronous 
grammar (QG). QG treats non-isomorphic structure softly using features rather than hard 
constraints. While a natural fit for syntactic translation modeling, the increased flexibility of the 
formalism has proved challenging for building real-world systems. In this thesis, we present the 
first machine translation system based on quasi-synchronous grammar. 
 
Relatedly, we seek to unify disparate translation models. In designing a statistical model for 
translation, a researcher seeks to capture intuitions about how humans translate. This is typically 
done by specifying the form of translation rules and learning them automatically from large 
corpora. 
The current trend is toward larger and increasingly-intricate rules. Some systems use rules with 
flat phrase mappings (Koehn et al., 2003), while others use rules inspired by linguistic syntax 
(Yamada and Knight, 2001). Neither is always better than the other (DeNeefe et al., 2007; Birch 
et al., 2009; Galley and Manning, 2010). In this thesis, we build a system that unifies rules from 
these two categories in a single model. Specifically, we use rules that combine phrases and 
dependency syntax by developing a new formalism called quasi-synchronous phrase dependency 
grammar. 
 
In order to build these models, we need learning algorithms that can support feature-rich 
translation modeling. Due to characteristics of the translation problem, machine learning 
algorithms change when adapted to machine translation (Och and Ney, 2002; Liang et al., 2006a; 
Arun and Koehn, 2007; Watanabe et al., 2007; Chiang et al., 2008b), producing a breed of 
complex learning procedures that, though effective, are not well-understood or easily replicated. 
In this thesis, we contribute a new family of learning algorithms based on minimizing the 
structured ramp loss (Do et al., 2008). We develop novel variations on this loss, draw 
connections to several popular learning methods for machine translation, and develop algorithms 
for optimization. Our algorithms are effective in practice while remaining conceptually 
straightforward and easy to implement. 

                                                 
1 Taken directly from Kevin Gimpel’s PhD dissertation abstract. 
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Our final focus area is the use of syntactic structure for translation when linguistic annotations 
are not available. Syntax-based models typically use automatic parsers, which are built using 
corpora of manually-annotated parse trees. Such corpora are available for perhaps twenty 
languages (Marcus et al., 1993; Buchholz and Marsi, 2006; Petrov et al., 2012). In order to apply 
our models to the thousands of language pairs for which we do not have annotations, we turn to 
unsupervised parsers. These induce syntactic structures from raw text. The statistical NLP 
community has been doing unsupervised syntactic analysis for years (Magerman and Marcus, 
1990; Brill and Marcus, 1992; Yuret, 1998; Paskin, 2002; Klein and Manning, 2002, 2004), but 
these systems have not yet found a foothold in translation research. In this thesis, we take the 
first steps in using unsupervised parsing for machine translation. 
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3.  CONCLUSIONS 
 
 
This report briefly describes the CMU campus executive LDRD “Discriminative Feature-Rich 
Models for Syntax-Based Machine Translation,” which supported Kevin Gimpel’s PhD research 
while he was at the Language Technology Institute at CMU. 
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