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Abstract

This report is concerned with the influence of the Hall term on the nonlinear evolu-
tion of the Rayleigh-Taylor (RT) instability. This begins with a review of the magne-
tohydrodynamic (MHD) equations including the Hall term and the wave modes which
are present in the system on time scales short enough that the plasma can be approx-
imated as being stationary. In this limit one obtains what are known as the electron
MHD (EMHD) equations which support two characteristic wave modes known as the
whistler and Hall drift modes. Each of these modes is considered in some detail in
order to draw attention to their key features. This analysis also serves to provide a
background for testing the numerical algorithms used in this work. The numerical
methods are briefly described and the EMHD solver is then tested for the evolution of
whistler and Hall drift modes. These methods are then applied to study the nonlinear
evolution of the MHD RT instability with and without the Hall term for two different
configurations. The influence of the Hall term on the mixing and bubble growth rate
are analyzed.

3



4



Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Hall MHD Equations and Wave Modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1 Whistler Modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2 Hall Drift Modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3 Numerical Method and Test Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.1 Whistler Mode Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.2 Hall Drift Mode Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4 Rayleigh-Taylor Instability Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

4.1 Case 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

4.2 Case 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

Figures

1 Image of By at time = 0 (left) and time = 100 orbital periods (right) for the
oblique propagation of a whistler mode. The horizontal axis is the x-axis and
the vertical axis is the z-axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2 Plot of By along the wave propagation x1 including all grid points at times
(0, 50, 100) orbital periods. The wave mode propagates without amplitude
error, but some phase error. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3 Sequence of images of By at times (0, 2, 4, 6) from left to right. The horizontal
axis is the x-axis and the vertical axis is the z-axis. . . . . . . . . . . . . . . . . . . . . . 17

4 Plot of By along the line z = −1/4 at times (0, 2, 4, 6) demonstrating the
steepening of a sinusoidal wave to a shock. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

5 Plot of the mass density as a function of time for the ideal (left column) and
Hall (right column) MHD RT instability. The initial frame is at time 130/Ωi

and 75/Ωi for the ideal and Hall MHD simulation respectively. The time
interval between images is 100/Ωi. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

6 Plot shows the mixing parameter 〈Θ〉 versus normalized ẑ coordinate for ideal
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1 Introduction

When a light fluid supports a heavy fluid against a gravitational field the system is subject
to the Rayleigh-Taylor (RT) instability. This same instability is present if a light fluid is used
to accelerate a heavy fluid. In the classical description of the hydrodynamic instability the
motion is the fluid is incompressible and the system is characterized by a single dimensionless
quantity known as the Atwood number

A =
ρh − ρl

ρh + ρl

(1)

where ρh and ρl are the densities in the heavy and light fluid respectively. The growth rate
of this instability

γ =
√
Agk (2)

where g is the gravitational acceleration and k is the magnitude of the wave vector.

When a uniform magnetic field is introduced into this picture aligned parallel to the
interface it has a stabilizing influence. In this case, the growth rate becomes

γ2 = Agk − (B · k)2

2πµ0(ρl + ρh)
(3)

For wave vectors orthogonal to the magnetic field one recovers the hydrodynamic growth
rate, while for wave vectors which are not orthogonal to the magnetic field we see that the
magnetic tension acts to stabilize the perturbations driven by the gravitational field. From
this relation for the growth rate we also see that there is a critical length scale below which
perturbations are stabilized. For wave vectors parallel to the magnetic field this critical
wavelength is given by

λc =
B2

µ0(ρh − ρl)g
(4)

While this linear behavior is well known, and very well reproduced by numeral simulation
codes, the nonlinear, three-dimensional behavior of this system is particularly complex on
length scales a few times longer than the critical wavelength [14].

When the Hall term is included into an MHD description of a plasma, it has been shown
that there is a profound change to the traditional MHD RT instability [7, 8, 9]. At wave-
lengths large compared to the ion inertial length c/ωpi, the instability recovers the ideal MHD
behavior. For wavelengths small compared the the ion inertial length the instability takes
on a new character. The unstable modes change from being incompressible to compressible
fluctuations and their growth rate tends toward

γ '
√
gk/A (5)

which is larger than the traditional RT instability growth rate by a factor of 1/A.

There are a variety of physical systems in which the RT instability is a key physical phe-
nomenon. Z-pinch implosions are one such system where it is well known that the traditional
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MHD RT instability is of key importance to obtaining stable compressions. In a z-pinch since
the magnetic field is responsible for accelerating the heavy fluid, say a liner, a simple appli-
cation of the planar stability criterion discussed above indicates that the critical wavelength,
which determines whether the instability will be essentially two- or three-dimensional, is
related to the ratio of the thickness to the radius of the liner. The large scale, gross mor-
phological evolution of an imploding liner is quite reasonably well described by a resistive
MHD model, though there may be periods of its implosion history for which the Hall term is
important [10]. The Hall term is also expected to be important for an accurate description
of the plasma ablated from the liner surface, the implosion of wire arrays, gas puffs, or the
evolution near stagnation [13, 12].

This report is concerned with identifying the influence of the Hall term on the nonlinear
evolution of the MHD RT instability. The report begins with a brief description of Hall MHD.
This is followed by a description of the wave modes present in the electron MHD limit in order
to clarify the manner in which the Hall term influences the magnetic field evolution. The
numerical algorithm used in this paper for studying the Hall MHD RT instability is then
outlined and results are presented for the evolution of the whistler and Hall drift modes.
The following section presents results comparing ideal MHD and Hall MHD RT instability
simulations. This report concludes with an outlook toward future research.
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2 Hall MHD Equations and Wave Modes

In this study we will be concerned with the time-dependent evolution of a compressible, Hall
MHD fluid governed by the following equations

∂ρ

∂t
+∇ · (ρv) = 0 (6)

∂ρv

∂t
+∇ ·

(
ρv v − BB

µ0

)
+∇

(
P +

B2

2µ0

)
= 0 (7)

∂B

∂t
+∇×

(
B× v +

mi

Zeρ
J×B

)
= 0 (8)

where ρ is the mass density, v is the center of mass plasma velocity, P is the pressure, B is
the magnetic field, J is the current density, and Ze/mi is the ion charge to mass ratio. The
current density is given by Ampère’s law neglecting the displacement current

J =
1

µ0

∇×B (9)

as is common in the MHD approximation. Finally, this system is typically closed by including
a total energy equation and an equation of state relating the internal energy, mass density
and pressure. In the problems presented here we will specialize to an isothermal equation of
state where P = a2ρ and a is the constant, isothermal sound speed.

This set of equations are distinguished from the traditional MHD equations by the addi-
tion of the last term in equation 8 which is the Hall electric field. Physically speaking, the
Hall term accounts for the relative velocity of the electrons and ions. When the Hall term is
included, the magnetic field is no longer tied to the center of mass reference frame, rather it
is tied to the reference frame of the electrons. This seemingly small change can significantly
alter the solutions relative to ideal MHD.

The isothermal MHD equations support 6 eigenmodes which come in pairs and are re-
ferred to as the fast, Alfvén and slow modes. When the Hall term is included, the eigenmodes
are altered profound ways. While a complete analysis of the wave mode structure for Hall
MHD is beyond the scope of the report, it is useful for both illustrative and testing purposes
to consider the small time scale limit in which we can consider the plasma density, pressure
and velocity to be fixed in time and the magnetic field evolves solely due to the Hall term.
This limit is typically referred to as the electron MHD (EMHD) limit and the governing
equation (for a stationary plasma) is

∂B

∂t
+∇×

(
mi

Zeρ
J×B

)
= 0 (10)

This equation supports two basic wave modes which are referred to as the whistler and the
Hall drift mode and we consider each of these in turn.
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2.1 Whistler Modes

Consider the propagation of a plane wave a uniform, stationary plasma with a background
mean magnetic field. We choose a coordinate system with the x-axis aligned with the wave
propagation direction. In this limit, the EMHD equations reduce to

Bx = constant (11)

∂By

∂t
−
(
miBx

µ0Zeρ

)
∂2Bz

∂x2
= 0 (12)

∂Bz

∂t
+

(
miBx

µ0Zeρ

)
∂2By

∂x2
= 0 (13)

Defining ψ = By − iBz where i =
√
−1 this set of equations can be written as

∂ψ

∂t
− i
(
miBx

µ0Zeρ

)
∂2ψ

∂x2
= 0 (14)

This is essentially the one-dimensional Schrödinger equation for a free particle. The eigen-
modes are plane waves exp(ikx− iωt) with a dispersion relation

ω =

(
miBx

µ0Zeρ

)
k2 (15)

At this point there are a number of things worth noting about these wave modes. First,
from the π/2 phase shift between By and Bz we see that these whistler modes are circularly
polarized waves. Second, we see that whistler modes are dispersive with a phase velocity
ω/k that increases linearly with k. That is, the shortest wavelength modes propagate with
the highest phase velocity. Third, if we define an Alfvén velocity as

Va =
Bx√
µ0ρ

(16)

then the whistler mode dispersion relation is (for mi � me) approximately

ω = k2λiVa (17)

where λi = c/ωpi is the ion inertial length and

ωpi =

(
ni(Ze)

2

miε0

)1/2

(18)

Thus, we see that whistler modes will be important on length scales comparable or smaller
than the ion inertial length.
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2.2 Hall Drift Modes

To describe Hall drift modes we must consider an inhomogeneous plasma in at least two
dimensions. Let the y-direction be an ignorable coordinate, i.e.

∂

∂y
= 0 (19)

in an operator sense. Furthermore, we will restrict the magnetic field such that B = By ĵ
which allows us to simplify the Hall electric field as

EH =

(
mi

µ0Zeρ

)(
−∇B

2

2

)
(20)

The EMHD equations thus become

∂B

∂t
+∇×

(
mi

µ0Zeρ

(
−∇B

2

2

))
= 0 (21)

which using the fact that ∇×∇ = 0 can be rewritten as

∂B

∂t
+∇×

((
∇ mi

µ0Zeρ

)
B2

2

)
= 0 (22)

At this point it is worth noting that for the configuration considered here, the EMHD
equations have reduced to a nonlinear hyperbolic system. In fact, when

∇mi

Zρ
= constant (23)

this is essentially Burgers’ equation. Hence, these Hall drift wave modes are nonlinear waves
and can lead to wave steepening, shocks, rarefactions, etc. It is important to note that this
demonstrates that weak solutions to the EMHD equations which contain Hall drift modes
are dissipative, despite the fact that J · EH = 0.

If we define n = Zρ/mi, equation 22 can be written in semi-linear form as

∂By

∂t
− By

µ0n2e

(
∂n

∂x

)
∂By

∂z
(24)

+
By

µ0n2e

(
∂n

∂z

)
∂By

∂x
= 0 (25)

Thus, we find that the Hall drift mode velocity in the z-direction is given by

V Hd
z = − miBy

µ0ZeρLx

(26)

where

Lx =

(
∂ lnn

∂x

)−1

(27)
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is the characteristic length scale in the x-direction. Similarly, the Hall drift mode velocity
in the x-direction is given by

V Hd
x =

miBy

µ0ZeρLz

(28)

with a similar definition for the characteristic length scale in the z-direction. Normalizing
the Hall drift mode speed to a characteristic Alfvén speed

Va =
By√
µ0ρ

(29)

we find that the Hall drift mode wave speed can be written as

V Hd = Va

(
λi

L

)
(30)

where λi is the ion inertial length and

L =

(
∂ lnn

∂x⊥

)−1

(31)

is a characteristic length scale in a direction orthogonal to both B and the wave propagation
direction. Again, we find that the Hall electric field will be important for length-scales
comparable to the ion inertial length scale.
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3 Numerical Method and Test Problems

In this work we will be using an operator splitting approach for solving the Hall MHD
equations. The splitting will use two operators, an unsplit ideal MHD evolution operator
[5, 6] and an EMHD evolution operator developed as part of this work. The ideal MHD
solver uses a higher order Godunov method based on the Corner Transport Upwind (CTU)
method of Colella [3] which evolves the usual hydrodynamic variables as cell volume average
quantities and the method of Constrained Transport (CT) [4] which evolves the interface
normal components of the magnetic field as cell face average quantities. The CT algorithm
guarantees the divergence free constraint on the magnetic field to roundoff error.

The EMHD algorithm developed here is inspired by the work of [11] which demonstrated
that it is possible to construct stable, explicit methods for the EMHD equations despite
the apparently singular nature for the whistler mode dispersion relation. One of the key
features identified by O’Sullivan and Downes [11] is that due to the skew-symmetric nature
of the EMHD equations, the numerical algorithm stability properties are greatly improved by
staggering the update to the magnetic field components. In fact, in one-dimension evolving
the the two transverse components of the magnetic field using the Verlet method is a stable,
symplectic integration algorithm. This can also be understood from the point of view that
in one-dimension only the whistler modes are accessible and as noted in the section on
whistler modes in this limit the EMHD equations can be rewritten in a form equivalent to
Schrödinger’s equation for a free particle. Hence, the symplectic methods for Schrödinger’s
equation [2] are also applicable in this limit. In more than one dimension, however, evolving
the magnetic field components independently breaks the divergence free character of the
magnetic field, hence breaking the CT method.

Interestingly enough, a staggered update method can be employed if one simply evolves
a different set of equations. Consider the time integral of Faraday’s equation from time tn

to time t

B−Bn +∇×
∫ t

tn
E(t′) dt′ = 0 (32)

and let’s define a new variable

K =

∫ t

tn
E(t′) dt′ (33)

as a time integral of the electric field. Then the integral form of Faraday’s law is given by
the temporally algebraic relation

B−Bn +∇×K = 0 . (34)

Meanwhile, writing Ohm’s law for the Hall electric field in terms of K we have a differential
relation

∂K

∂t
=

mi

Zeρ
J×B (35)

If we substitute Ampére’s law for the current density and the time-integrated form of Fara-
day’s law for the magnetic field we obtain a closed system of equations which for K which
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depends on the magnetic field at time tn but does not contain any geometrical constraints.
The result is the EMHD equations written in terms of the time-integrated electric field.
Hence, a staggered update of the components of K can be employed within the CT frame-
work.

3.1 Whistler Mode Test

In this section we test the solution behavior for the Hall whistler modes in a two-dimensional
domain. We choose a uniform, stationary plasma background and simulate the whistler
mode propagation in the (x, z)-plane with periodic boundary conditions. The computational
domain extends from 0 ≤ x ≤

√
5 and 0 ≤ z ≤

√
5/2 and is resolved on a 2N × N grid.

The whistler mode propagates at an angle θ = tan−1(2) ≈ 63.4◦ with respect to the x-axis
and has a wavelength λ = 1. The magnetic field components are most easily described in a
rotated coordinate system (x1, x2, x3) where

x1 = x cos θ + z sin θ (36)

x2 = y (37)

x3 = −x sin θ + z cos θ (38)

The magnetic field components

B1 = 1 (39)

B2 = 0.1 cos (2πx1) (40)

B3 = 0.1 sin (2πx1) (41)

Finally, we choose a set of units in which µ0 = 4π, Ze/mi = 0.1, ρ = 1. With these choices
the whistler mode phase velocity equals 5 and the orbital period equals 1/5. We evolve this
whistler mode on a grid with N = 64 for 100 orbital periods.

Figure 1. Image of By at time = 0 (left) and time =
100 orbital periods (right) for the oblique propagation of a
whistler mode. The horizontal axis is the x-axis and the
vertical axis is the z-axis.
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In figure 1 we present images of By at time equal to zero and 100 orbital periods. From
the images one can see that the wave is propagating along a direction oblique to the mesh
and there is a slight phase shift from the initial to final solution. In figure 2 we present a line
plot of By versus the propagation direction x1 including every grid cell in the simulation. The
lack of scatter in the plot demonstrates that the wave retains planar symmetry throughout
the simulation. The amplitude of the wave shows no dissipation, i.e. there is no amplitude
error in propagating this wave and the energy is conserved. Instead there is a phase error
which causes the wave to propagate at a slightly slower speed than the analytic solution.

0 0.5 1 1.5 2
x1

-0.1

-0.05

0

0.05

0.1

B y

time = 0
time = 50 τ
time = 100 τ

Whistler Mode Propagation

Figure 2. Plot of By along the wave propagation x1 includ-
ing all grid points at times (0, 50, 100) orbital periods. The
wave mode propagates without amplitude error, but some
phase error.

3.2 Hall Drift Mode Test

We test the solution behavior for Hall drift modes by performing two-dimensional calculations
in the (x, z)-plane with periodic boundary conditions. We choose a constant value for the
ion charge to mass ratio and initialize the mass density

ρ = ρ0

(
1 + δ cos

(
2πz

Lz

))
(42)
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and out-of plane magnetic field component

By = By,0

(
1 + δ cos

(
2πx

Lx

))
(43)

where the computational domain covers −Lx/2 ≤ x ≤ Lx/2 and −Lz/2 ≤ z ≤ Lz/2. From
our previous analysis of the Hall drift mode, we expect the EMHD equations to evolve By

according to
∂By

∂t
+

miBy

µ0Zeρ2

(
∂ρ

∂z

)
∂By

∂x
= 0 (44)

Along any given line z = const. the magnetic field propagates in the x-direction according
to Burgers’ equation

∂v

∂t
+ v

∂v

∂x
= 0 (45)

where the velocity v is the Hall drift wave velocity in the x-direction

v = − miBy

µ0Zeρ2

(
2π

Lz

)
ρ0δ sin

(
2πz

Lz

)
(46)

For our test problem we choose a set of units in which µ0 = 4π, Ze/mi = 0.1, ρ0 = 1,
By,0 = 1, Lx = Lz = 1 and δ = 0.1. Then along the lines z = ±1/4 the Hall drift wave
speed equals ∓1/2 for By = By,0. In figure 3 we present a sequence of images of By at
unit period intervals, times (0, 2, 4, 6). From these images one can see that the Hall drift
wave speed varies approximately sinusoidally in the z-direction. It is also apparent from the
images that the Hall drift waves evolve into a weak solution. In figure 4 this is presented
in a more quantitative manner by plotting By as a function of x for z = −1/4 for the same
sequence of times. This demonstrates the evolution of a sine wave steepening into a weak
solution (shock) characteristic of Burgers’ equation. The flattening of the peaks of the wave
are a result of the use of a min-mod limiter and the use of a less dissipative limiter could
improve this. Nevertheless, the code accurately captures the development of the magnetic
shock wave without oscillations. Also, the alignment of the wave at intervals equal to the
wave period demonstrates accurate wave speed resolution.
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Figure 3. Sequence of images of By at times (0, 2, 4, 6) from
left to right. The horizontal axis is the x-axis and the vertical
axis is the z-axis.

-0.4 -0.2 0 0.2 0.4
x

0.9

0.95

1

1.05

1.1

B y

t = 0
t = 2
t = 4
t = 6

Hall Drift Mode Propagation for z=-1/4

Figure 4. Plot of By along the line z = −1/4 at times
(0, 2, 4, 6) demonstrating the steepening of a sinusoidal wave
to a shock.
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4 Rayleigh-Taylor Instability Simulations

In this section we present results from simulating the Hall MHD Rayleigh-Taylor instability
in two dimensions reproducing the calculations in [9]. To seed the instability the velocity is
perturbed with uniformly random numbers with a maximum amplitude of approximately 2×
10−5 of the isothermal sound speed. Ideal MHD simulations with identical initial conditions
are also run. These serve as a reference from which we can understand the influence of the
Hall term on the evolution of the instability.

4.1 Case 1

The first set of simulations is initialized with the following set of parameters; the Atwood
number A=0.538, the grid dimensions Lx = 148c/ωpi and Lz = 74c/ωpi, the ion plasma
βi = 0.167, and the normalized gravitational field strength ĝ = 0.0115 where the gravitational
acceleration g = ĝΩiVa, Ωi is the ion cyclotron frequency, and Va is the Alfvén speed with
the density and magnetic field strength normalized to their values on the heavy side of the
fluid interface. We use a mesh resolution of (Nx, Nz) = (800, 400) so that the grid cell sizes
δx = δz and c/ωpi = 5.4δx. Note that these initial conditions contain a density discontinuity
at the interface between the heavy and light fluids which will result in a Hall drift wave which
propagates parallel to the interface. In the neighborhood of an interface, the density gradient
(for the Hall MHD evolution) is approximated as a one-sided density gradient. Hence,(

∂ ln ρ

∂z

)
≈ 2A

δz
(47)

and the Hall drift mode velocity in the x-direction is given by

V Hd
x = Va

(
2Aλi

δz

)
≈ 5.8Va (48)

at the interface between the heavy and light fluids. As a result magnetic field fluctuations
at the interface will be rapidly transported along the interface between the heavy and light
fluids.

In figure 5 the density for the ideal MHD and Hall MHD simulations are presented at three
different times. The initial frame for the ideal MHD simulation is at time ≈ 130/Ωi while
the initial frame for the Hall MHD simulation is at time ≈ 75/Ωi where the ion cyclotron
frequency is evaluated in the initial state on the heavy fluid side of the interface. The time
of the initial ideal MHD frame was chosen so as to make the amplitude of the interface
perturbation comparable to the Hall MHD case. The time between frames is ≈ 100/Ωi. The
most apparent differences between the ideal and Hall MHD simulations has to do with the
characteristic scale of the RT fingers. In the initial frame the RT fingers are approximately
two times smaller in the ideal MHD case. Also, the width of the transition layer between
the low and high density regions in the Hall MHD case is approximately two times larger
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Figure 5. Plot of the mass density as a function of time
for the ideal (left column) and Hall (right column) MHD RT
instability. The initial frame is at time 130/Ωi and 75/Ωi for
the ideal and Hall MHD simulation respectively. The time
interval between images is 100/Ωi.

than in the ideal MHD case. These characteristic differences carry forward in time as well
with smaller scale features evident in the ideal MHD simulation results.

Two additional important characteristics of RT instability evolution are the rate at which
initially heavy and light fluids are mixed and the growth rate of the bubbles. These can be
quantified by tracking the heavy and light fluids independently during the course of the
simulation. Numerically this is accomplished by simultaneously solving an additional set of
mass conservation laws

∂ρf

∂t
+∇ · (ρfv) = 0 (49)

where ρ is the mass density and f = (fl, fh) for the light and heavy fluid fractions. Formally,
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when also solving the continuity equation this is equivalent to solving the advection equations

∂f

∂t
+ v · ∇f = 0 (50)

though the former have certain numerical advantages. To quantify the mixing of the initially
heavy and light fluids we define a horizontally averaged mixing parameter

〈Θ〉 =
1

Lx

∫
4flfh dx (51)

which is defined such that 0 ≤ 〈Θ〉 ≤ 1. One option is to plot this mixing parameter as a
function of z at various times comparing the ideal and Hall MHD simulations. With this
approach, however it is unclear if we should be comparing curves at the same time, or shifted
times as was done for the images in figure 5. An alternative makes use of self-similarity
arguments.

From self-similarity arguments, the height of the bubbles h above the initial interface is
expected to scale as

h = αAgt2 (52)

where α is a dimensionless number characterizing how the bubble evolution scales relative to
free-fall. Formally it is not obvious that this should apply to the Hall MHD RT simulations
except possibly in the limit of small ion inertial length λi/h� 1. Nevertheless, this scaling
can be tested using the simulations themselves. We can exploit this self-similarity property
by defining a dimensionless vertical coordinate ẑ = z/(Agt2). Self-similarity arguments
imply that at late time, plots of 〈Θ〉 versus ẑ will be independent of time. In figure 6 the
mixing parameter 〈Θ〉 is plotted as a function of ẑ at a number of different times spanning
the interval of 100/Ωi near the end of the simulations. The plots demonstrate that temporal
evolution of the mixing parameter is nearly self-similar at late time. The mixing of the heavy
and light fluids near the origin is larger for ideal MHD compared to Hall MHD, which is
likely due to the tendency toward developing smaller scale structures. On the other hand,
the full width half maximum in the Hall MHD case is approximately 1.8 times larger than
in the ideal MHD case. This can be understood as indicating that α is larger for Hall MHD
than ideal MHD. This is consistent with plots of < fl > versus ẑ which indicate that α for
Hall MHD is approximately 1.7 times larger than α for ideal MHD.

4.2 Case 2

The second set of simulations is initialized with the following set of parameters; the Atwood
number A=0.17, the grid dimensions Lx = 18.8c/ωpi and Lz = 9.4c/ωpi, the ion plasma
βi = 0.071, and the normalized gravitational field strength ĝ = 0.09 where the gravitational
acceleration g = ĝΩiVa, Ωi is the ion cyclotron frequency, and Va is the Alfvén speed with the
density and magnetic field strength normalized to their values on the heavy side of the fluid
interface. These initial conditions differ from those used in [9] in the sense that the simulation
domain in their study measured 12c/ωpi in the direction transverse to the gravitational field.
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Figure 6. Plot shows the mixing parameter 〈Θ〉 versus
normalized ẑ coordinate for ideal (left) and Hall (right) MHD
RT instability. The curves span a time interval of 100/Ωi near
the end of the simulation.

We use a mesh resolution of (Nx, Nz) = (800, 400) so that the grid cell sizes δx = δz and
c/ωpi = 42.6δx. As with the first set of simulations, the initial density discontinuity implies
the presence of a Hall drift wave with a velocity in the x-direction

V Hd
x = Va

(
2Aλi

δz

)
≈ 14.5Va (53)

at the interface between the heavy and light fluids.

In figure 7 the density at three different times is presented for both the ideal and Hall
MHD RT simulations. As with the previous case, the times are chosen to characterize
representative amplitudes of the instability. Again we find that the ideal MHD RT instability
develops high-k bubbles and spikes which evolve through vortical motions. In this case,
however, at late times the classical RT instability leads to compressible fluctuations as the
sonic Mach number approaches 1 throughout the mixing region. In the Hall MHD RT
simulations we find that only long wavelength fluctuations appear to grow at early time. As
time progresses, the density in the RT instability appears reminiscent of a Kelvin-Helmholtz
instability with a characteristic length scale ∼ 2c/ωpi. At late times we also find a significant
amount of compression though only long wavelength modes persist.

As with the previous case, we would like to measure the impact of the Hall term on the
mixing and bubble growth rate. Unfortunately, plots of the horizontally averaged mixing
parameter at late times indicate that the Hall MHD simulation never reaches a self-similar
state. This is reasonable given the fact that the bubble height never becomes significantly
larger than the ion inertial length. Instead, it is informative to simply plot the mixing
parameter Θ = 4flfh. This is shown for the ideal and Hall MHD simulations at late time in
figure 8. From this figure it is clear that in the ideal MHD simulation there is a significant
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Figure 7. Plot of the mass density as a function of
time for the ideal (left column) and Hall (right column)
MHD RT instability. The ideal MHD images are at times
(70, 112, 155)/Ωi and the Hall MHD images are at times
(52, 73, 95)/Ωi. A uniform color table is used for all images.

amount of mixing on small scales, while in the Hall MHD simulation the mixing only occurs at
the boundary between the fluids and has a very regular pattern. Moreover, through a careful
comparison of the density in figure 7 and the mixing parameter in figure 8 one finds that the
boundary between the initially heavy and light fluids does not match the boundary between
the low and high mass density regions in figure 7. This can be more clearly demonstrated
by plotting the mass density (ρfh, ρfl) for the initially heavy and light fluids respectively at
late time. This is presented in figure 9 which interestingly enough shows that the highest
mass density regions result from the compression of the initially light fluid into a smaller
volume. Note also that it is a direct consequence of the Hall term since in ideal MHD the
ratio By/ρ is a Lagrangian invariant for this two-dimensional configuration.
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Figure 8. Plot of the mixing parameter Θ = 4flfh for
the ideal (left) and Hall (right) MHD RT instability. The
ideal and Hall MHD images are at time 155/Ωi and 95/Ωi

respectively. The color scale varies from blue (Θ = 0) with
no mixing to red (Θ = 1) with complete mixing.

Figure 9. Plot of the mass density ρfh in the initially heavy
fluid (left) and the mass density ρfl in the initially light fluid
(right) in the Hall MHD RT simulation at time 95/Ωi.
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5 Summary and Discussion

In this report we have studied the evolution of the Hall MHD Rayleigh-Taylor instability in
two dimensions and compared the results against ideal MHD RT simulations with identical
initial conditions. This work began with a description of the Hall MHD equations and the
wave modes which are present in the electron MHD limit. This analysis presented the two
basic wave modes present in EMHD, the whistler and Hall drift mode. Each of these modes
was shown to have a phase velocity given by the Alfvén speed times the ratio of the ion
inertial length to a characteristic length scale indicating that Hall physics is important on
length scales comparable to the ion inertial length. We further demonstrated that whistler
modes are non-dissipative while Hall drift modes can be genuinely nonlinear resulting in the
formation of rarefaction waves, self-steepening and magnetic shocks. Indeed, despite the fact
that J · EH = 0, the Hall drift mode is dissipative for weak solutions. Making use of this
analysis we tested the numerical algorithms used in this study on the propagation of whistler
and Hall drift modes showing that both wave modes are well behaved. This work laid the
foundation for having confidence in the numerical results presented in the remainder of the
report on the nonlinear evolution of the Hall MHD RT instability.

In section §4 we presented results for the nonlinear evolution of the ideal and Hall MHD
RT instability for two cases. These two cases have been presented previously in the literature
[9]. In general terms we have found that the Hall term increases α and decreases mixing by
suppressing the formation of small scale fluctuations. This is reasonably consistent with the
linear theory, but a discrepancy remains with respect to the results presented in [9]. There it
was noted that in case 2 with sufficiently high resolution the Hall term lead to the formation
of a high wavenumber mode whose growth rate was consistent with linear theory. In contrast
we have not observed the formation of this short wavelength mode even though we have run
simulations (not presented here) with a mesh resolution equal to the highest resolution run
used in [9]. The resolution of this discrepancy is left to future investigation.

The Hall MHD RT simulations in case 2 also demonstrated a surprising new result re-
garding the compressible nature of the instability. At early times both in this work and in
[9] it was noted that the instability evolved in a way that was reminiscent of the Kelvin-
Helmholtz (KH) instability. This is due to the appearance of what look like vortical patterns
twisting up the high and low density regions. From this work we learned, however, that the
similarity with the KH instability was in appearance alone. The high and low mass density
regions at late time do not coincide with the initially high and low mass density regions at
early time. In fact, the highest density regions were initially low mass density material which
had been compressed. This phenomenon highlights the fact that in Hall MHD the magnetic
field is stationary in the reference frame of the electron fluid, not the center of mass frame
as is the case for ideal MHD.

A very interesting question for future research pertains to the fully three-dimensional
character of the Hall MHD RT instability on length scales a few times larger than the critical
wavelength where magnetic tension stabilizes the instability. As in the case of the ideal MHD
RT instability, on these length scales the asymmetry in the evolution of the instability is
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quite pronounced leading the the formation of arched magnetic flux ropes which rise or fall
depending on their mass density. In the presence of the Hall term these flux ropes should be
expected to interact as the magnetic field drifts with respect to the fluid. The exact nature of
the interaction between these flux ropes in the three-dimensional case is unclear, but if they
form current sheets they can be readily expected to result in fast magnetic reconnection [1].
In a low to moderate β plasma this dissipation should result in a significant perturbation
to the dynamics. These results could hold significant implications for understanding the
dynamics of the accretion disks, supernovae and z-pinch implosions.
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