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Abstract 

This project demonstrates the feasibility of a novel imager with a thickness measured in microns 
rather than inches.  Traditional imaging systems, i.e. cameras, cannot provide both the necessary 
resolution and innocuous form factor required in many data acquisition applications.  Designing 
an imaging system with an extremely thin form factor (less than 1 mm) immediately presents 
several technical challenges.  For instance, the thickness of the optical lens must be reduced 
drastically from currently available lenses.  Additionally, the image circle is reduced by a factor 
equal to the reduction in focal length.  This translates to fewer detector pixels across the image.  
To reduce the optical total track requires the use of specialized micro-optics and the required 
resolution necessitates the use of a new imaging modality.  While a single thin imager will not 
produce the desired output, several thin imagers can be multiplexed and their low resolution 
(LR) outputs used together in post-processing to produce a high resolution (HR) image.  The 
utility of an Iterative Back Projection (IBP) algorithm has been successfully demonstrated for 
performing the required post-processing.  Advanced fabrication of a thin lens was also 
demonstrated and experimental results using this lens as well as commercially available lenses 
are presented. 
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1.  INTRODUCTION 
The purpose of this project was to demonstrate the components of a novel imager capable of 
subpixel super resolution, but with a thickness measured in microns rather than inches.  
Traditional imaging systems, i.e. cameras, cannot provide both the necessary resolution and 
innocuous form factor required in many data acquisition applications.  Moreover, imaging 
system designs optimize each subsystem in a discrete, component by component, manner.  
Optimizing the optics, detectors and post-processing simultaneously helps create systems that 
can provide ultrathin form factors.  Increasing the resolution while continuing to reduce the 
thickness requires innovations in the optical and detection hardware as well as the post-
processing used to reconstruct the final high-resolution image.  The target of this program is to 
demonstrate the feasibility of producing high quality images in a form factor approaching 100 
microns. 
 
Historically, advances in camera design have come from two primary efforts:  lens design and 
film development.  The goal of the lens designer has always been the formation of the best image 
possible at the film plane.  As new technologies emerged, such as new glasses, anti-reflection 
coatings or improved fabrication techniques, the designer was afforded additional degrees of 
freedom to further refine the performance of their lenses.  As long as film was the recording 
medium, this design approach was appropriate, but with the advent of digital imaging, images 
were no longer locked in a photographic emulsion.  Two-dimensional detector arrays provided 
image data that can be stored, transferred and most importantly, post-processed.  Additionally, 
the commercial success of camera phones has ignited interest in reduced form factor cameras.  
As the cameras get smaller, the number of elements in the lens decreases, reducing the degrees of 
freedom the lens designer has traditionally relied upon. 
 

Designing an imaging system with an extremely 
thin form factor (less than 1 mm) immediately 
presents several technical challenges significantly 
more demanding than those encountered in the 
development of camera phones.1-2  For instance, 
the thickness of the optical lens must be reduced 
drastically from currently available lenses.  
Commercial camera phone lens examples include 
multielement lenses from manufacturers such as 
Largan and Marshall Electronics with total tracks 
several mm long.  Single aspheric molded lenses 
such as the GelTech lens shown in Figure 1 can 
provide a reduced total optical track, but also 
shows some of the tradeoffs encountered as the 
optics are reduced in size.  The image circle is 
reduced by a factor equal to the reduction in focal 
length.  This translates to fewer detector pixels 

across the image, i.e. lower resolution.  For the example shown here, the image circle (for a ± 
10 field) is approximately 160 m across.  Today’s most advanced CCD imaging arrays have 
pixel sizes on the order of 2 m resulting in an image only 80 pixels across.  Additionally, the 
single element system is not as well corrected due to the further reduction in the available 

Figure 1  Raytrace of molded aspheric optic 
manufactured by LightPath.  Three fields, 0, 
5, 10 are shown with red, green and blue 
wavelengths.  The optical track is 0.561 mm. 
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degrees of freedom despite the use of two aspheric surfaces.  It is clear from this simple 
discussion, that the ultrathin imager cannot be designed in a classical manner.  To further reduce 
the optical total track will require the use of specialized micro-optics and the use of a new 
imaging modality.  In essence, a single thin imager will not produce the desired output.  Several 
thin imagers will be multiplexed and their outputs used together in post-processing to produce a 
high-resolution image, see Figure 2. 

 
The use of several low-resolution images and super 
resolution algorithms to produce a single high-
resolution image is an active area of research.  
Strategies using subpixel shifted images3-5, focal 
plane coding6-8 and other types of system diversity9 
have been investigated.  The approach for this project 
was to use laterally shifted low resolution (LR) 
images and reconstruct a high resolution (HR) image 
using post-processing based on an iterative back 
projection (IBP) approach.  Several lenses were used 
to produce images of varying size and quality in 
conjunction with commercially available imaging 
arrays.  The following section describes the 
development of the IBP approach as well as the 
investigation of techniques for properly registering 
the LR images.  The next section discusses the 
review of the available detector technologies for the 
imaging arrays and the study of the available optical 
technologies for the image forming hardware.  
Experimental results from a laboratory based 
demonstration are presented as well as conclusions 
and recommendations for future work. 

 
 

 
2.  ALGORITHM DEVELOPMENT 
2.1  Iterative Back Projection 
The development of a super-resolution algorithm was the main focus of the first year of the 
program.  The post-processing is responsible for using the LR images captured by the imaging 
hardware and creating a HR image through the use of multi-frame super-resolution.  The 
reconstruction approach models the LR image formation process to establish a relationship 
between the unknown HR image and the LR observations.  A backprojection method that 
minimizes the error between simulated and observed LR images efficiently by an iterative 
algorithm has been investigated.   
 
A block diagram describing this algorithm is shown in Figure 3.  In this diagram, the forward 
imaging models consider the geometric transformations and blur functions that are present in the 
imaging process.  The algorithm starts with an initial estimate for the HR image.  During each 
iteration, the forward imaging channels are simulated and the resulting set of predicted images is 

Figure 2  Concept of multiplexed image 
reconstruction.  The original object (a) is 
imaged several times (b) at low-resolution 
(c).  A super-resolution algorithm then 
reconstructs a high-resolution image (d) 
from these multiplexed images.3 
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compared with the actual observed LR images.  Back projection of the difference images 
involves interpolation, inverse filtering, and unwarping the geometric transformation introduced 
in the forward imaging model.  The unwarped difference images are weighted and then “back 
projected” to improve the estimate of the high-resolution image.  Matlab® based 
implementations of the IBP are provided in Appendix A. 

 
We selected a HR image size of 256 x 256 
pixels for our experiments.  An original 
image, an example of a simulated LR image 
and a reconstructed HR image are shown in 
Figure 4.  In this example the low-resolution 
image consists of 32 x 32 pixels.  A set of 64 
low-resolution images was created, each with 
a different geometric transformation and blur 
function applied.  
 
 

 
 

 

                     
 

Figure 4  Original high-resolution image, a LR image and the reconstructed HR 
image. 

 
We tried a number of sampling methods and blur kernels in the back-projection algorithm.  
Interpolation methods including box-car averaging, nearest neighbor, bilinear, and bicubic 
methods were applied.  It was found that the simpler methods such as box-car averaging and 
nearest neighbor resulted in a greater “checkerboard” effect in the resulting HR image, whereas 
methods such as bilinear or bicubic interpolation smoothed out some of the desired higher 
frequencies that are necessary to define clean edge boundaries.  The reconstructed image shown 
in Figure 4 used bilinear interpolation.  Since the actual blur kernel was unknown, we assumed 
for this simulation, that the point spread function (PSF) was 1.   
 
The back-projection method can greatly improve the image quality, but it suffers from some 
unsatisfying artifacts, particularly a ringing effect and/or a checkerboard effect.  The main reason 
behind this is due to the usage of an isotropic back-projection kernel.  There is significant 
information loss when modeling the generation process of low-resolution images as a 

Figure 3  Iterative back-projection algorithm. 
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combination of smoothing, translation, and down-sampling operations.  Since the edge 
information is totally ignored throughout the update procedure, it is very likely that the isotropic 
back-projection kernel leads to these unsatisfactory results.  In order to address this issue, 
weighting masks have been applied to the estimation process to improve the high-frequency 
output of the IBP algorithms.  This has resulted in sharper edges in the final high-resolution 
image.  Similarly, sharpness of edges was improved by applying varying estimates of the PSF.  
However, the ringing effect, although minimized, still existed.  A possible improvement is to 
employ appropriate filtering during the back-projection process in order to better integrate image 
edge information without across-edge projection (i.e., remove the ringing and checkerboard 
effects).  An initial approach would be to apply a non-linear filtering technique that combines 
image information from both the space domain and the feature domain in the filtering process. 
 
Another interesting observation was the need for diversity beyond simple lateral translations.  
Figure 5 shows images from a simulation performed on a resolution target with circular features.  
The original image shown on the left in Figure 5 is comprised of 256x256 pixels.  Several LR 
images, 32x32 pixels, were formed with different subpixel shifts.  Reconstructing an HR image 
created the third image in Figure 5.  Notice that along the vertical and horizontal axes, the 
reconstruction is excellent; however, at other angles, the high spatial frequencies are still badly 
blurred.  Adding 45º rotations to some of the LR images resulted in the final image.  Here the 
high spatial frequencies along the 45º directions were also well reproduced. 
 

 
   

Figure 5  Original image, LR example, HR image reconstructed from laterally shifted 
images, HR image reconstructed using shifted and rotated images. 

 
One other aspect of the result shown in Figure 5 which is difficult to discern is the “flipped” 
polarity of some spatial frequencies.  The PSF of the simulated image forming system goes 
negative resulting in the apparent interchanging of dark and light bands of a limited set of spatial 
frequencies. 
 
The results shown in Figures 4 and 5 used simulated images that were under sampled with the 
blurring due to the PSF of the idealized detectors.  The effects of blurring due to actual lens 
performance have not been included, but raytrace software, e.g. Zemax®, can provide images 
that include this behavior.  The results of such a simulation are shown in Figure 6.  Using images 
generated by Zemax® is an intermediate step before using images captured by actual hardware.  
The lens simulated here is a simple plano-convex lens, i.e. a reflowed lens, with a focal length of 
250 m.  Each LR image is laterally shifted by subpixel amounts.  There are two important 
aspects of the results shown here.  First, the “de-blurring” operation in the back-projection kernel 
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has proven difficult to implement, often resulting in non-convergence.  This example does not 
use any de-blurring within the IBP and the blur in the reconstructed image (due to lens 
aberration) is evident.  Also, the Monte Carlo routine used by Zemax to create the images results 
in statistical “noise”.  This example has a very high number of rays used so the noise is low (S/N 
~30-40 dB).  Even with this small bit of noise, significant ringing can be seen when the 
reconstructed image is inverse filtered.  A real system (with higher levels of noise) may not be 
able to use a simple inverse filtering step. 
 

 
 

Figure 6  IBP simulation using Zemax generated images.  The HR original image is 
on the left followed by an example of a LR image and the set of 64 LR images.  The 
IBP resulted in the blurred version of the original.  Using inverse filtering, an 
improved image was obtained. 

 
The simulated results of the IBP development show great promise in providing the amount of 
resolution enhancement that will be required to provide useful images from a thin imager.  One 
important aspect of the image reconstruction process is not addressed in these results and that is 
the registration of each of the LR images.  As will be shown, this is vital to the effective 
implementation of this image forming approach.   
 
2.2  Image Registration 
The importance of obtaining highly accurate registration of the LR images cannot be under 
emphasized.  For a camera to work in a real life situation, it must be able to accommodate 
changes in conjugate distances and allow for individual imagers to be physically separated from 
one another.  These conditions lead to LR images with different registration parameters from one 
time to another.  The need to develop effective image registration approaches led to the 
following investigation.  The results shown here were reported at the SPIE Electronic Imaging 
Science and Technology Conference held January 2009 in San Jose, California. 
 
Introduction 
Multiframe resolution synthesizes a high resolution (HR) image from several undersampled low 
resolution (LR) images.4, 10-12  Multiframe resolution has been comprehensively investigated for 
applications such as medical imaging, remote sensing, computer vision and video image 
enhancement.  Unless the relative shifts of the low resolution images are known a priori, they 
must be determined as a first step in a super-resolution algorithm.  Errors in the estimation of 
these registration parameters can severely limit the ability of the system to properly determine 
the high resolution image. 
 
The work motivating our review of approaches for registering images is the development of a 
small form factor imaging system.  Similar to the TOMBO 3,13 system, the proposed optical 
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system uses an imaging optic with a drastically reduced focal length as compared to conventional 
imaging systems such as cell phone cameras.  The resulting image size scales accordingly; 
unfortunately, the available detector pixel sizes can not provide the same scaling.2,14  In order to 
provide images with a useful amount of information, an array of imagers will provide several 
images which are then fused together to provide a single higher resolution image.  For the imager 
sizes being considered, the required increase in resolution from the raw images to the final high 
resolution output needs to be 8x or better.  The first implementation of the system only requires 
the determination of global lateral shift parameters.  It is anticipated that subsequent 
implementations will require the determination of a global rotation as well. 
 
Effect of Registration Error 
When comparing schemes for registering images, it is prudent to first understand what level of 
accuracy is required.  This would avoid the pursuit of unnecessary levels of precision at the 
expense of increased computational complexity or speed.  Simulations using noise free, down 
sampled images without blurring due to optics were used as inputs to a simple reconstruction.  
By ignoring optical blur and noise, the effect of registration error on the reconstructed image is 
effectively isolated.  Errors with a Gaussian distribution were added to the known registration 
offsets of the individual images.  The modified positions of the low resolution pixels were 
mapped to a high resolution grid and interpolated to provide a high resolution image.  The error 
between the reconstructed image and the original were compared using the mean squared error 
(MSE) averaged over several trials for a given level of registration error. 
 
Three test images, see Figure 7, were used to test the effect of differing spatial frequency content 
and provide qualitative image results.    The simulation used sixty four low resolution images 
that were sampled at one eighth the resolution of the final image with evenly spaced lateral 
shifts.  Figure 8 shows an example LR image for each of the corresponding ideal images from 
Figure 7.  The effects of aliasing are clearly displayed for “Concentric”, Figure 8b as well as the 
obvious degradation to “Face”, Figure 8a, and “Text”, Figure 8c. 

 
(a)    (b)    (c) 

Figure 7  Test images used for determining level of acceptable registration error, (a) 
“Face”, (b) “Concentric” and (c) “Text”. 
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(a)    (b)    (c) 

Figure 8  Downsampled versions of the corresponding images from Figure 7 with a 
downsampling ratio of 8. 

 
The change of  MSE with registration error for t he three cases is shown in Figure 9.  The  low 
spatial frequencies dominated in the “Face” image leading to a lower MSE than the other two 
cases.  The “Concentric” image contains high spatial frequencies as well as gray levels and had 
the highest MSE.  The “Text” image was essentially black and white, but the high spatial 
frequencies of the text resulted in an MSE almost as high as the “Concentric” image.  In all 
cases, the change in MSE is effectively li near so a s long as the computing c omplexity is not 
increasing faster than linearly, there is a benefit to increased accuracy.  Of course, depending on 
the application, th ere may be mo re qu alitative c riteria th at reduce the ult imate n eed for 
registration accuracy. 

 
Figure 9  MSE for test images with respect to registration errors as measured in LR 
pixels. 

 
Three different reconstructions of Figure 7a are shown in Figure 10.  The first is easily identified 
while the third is not.   While the image in Figure 10b is not ideal, it may very well be adequate 
for the  application.  For inst ance, the person can certainly be indentifie d a s a young bo y, but 
cannot be uniquel y ide ntified with absolute certainty.    In c ontrast, Figure 11 shows a  
reconstruction of  Figure 7c.  Hig her levels of a ccuracy must  be  a chieved if the smallest font 
needs to be properly imaged.  An accuracy o f 0.0232 LR pix els, more than three times better 
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than Figure 10a, was required to determine properly the inner most lines of text (which differ 
from the others).  This makes intuitive sense since text is comprised of higher spatial frequencies 
requiring higher resolution enhancement than the image of a face.  Alternatively, reconstructions 
of Figure 7b provide a quantitative method for determining the required accuracy.  Figure 12 
shows radial plots from Figure 7b and two reconstructions with different amounts of registration 
error.  In this manner, a required accuracy for a particular application could be determined. 
 

 
 

(a)    (b)    (c) 
Figure 10  Reconstructions of test image “Face” with average absolute registration 
errors of (a) 0.0724, (b) 0.148 and (b) 0.293 LR pixels. 

 

 
Figure 11  Reconstruction of test image “Text” with registration errors of 0.0238 LR 
pixels.  Note that the center lines (smallest text) are slightly different than the others. 
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(a) 

(b) 
Figure 12  Radial plots from Figure 1b (solid) and two reconstructions with average 
registration error of (a) 0.1524 and (b) 0.0390 LR pixels. 

 
Registration Testing 
Registration algorithms fall into two general classes, spatial 15-17 and frequency domain 18-21 
approaches.  The spatial domain has the advantage of being able to handle local shifts and image 
distortions; however, for this application we are specifically concerned with global shifts.  
Frequency domain approaches have been shown to work quite well for determining global 
registration parameters; however, as the amount of resolution enhancement increases, the 
computing complexity increases considerably.   
 
Three algorithms have been investigated for this work.  One frequency domain algorithm 20 was 
implemented as well as two spatial domain approaches.16,17  The first algorithm 20 attempts to 
eliminate errors due to aliasing in the low resolution images by low-pass filtering these images.  
(In fact, the authors simply limit the application of their algorithm to the low frequencies within 
the frequency domain.)  Rotations are determined by reducing the two-dimensional spectrum 
using an azimuthal integration and performing a correlation.  After this, the lateral shift 
parameters are found from the phase shifts between the transforms of a reference and shifted 
image.  The first spatial domain algorithm 16 models a shifted image as a perturbation of the 
reference image.  Subtracting the reference image from a Taylor series expansion of the shifted 
image provides an error measure.  Differentiating this error with respect to the shift parameters 
and setting these partial derivatives to zero provides a set of equations that can be solved for the 
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shift parameters including rotation, if necessary.  The final approach 17 uses a gradient based 
approach similar to the previous method where the Taylor series expansions are solved using a 
least squares approach and then further refined using a linear bias compensation step. 
 
These three approaches were each tested using several test images shown in Figure 13.  The first 
test used images that were undersampled by a factor of four and the results are shown in Table 1. 
 
 

 
 
Figure 13  Test images used for testing registration algorithms:  “Horseback”, “Face”, 
“Concentric”, “Bullseye”, “Horn Resolution”, “Linear Resolution” and “Text 
Resolution”. 

 
 

Image  Vandewalle, et.al. 
(Freq. Domain) 

Irani and Peleg 
(Spatial Domain) 

Davis and Freeman 
(Spatial Domain) 

Horseback 0.0258 0.0098 0.0065 
Face 0.0210 0.0086 0.0035 
Concentric 0.0039 0.0299 0.0095 
Bullseye 0.0001 0.0071 0.0034 
Horn Resolution 0.0002 0.0347 0.0176 
Linear Resolution 0.0009 0.0286 0.0084 
Text Resolution 0.0005 0.0631 0.0484 

 
Table 1  Average absolute error in estimated lateral shifts (LR pixels) -  undersampling 
factor of 4. 

 
The frequency domain approach performs the best overall for these cases.  It was noted in 20 that 
images with a lot of directionality in the frequency domain tended to have better results.  This 
can be seen in the results shown here by the excellent performance for the images “Horn 



    

17 
 

Resolution”, “Linear Resolution” and “Text Resolution”.  The authors in 20 also comment that 
their algorithm does not necessarily work well for resolution enhancements greater than 
approximately four times.  Since our application will need a greater level of upsampling to 
provide useful images, a second test using LR images undersampled by a factor of eight was 
performed.  Table 2 displays the resulting errors from this trial.    
 

Image Vandewalle, et.al. 
(Freq. Domain) 

Irani and Peleg 
(Spatial Domain) 

Davis and Freeman 
(Spatial Domain) 

Horseback 0.0677 0.0058 0.0033 
Face 0.0524 0.0034 0.0020 
Concentric 0.0446 0.0273 0.0249 
Bullseye 0.0149 0.0192 0.0073 
Horn Resolution 0.0006 0.0096 0.0042 
Linear Resolution 0.0102 0.0221 0.0084 
Text Resolution 0.0073 0.0157 0.0091 

 
Table 2  Average absolute error in estimated lateral shifts (LR pixels) -  undersampling 
factor of 8. 

 
For this higher upsampling factor, the final algorithm performs the best.  It should be noted that 
all of the algorithms provide the level of accuracy required for reproducing images such as 
“Face” with adequate resolution.  Since our application will need high upsampling ratios, the 
spatial domain approaches provide the best overall approach for noise free images. 
 
Effect of Image Noise 
An advantage of frequency domain approaches is an inherent level of noise immunity.  To insure 
that the spatial domain approaches still outperform the frequency domain approach, an analysis 
was done with images containing varying degrees of noise.  Down sampled images were formed 
in the same way as the noise free analysis, then white Gaussian noise was added.  These images 
were then registered using both spatial domain approaches.  The results for the images “Face” 
and “Concentric” are shown in Figure 14a and 14b, respectively.  For the “Face” image, both 
spatial domain approaches work better than the frequency domain approach for signal to noise 
ratios (SNR) larger than 4.  In fact, the approach of  16 is comparable to the frequency domain 
method for all SNR tried.  A similar result can be seen for the image “Concentric” despite the 
fact that the spatial domain methods did not outperform the frequency domain method as 
drastically as the previous case.  For “Concentric”, the spatial domain methods work well for 
SNR greater than 6.  It is interesting to note, that for very low SNR, the spatial domain method of  
17 starts to perform quite poorly; however, for the applications being considered, this is not a 
realistic level of noise. 
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(a) 

(b) 
Figure 14  Effect of noise on accuracy of spatial domain registration algorithms.  
Results are for (a) “Face” and (b) “Concentric”. 
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Summary and Conclusions 
We have presented a comparison of three approaches for registering low resolution images for 
use within a multiframe superresolution algorithm, Matlab® code for these implementations are 
shown in Appendix B.  Two spatial domain methods and one frequency domain method were 
compared against several test images for low resolution images that were undersampled by 4x 
and 8x.  For the lower undersampling ratio, the frequency domain method of 20 was shown to be 
the superior approach.  As the undersampling ratio increased to 8x, the spatial domain methods 
provided better registration accuracy.  Even the presence of substantial amounts of noise did not 
change the conclusion that for larger undersampling ratios, the spatial domain methods were 
superior with the approach of 17 being the best except for cases of extremely high noise.  These 
conclusions are based on the determination of lateral shift parameters only.  Future work will 
include rotations and that additional requirement may lead to differing results.   
 
2.3  Alternative Approach – Conjugate Gradient Search 
The first experimental images collected highlighted some of the problems with achieving super-
resolution with real data.  One of these problems was the effect of local defects on the imaging 
sensor.  These defects appear as features in the LR images that do not shift with the rest of the 
image leading to difficulties in determining the actual shift parameters.  To ameliorate some of 
these effects, an alternative reconstruction algorithm was used that optimized the resulting HR 
image on the individual pixel values and the shift parameters.  This approach was successful at 
providing increased resolution, but at the cost of greatly increased computation time.  The 
algorithm uses a conjugate gradient based optimization and follows the flow diagram shown in 
Figure 15.  The mathematical derivation of this approach and its Matlab® implementation are 
shown is shown in Appendix C. 
 

 
 

Figure 15  Flow chart for conjugate gradient based optimization. 
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3. HARDWARE SELECTION 
3.1 Imaging Array 
The detector array required plays a vital role in determining the capabilities of the complete 
imager.  While this program will not directly address the development of a custom imaging 
array, understanding the current state of the art is important for determining the ultimate 
limitations of the detector hardware.  There are two main parameters of the detector array that 
have a direct bearing on the success of this approach, the pixel size and the sensor thickness.  For 
a given image circle size (determined by the focal length and field of view of the lens), the 
resolution is determined by the number of pixels across the image.  Both CCD arrays and CMOS 
image sensors now have pixel sizes below 2 microns.  For a lens with a focal length of 100 
microns and field of view of ± 10º, the result is an image with approximately 18 pixels across.  In 
the near term, pixel sizes are expected to get as small as 1.3 microns boosting the number of 
pixels to 27.  This still leaves a required resolution enhancement of approximately an order of 
magnitude in order to produce usable images.  The other parameter of interest, the sensor 
thickness, relates to how small the imager’s overall package can be made.  Currently there are 
two commercial “wafer level camera” products being marketed that use an imaging array with 
optics directly integrated and backside contacts.  This eliminates the packaging of the sensor 
chip.  Custom thinning of the sensor chip will have to be pursued in subsequent development to 
reduce the package thickness further and could reduce the thickness of the sensor die to below 
100 microns. 
 
Reducing pixel size provides more samples across an image; however, there are tradeoffs for 
smaller pixels.  For CCD imagers, the signal from a single pixel is determined by the full well 
capacity (total number of electrons that can be stored) of the individual detector element.  As 
pixel sizes decrease, the full capacity also decreases with this reduction becoming considerable 
for pixels below 5 m on a side.  CCD imagers in high quality commercial digital cameras have 
pixel sizes from 6-8 m with full capacities from approximately 35,000 to 70,000 electrons.  
This results in outputs with 8 to 9 bits of resolution. 
 
The choice between CCD imagers and CMOS will be driven by application requirements.  CCD 
imagers typically have better uniformity across the array and less fixed pattern noise than CMOS 
arrays.  Also, CMOS arrays often have pre-amplifier circuitry integrated directly with the 
detector pixels reducing the usable active area.  The main advantage of the CMOS based imagers 
is their lower power consumption.  For an application where individual imagers will have small 
detector arrays (ameliorating uniformity problems) and power consumption is a primary concern, 
CMOS imagers may be the best choice.  For the work done here, a commercially available CCD 
imager with 5.6 m pixels was chosen to take advantage of the better uniformity. 
 
3.2 Lens Choices 
Three candidate micro-lens approaches were initially examined:  reflowed refractive micro-lens, 
diffractive lens and diamond turned aspheric optic.  Figure 16 shows an overview with raytraces 
of each example lens.  The reflowed lens is a commercially available component, but needs to 
have a reduced aperture to provide good image quality.  The reduced aperture reduces 
aberrations but also increases the diffraction limited spot size and requires a longer integration 
time at the detector.  The diffractive lens provides the flattest optic; however the spectral blur 
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across the visible spectrum is prohibitive.  Additionally, diffractive lenses have a diffractive 
efficiency, i.e. not all of the power is focused, rendering this option as the least useful for image 
formation.  The final approach, diamond turned optics, can provide an optic with excellent image 
forming capability.  Additionally, the optic could be an annular folded design.  This would 
provide a longer focal length and correspondingly larger image circle.  The drawbacks include 
cost, a reduced field of view and the increase of off-axis aberrations resulting in blurring toward 
the edges of the image. 
 

 
Figure 16  Raytraces of micro-lens approaches. 

 
For the experimental work, it was decided to pursue three different lens choices.  The first was a 
commercially available plano-convex lens from JML Optical.  Given the budget and time 
constraints of the project, a reflowed microlens was not pursued and the JML lens was 
purchased.  It had an effective focal length (EFL) of 1 mm and the total track from front surface 
to detector surface was 1.4 mm.  The second lens was the molded aspheric lens shown in Figure 
1.  The EFL of 0.45 mm resulted in a reduced total track of 0.561 mm.  The final lens was not 
obtained commercially.  A custom lens using a folded annular design was designed and 
fabricated here at Sandia.   
 
3.3  Diamond Turned Annular Micro-Lens 
The challenge of forming high quality images with a system thickness reduced to less than 1 mm 
necessitates the use of advanced fabrication capabilities.  To demonstrate the feasibility of a thin 
optical system, a lens with a folded annular design and two aspheric surfaces was designed to 
take advantage of the diamond turning capability here at Sandia.  A raytrace of the lens is shown 
in Figure 17. 
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Figure 17  Raytrace of annular folded optic with two aspheric surfaces, one reflective, 
one refractive. 

 
The lens was designed with an annular input aperture on the front surface.  Input light is then 
reflected off of an aspheric annular surface at the rear.  The light is then reflected a second time 
from the front surface and is finally transmitted through a refractive aspheric surface to the 
image plane.  The thickness of this device is only 200 m and the total track is 400 m.  The 
EFL is 464 m, comparable to the figure of the molded aspheric shown earlier, but with a 
significant reduction in total track.  It should be noted that the back focal distance was included 
only to facilitate experiments and could be reduced in a future system where the integration of 
the lens with the detector array was a part of the design effort.  The full design specification of 
this lens is shown in Appendix D.  Also, the design of the mirrors was done with a large amount 
of margin since the diamond turning and photolithographic processes are not particularly well 
matched.  The diamond turning was done first and the only “alignment features” available to the 
photolithography were the lens surfaces themselves. 
 
The substrate thickness was chosen to be thin enough for a viable demonstration while not being 
too difficult for the diamond turning process.  The choice of having both aspheric surfaces on 
one side was also done to facilitate the diamond turning process.  The optic was diamond turned 
on a Moore Nanotechnology Systems Nanotech™ 350FG Freeform® Generator.  The 350FG is a 
4-axis diamond turning machine with positioning accuracies better than 50 nm.  The optics were 
machined from 1in diameter Zeonex E48R discs which were roughly 1mm thick.  Since the 
position of the optics relative to the OD of the disc was not important, the discs were visually 
centered and mounted directly to the spindle’s vacuum chuck.  The Zeonex samples provide an 
optically smooth and relatively flat surface; therefore, machining was performed on only one 
side for the optics. 
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The thin imager optical surface consists of the piece-wise segmentation of two aspheric curve 
surfaces described by the prescriptions in Table 3.  Aspheric Part Program software from Moore 
Nanotechnology was utilized to program the G code tool paths required to machine the desired 
surfaces.  The parts were machined in two steps.  The first step involved cutting down the 
Zeonex disc from a thickness of 1mm to 0.200 mm using a 246.1µm radius diamond tool 
(Chardon tool #3838).  Since the optic consumes an area less than 0.5mm in diameter, rough 
machining only generated a 4.0 mm diameter area with the desired 0.200 mm thickness.  A ramp 
infeed using a 1mm radius arc was utilized to transition into the 4.0 mm diameter.  The process 
reduced machining time and tool wear, retained workpiece stiffness, and provided clearance to 
prevent excessive cutting forces on the tool.  The cutting process utilized a 2000 rpm spindle 
speed, a 10 mm/min feed rate and a 20 µm depth of cut for each machining pass.  43 passes were 
required to machine the original disc thickness to the desired 0.200 mm. 
 
The final optic surface was machined using a 9.6 µm radius tool (Chardon tool #5282).  The tool 
was oriented such that its trailing edge was oriented roughly perpendicular to the workpiece 
surface to insure proper side wall clearance in the transition region between the outer and inner 
surfaces (from 0.200 to 0.170 mm).  A single G code program was written to implement a single 
roughing pass for the outer surface and three roughing passes for the inner surface.  Rough cuts 
with the 9.6 µm tool used a 1 mm/min feed rate and a 5 µm depth of cut.  One finish pass was 
performed on both surfaces, again using a 5 µm depth of cut, but with a 0.3 mm/min feed rate.  It 
should be noted that although the inner curve was only specified to a radial location of 0.070 
mm, machining occurred all the way to the center of the part.  While a single program was 
implemented to cut the optic surfaces, separate subroutines were written defining the tool path 
required for the outer and inner surfaces for each of their rough and finish passes.  The transition 
from one surface to the other was also achieved in the subroutines by extending the curves 
beyond their 0.200 mm and 0.170 mm limits respectively to achieve starting and stopping 
positions which were as close to one another as possible.  In the actual subroutines, the transition 
point is at 0.172 mm with a transition “gap” of less than 150 nm.  Total machining for each part 
required approximately 25 min. 
 

 Outer surface Inner surface 
outer radius, mm 0.250 0.170 
inner radius, mm 0.200 0.070 
base radius, mm -1.101086 -2.564509 

Conic -1.676014 0 
A (r2) 0.11294283 0.058504323 
B (r4) 0.17372064 -18.593926 
C (r6) 1.8167599 214.97606 

 
Table 3  Thin optic surface prescriptions. 

 
The cut surface was measured with a stylus based profilometer with the resulting surface shown 
in Figure 18. 
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Figure 18  Two-dimensional profile of diamond turned surface. 
 

After successful diamond turning of the aspheric surfaces, a second challenge, the patterning of 
the mirrors was attempted.  Since the cut surface lay within the bottom of an 800 m recess, 
photolithographic patterning could not be done without dicing out the central thin section.  The 
extremely small size and shape of the resulting plastic lens parts required the development of 
some special handling procedures to allow for photolithography and mirror depositions on both 
sides of the sample.  Additionally, the lenses would deform above temperatures of approximately 
90°C and were found to be incompatible with several common solvents used for our cleaning 
procedures.  Samples had to be submounted onto larger silicon wafer subcarriers using a spin-on 
PMGI that would not be exposed and developed away during the processing on the sample itself.  
Several attempts at developing patterns in standard spin cast photoresists on the samples were 
unsuccessful due to the extreme lens topography.  We found that we were able to get good 
lithographic results with an aerosol negative photoresist.  Frontside to backside pattern alignment 
was done by visually aligning the frontside mirror metal through the sample thickness. Metal 
adhesion was also an issue and we discovered that surfaces had to be pretreated with a 1m 
oxygen ash and 5m ion mill to assure that the 1000Å Al mirror films would adhere to the lens.  
Adhesion difficulties may have been due to residue left over from the diamond turning process.  
The complete fabrication process is listed in Appendix E.  Figure 19 shows the successful 
patterning of the frontside metal with the annular opening and Figure 20 shows the metal on the 
outer aspheric surface. 
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Figure 19  First surface metal.  The annular opening is the input aperture for the lens.  
The thin radial line in the outer metal ring was included to facilitate metal liftoff. 

 

 

 
 

Figure 20  Back surface of lens with metal patterned on outer aspheric surface.  Radial 
cuts in metal pattern were included to facilitate metal liftoff. 

 
4. EXPERIMENTAL RESULTS 
A laboratory setup was used to record sets of images using one of the three lenses mentioned in 
the previous section.  The setup is shown in Figure 21 where the object (the USAF resolution 
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chart) is mounted on computer controlled translation 
stages.  The CCD imager is in the foreground of Figure 
21 and is also connected to the computer to allow image 
recording synchronized with the shifting of the object.  
For these experiments, a single lens was used and rather 
than shift the lens or CCD by an amount equal to a 
fraction of a pixel width, the object was moved by an 
amount magnified by the inverse of the lateral 
magnification.  Not pictured in Figure 21 are two lamps 
used to illuminate the object. 
 
The lens was held on a separate mount and positioned in 
front of the CCD using manual translation stages, seen 
on the right side of Figure 21 and in Figure 22.  The 
output of the CCD was observed in real time on the 
computer while the manual stages were used to focus the 
lens.  The illumination was then adjusted to provide 
fairly uniform coverage across the object.  Finally, the 
exposure time was set to provide a high contrast image 

while avoiding saturating the output.  Once the illumination and exposure settings were 
established, a series of images were taken with the object shifted in a raster fashion. 
 

 
 

Figure 22  Plano-convex lenses held in front of CCD imager.  Note, the CCD imager 
window has been removed. 

 
The first images taken used the plano-convex lens with the object to lens distance set at 1m.  
Figure 23 shows one of the LR images taken with this setup.  The object has been reduced to an 

Figure 21  Laboratory arrangement. 
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image of approximately 42x55 pixels.  The first step in the process of creating super-resolution 
imagery is that of registration.  This was accomplished by using one of the LR images as a 
reference image and estimating the motion parameters (shift and rotation) of all other low 
resolution images from this reference image.  Two approaches were used for the registration 
process, the Vandewalle algorithm and the Keren algorithm mentioned earlier.  Prior to 
registering, a Tukey window was applied to each LR image.  A Tukey window adds a gradually-
disappearing black border to the image, which produces more accurate registration by making 
the images circularly symmetric and, thus, avoiding boundary effects.  The adjusted LR images 
were then used as input to the registration algorithm.  The first image remained fixed and the 
registration parameters for all other images were based on movement from this first image.  The 
end result of the algorithms was a list of shift and rotation parameters.   
 

 
 

Figure 23  LR image recorded using plano-convex lens and 1m object to lens distance. 
 
The second step in the super-resolution process is the reconstruction step, in which a HR image 
is estimated from the set of registered LR images.  The emphasis of this testing was to 
experiment with the IBP algorithm to determine its applicability to the types of images available.  
This technique starts with an estimate of an HR image, which was created from up-sampling one 
of the LR images.  The HR estimate is then iteratively added to a gradient image.  The gradient 
image is created by simulating a LR image from the HR estimate using the estimated registration 
parameters and calculating the difference between the simulated LR image and the actual LR 
image.   The error (gradient) image is created from the sum of up-sampled difference images and 
then added to the HR estimate.  This process is performed iteratively until the error between 
estimates falls below a user-selected limit or until a maximum number of iterations is reached.  
Note that the camera PSF should be taken into account when simulating the LR images. 
 
The Vandewalle registration algorithm appears to provide better IPB results than the Keren 
algorithm on the USAF images.  This is most likely due to the fact that there is strong 
directionality in the LR images, which is of benefit to the Vandewalle approach since this 
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implies stronger frequency content.  If there is not strong directionality in the LR images, the 
Keren registration algorithm works best.  Unfortunately, the Vandewalle approach needs an 
aliasing-free part of the spectrum; therefore, the resolution can really only be increased by a 
factor of 4, after which point the resolving power of the IBP dramatically decreases.  The speed 
of the two algorithms did not seem to be an issue for the size of images tested.  As an 
intermediate result, the registration parameters were used to construct a HR image by mapping 
the LR values onto a HR grid and interpolating between the points.  The best result was found 
using registration parameters from the Vandewalle algorithm, see Figure 24. 
 

 
 

Figure 24  HR image formed by interpolating LR values mapped on a HR grid (8x 
resolution increase). 

 
The interpolated result appears to do a good job of reproducing the original object; however, a 
closer look at the second set of bars on the right side reveals that the increase in spatial resolution 
is in fact fairly limited.  Also, the apparent periodic modulation in white areas is due to 
registration errors. 
 
Since there were some fixed spots on the detectors during the recording of LR images, it was 
predicted that registration could not be adequately performed.  To accommodate for these spots, 
an attempt was made to register from only a portion of the LR images rather than the entire 
image. This did not affect the Keren estimation parameters significantly, but did seem to result in 
different Vandewalle parameters.  The parameter values would be dependent on the selection of 
the region.  In some cases there was an improved HR result, but it took a considerable amount of 
experimentation to select an appropriate region of the LR images to use.  If the selected area was 
too small, the estimated parameters were apparently invalid since an HR reconstruction failed.  
This could be further explored.  
 
The IBP algorithm was applied to sets of LR images to produce an HR image of different scales.  
The scale refers to the increase in the number of vertical and horizontal pixels from the LR to the 
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HR image.  Generally, the number of LR images used in the reconstruction was equal to the 
square of the desired scale (e.g., 16 images were used for a scale of 4).  The algorithm produced 
acceptable results for small scale increases, such as 4.  In these cases, the HR image is 
recognizable, but details are lost.  Since human eyes can recognize objects without these high 
frequency details, this generally is not a problem.  As the scale increases, the HR image quality 
decreases.  
 
The number of LR images used in IBP reconstruction affects the final HR result.  This is 
particularly true as the resolution of the desired image is increased.  For a scale of 4, the results 
change minimally with the number of LR images in the range of 12 to 16.  However, if the scale 
was increased to 8 and 64 LR images were considered, the resulting HR image was 
unrecognizable if Vandewalle parameters were estimated and barely recognizable if Keren 
parameters were estimated.  When the number of LR images was reduced to 48, an improved 
(but still unacceptable) HR image was reconstructed with the Keren parameters.  Again, 
registration errors were the suspected cause for this reduced utility of LR images.  It was found 
that a subset of LR images had larger residual errors.  Two approaches were used to mitigate 
these effects.  A conjugate gradient optimization was tried to iteratively determine shift 
parameters as well as weight the contribution of each LR image to minimize those with larger 
errors.  Also, later reconstructions using the smaller lenses simply ignored the images with the 
largest residual errors.  
 
Using the conjugate gradient optimization, the result shown in Figure 25 was obtained and 
demonstrated much improved spatial resolution in a 256x256 (4x increase) HR image.  While the 
image is not as aesthetically pleasing as Figure 24, there is better spatial resolution. 
 

 
 

Figure 25  HR image reconstructed using conjugate gradient optimization.  Lines show 
profiles plotted in Figure 26. 

 
The improvement in spatial resolution can be seen in Figure 26 where profiles across the 
horizontal bar sets in Figures 23 and 25 are plotted for comparison.  The red curves show the 
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profiles from the LR image and it is clear that the spatial frequencies quickly go beyond the 
Nyquist limit.  The blue traces show the profiles from the reconstructed image and demonstrate 
how well spatial frequencies above this limit are effectively recovered. 
 

 
 

Figure 26  Profiles from LR (red) and HR (blue) images of USAF resolution chart. 
 
An important observation from this experiment is the presence of blurring in the HR image.  The 
simple plano-convex lens exhibits aberrations that degrade the image.  Some inverse filtering 
was done to try and sharpen the image and is evident in the ringing seen in Figure 25.  
Unfortunately, the enhancement possible was limited and demonstrates that even though inverse 
filtering is theoretically possible, it is still critical that the imaging optics form as accurate an 
image as possible. 
 
The molded aspheric lens resulted in LR images as shown in Figure 27.  The size of the image is 
slightly smaller than the image formed by the plano-convex, 33x41 pixels, despite the object to 
lens distance being reduced to 0.5m.  A reconstructed version is shown in Figure 28.  Notice that 
the horizontal bars on the left hand side are recovered, while the quality of the vertical bars is not 
as dramatic.  Also, the smaller text on the right hand side is partially visible.  The original 
application for this lens is as a fiber collimator and thus it is corrected on axis, but off-axis fields 
quickly show degraded imaging performance.  A complication of this imaging performance is 
that the PSF is highly spatially variant.  Any attempt to inverse filter images formed by this lens 
would be much more computationally intensive and this effort has not been pursued here. 
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Figure 27  LR image recorded using molded aspheric lens. 
 

 
 

Figure 28  HR image reconstructed from a subset of the 64 LR images. 
 
The text on the left hand side clearly shows the off-axis blur of the aspheric lens.  The HR image 
was reconstructed using the IBP algorithm and only a subset of the LR images.  Similar to the 
results with the plano-convex lens, registration errors limited the fidelity of the HR image.  As 
mentioned earlier, it was found that if the LR images that had the highest errors during the IBP 
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iterations were not used during the reconstruction, the final output image was improved.  In 
Figure 28, only 32 of the 64 images recorded were used in the reconstruction.  It was also 
observed that the choice of reference image in the registration step and the choice of the first HR 
estimate could improve the final result.  While the conjugate gradient approach was not used 
here, it should be noted that the result shown in Figure 28 required about 1 minute using the IBP 
algorithm while the result in Figure 25 required the optimization routine to run overnight. 
 
The final experiment used the diamond turned lens.  The LR images were slightly larger, 37x45 
pixels,  than the images formed by the molded aspheric despite having a shorter optical track 
(400 vs. 561 m).  An example LR image is shown in Figure 29.  The first thing to notice is the 
roll off in illumination.  The object was illuminated in the same way as the previous experiment, 
but the folded annular lens design was not optimized for off-axis illumination uniformity.  
Vignetting at the higher field angles lead to the apparent roll-off. 
 

 
 

Figure 29  LR image taken using diamond turned folded annular lens. 
 

Similar to the work done with the previous experiment, it was found that an improved image 
could be reconstructed using a subset of the LR images.  Figure 30 shows the result using only 
32 of the 64 recorded images.  In this case, off-axis blurring prevented the text on the right side 
from being properly reconstructed; however, horizontal bars on the left hand side were recovered 
along with some of the larger text.  The illumination roll-off can also be partially alleviated using 
an image of a white object to provide normalization parameters.  The result is shown in Figure 
31. 
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Figure 30  HR image reconstructed using 32 LR images recorded using the folded 
annular lens. 

 

 
 

Figure 31  HR image reconstructed with normalized illumination. 
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5.  CONCLUSIONS AND FUTURE WORK 
The ultimate goal of this project was to demonstrate a thin imager and determine the feasibility 
of reducing an imager’s total thickness to 100 m.  The approach taken was to survey what was 
available and consider advanced fabrication techniques for lenses.  Additionally, the post-
processing required to synthesize usable images from the small, low resolution images that 
would be recorded by the imaging array would be demonstrated.   
 
The utility of the IBP algorithm was successfully shown with simulated imagery.  Techniques for 
registering individual images were also investigated and the limits on these approaches were 
quantified.  The fabrication of a diamond turned lens demonstrated the ability to increase image 
size and quality while also decreasing the optical track length.  Experimental results also showed 
increased resolution using the IBP; however, these improvements were somewhat limited due in 
part to fixed pattern noise and defects in the imaging array (leading to registration errors).  The 
smallest optical total track demonstrated was 400 m. 
 
Further reductions in the total track would require further development of several aspects of the 
imager including the detector design (smaller, thinned arrays), lens design and fabrication 
(reduced total track), and more robust registration process for images.  The custom detector 
design was not directly addressed here, but the lens design/fabrication and algorithm 
development provided some important insights into issues that could help lead to successful 
development.   
 
For the lens design, diffractive lenses were discounted, in part, due to their inherent wavelength 
sensitivity.  This approach would provide the thinnest approach for providing optics and could be 
combined with a thin film spectral filter.  While this reduces the overall signal available at the 
detector, the current state of the art in imaging arrays have good sensitivity that could be 
combined with longer exposure times to provide a “single color” imager.  For diamond turned 
lenses, work on developing a process that helps streamline the interface between the diamond 
turning and photolithography processes would result in better performing optics.  In either case, 
current fabrication technologies could probably reduce the thickness of a lens to approximately 
50 m. 
 
In addition to development on individual components, work on overall system design is an 
important consideration.  Experimental work done here used a single imager and used measured 
shifts of the object to produce an array of images.  Consideration for how an array of imagers 
would be deployed needs to be fully considered as well as the integration required to bring 
together micron sized optics and detector arrays.  Also, it was shown that diversity beyond 
simple lateral shifts, e.g. rotation, was also beneficial and should be included in a system design. 
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Appendix A.  Iterative Back Projection – Matlab® Code 
Two implementations of the IBP algorithm were developed.  The first was found to work well 
with black and white images only while the second was used for tests with gray scale images as 
well as black and white. 
________________________________________ 
The following is from “ImageModel090227.m”: 
 
%%% Image input and data conversion 

time = clock; 

N = 512; 

down = 8; 

downlog2 = log2(down); 

  

%  Input images 

for index1 = 1:8 

    for index2 = 1:8 

        file_name = ['USAF 090915 z0\img_' num2str(index1) '_' num2str(index2) 

'.bmp']; 

        image_num = (index1-1)*8+(index2-1); 

         

        if image_num<10 

            image_name = ['image0' num2str(image_num)]; 

        else 

            image_name = ['image' num2str(image_num)]; 

        end 
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        imagedata = zeros(64,64); 

        inputdata = double(imread(file_name,'BMP')); 

        inputdata = (inputdata-min(inputdata(:))).*whitebal + min(inputdata(:)); 

        imagedata(14:50,8:52) = inputdata;     % from SPDT lens 

        %imagedata(16:48,10:50) = inputdata; 

        %fullimage = zeros(64,64); 

        %fullimage(16:48,10:50) = double(imread(file_name,'BMP')); 

        %imagedata = fullimage(20:35,29:44); 

        eval([image_name '= imagedata;']); 

    end 

end 

  

output_total = zeros(N,N); 

  

%Npsf = 5; 

%[X,Y] = meshgrid(-floor(N/2):ceil(N/2)); 

%PSF = exp(-(X.^2+Y.^2)/2/Npsf); 

%PSF = PSF/sum(PSF(:)); 

  

max_attempt = 1; 

for attempt = 1:max_attempt 

    attempt 

Start_value = 0.5;%*rand(1,1)+0.4 

output_image = ones(N,N)*255*Start_value; 

%output_image = 255*rand(N,N); 

%[Nytemp,Nxtemp] = size(temp_image); 

%output_image(1:Nytemp,1:Nxtemp) = temp_image; 

  

output_image(1:N-(down-1),1:N-(down-1))=interp2(image36,downlog2); 

%output_image = output_image;%+rand(N,N)*64; 

output_image = min(256,output_image); 

output_image = max(0,output_image); 

figure(3) 

imagesc(output_image) 

colormap(gray(256)) 

axis('equal') 

done_flag = 0; 

iteration = 0; 

%error_metric(iteration) = 100; 

%for iteration = 1:iter_max 

while iteration < 9  

%while done_flag == 0 

    iteration = iteration + 1 

    figure(3) 

    imagesc(output_image)%(208:256,88:128)) 

    colormap(gray(256)) 

    axis('equal') 

  

    diffmat2 = zeros(N,N); 

    test_error = 0; 

    for index1 = 5:8 

        for index2 = 1:8 

        image_num = (index1-1)*8+(index2-1);  

        model_image = output_image; 

        %model_image = filter2(PSF,model_image); 

        %model_image = ImageBlur(model_image,100); 

        model_image = DetBlur(model_image,down); 

        model_image = max(model_image,0); 

        model_image = min(model_image,255); 

        %if ((index1 == 1) || (index2 == 1)) 

        %    x_shift = 0; 

        %    y_shift = 0; 

        %else 
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            x_shift = floor(estimate_x(index1,index2)*down); 

            y_shift = floor(estimate_y(index1,index2)*down); 

        %end 

        model_image = DetSamp(model_image,down,floor(x_shift),floor(y_shift)); 

        if image_num<10 

            image_name = ['image0' num2str(image_num)]; 

        else 

            image_name = ['image' num2str(image_num)]; 

        end 

        eval(['diffmat = model_image - ' image_name ';']); 

        error_sum(iteration,index1,index2) = sum(abs(diffmat(:))/N^2); 

        %if image_num > 32 

            test_error = test_error + sum(abs(diffmat(:))/N^2); 

            diffmat = interp2(diffmat,downlog2); 

            diffmat_full = zeros(N,N); 

            diffmat_full(1+y_shift:N-7+y_shift,8-x_shift:N-x_shift) = diffmat; 

            diffmat_full = min(128,diffmat_full); 

            diffmat_full = max(-128,diffmat_full); 

            diffmat2 = diffmat2 + diffmat_full; 

        %end 

        end 

    end 

    error_metric(iteration) = test_error; 

    %figure(4) 

%plot(error) 

%axis([0,max(size(error)),0,1.5*min(error)]); 

%if (iteration > 1 && error_metric(iteration) > 0.99*error_metric(iteration-1)) 

%    done_flag = 1; 

   %if iteration > 100 

   %    done_flag = 1; 

%else 

    output_image = output_image - 0.02*diffmat2;%*sqrt(test_error); 

    output_image = max(0,output_image); 

    output_image = min(256,output_image); 

%end 

%disp([sum(diffmat2(:))/1e3,min(diffmat2(:)),max(diffmat2(:))]) 

figure(5) 

min_corr = min(diffmat2(:)); 

image(64*(diffmat2-min_corr)/(max(diffmat2(:))-min_corr)) 

colorbar 

end 

  

output_total = output_total + output_image; 

end 

output_total = output_total/max_attempt; 

figure(3) 

image(output_total) 

colormap(gray(256)) 

axis('equal') 

figure(1) 

plot(error_metric) 

etime(clock,time) 

 
________________________________________ 
The following is from “rpt-IBP.m”: 
 
function [I] = iteratedbackprojection(s, delta_est, phi_est, factor) 

% iteratedbackprojection - Implementation of the iterated back projection  

%                           super resolution algorithm 

%    s = array of images(s{1}, s{2},...) 

%    delta_est(i,Dy:Dx) = estimated shifts in y and x 

%    phi_est(i) = estimated rotation in reference to image number 1  
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%    factor = size of reconstructed image 

  

%% Initialization 

lambda = 0.01;      % define step size for the iterative gradient method 

max_iter = 1000;    % max num of iterations that the algorithm will take 

iter = 1; 

  

% Use an upsampled version of the first LR image as an initial  

% estimate of the HR image. 

X = imresize(s{1}, factor, 'nearest'); 

X_prev = X; 

E = []; 

  

blur = [0 1 0;... 

        1 2 1;... 

        0 1 0]; 

blur = blur / sum(blur(:)); 

  

sharpen = [0 -0.25 0;... 

          -0.25 2 -0.25;... 

           0 -0.25 0]; 

  

%% Main loop 

while iter < max_iter 

    % Compute the gradient of the total squared error of reassembling the HR 

    % image: 

    

    G = zeros(size(X)); 

    for i=1:length(s) 

        temp = circshift(X, -[round(factor * delta_est(i,1)), round(factor * 

delta_est(i,2))]); 

        temp = imrotate(temp, phi_est(i), 'crop'); 

         

        %temp = PSF * temp; 

        temp = imfilter(temp, blur, 'symmetric'); 

         

        temp = temp(1:factor:end, 1:factor:end);    % find simulated LR image 

        temp = temp - s{i}; 

        temp = imresize(temp, factor, 'nearest');   % find LR difference image 

         

        %temp = PSF' * temp; 

        temp = imfilter(temp, sharpen, 'symmetric'); 

         

        temp = imrotate(temp, -phi_est(i), 'crop'); 

        G = G + circshift(temp, [round(factor * delta_est(i,1)), round(factor * 

delta_est(i,2))]); 

    end 

  

    % Go in direction of the gradient with a step size of lambda 

    X = X - (lambda) * G;    

    delta = norm(X-X_prev)/norm(X); 

    E = [E; iter delta]; 

    if iter>3  

      if abs( E(iter-3,2)-delta ) <1e-4 

         break   

      end 

    end 

    X_prev = X; 

    iter = iter+1; 

end 

I = X; 
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Appendix B.  Image Registration Matlab® Code 
The following are the Matlab codes written for the various registration algorithms.  The first 
program is a frequency domain approach based on the work of Vandewalle, et.al., the second is a 
spatial domain approach based on Keren, et.al. and the final code is based on work by Irani and 
Peleg as well as Davis and Freeman. 
 
________________________________________ 
The following is from “rpt-Vandewalle.m”: 
 
function [delta_est, phi_est] = Vandewalle_motion(s,r_max,d_max) 

% Vandewalle_motion - shift and rotation estimation using algorithm by Vandewalle et 

al. 

%    [delta_est, phi_est] = Vandewalle_motion(s,r_max,d_max) 

%    r_max = maximum radius in the rotation estimation 

%    d_max = number of low frequency components used for shift estimation 

%    S = input images specified as S{1}, S{2}, etc. 

  

if (nargin==1) % default values 

   r_max = 0.8; 

   d_max = 8; 

end 

  

% rotation estimation 

[phi_est, c_est] = estimate_rotation(s,[0.1 r_max],0.1); 

  

% rotation compensation, required to estimate shifts 

s2{1} = s{1}; 

nr=length(s); 

for i=2:nr 

    s2{i} = imrotate(s{i},-phi_est(i),'bicubic','crop'); 

end 

  

% shift estimation 

delta_est = estimate_shift(s2,d_max); 

  

  

function delta_est = estimate_shift(s,n) 

% estimate_shift - shift estimation using algorithm by Vandewalle et al. 

%    delta_est = estimate_shift(s,n) 

%    estimate shift between every image and the first (reference) image 

%    n = number of low frequency pixels to be used 

%    S = input images specified as S{1}, S{2}, etc. 

%    delta_est = an M-by-2 matrix with M the number of images 

  

nr = length(s); 

delta_est=zeros(nr,2); 

p = [n n]; % only central (aliasing-free) part of NxN pixels is used for shift 

estimation 

sz = size(s{1}); 

S1 = fftshift(fft2(s{1})); % Fourier transform of the reference image 

for i=2:nr 

  S2 = fftshift(fft2(s{i})); % Fourier transform of the image to be registered 

  S2(S2==0)=1e-10; 

  Q = S1./S2; 

  A = angle(Q); % phase difference between the two images 

  

  % determine the central part of the frequency spectrum to be used 

  beginy = floor(sz(1)/2)-p(1)+1; 

  endy = floor(sz(1)/2)+p(1)+1; 

  beginx = floor(sz(2)/2)-p(2)+1; 
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  endx = floor(sz(2)/2)+p(2)+1; 

  

  % compute x and y coordinates of the pixels 

  x = ones(endy-beginy+1,1)*(beginx:endx); 

  x = x(:); 

  y = (beginy:endy)'*ones(1,endx-beginx+1); 

  y = y(:); 

  v = A(beginy:endy,beginx:endx); 

  v = v(:); 

  

  % compute least squares solution for slopes of the phase difference plane 

  M_A = [x y ones(length(x),1)]; 

  r = M_A\v; 

  delta_est(i,:) = -[r(2) r(1)].*sz/2/pi; 

end 

  

function [rot_angle, c] = estimate_rotation(a,dist_bounds,precision) 

% estimate_rotation - rotation estimation using algorithm by Vandewalle et al. 

%    [rot_angle, c] = estimate_rotation(a,dist_bounds,precision) 

%    dist_bounds = minimum and maximum radius to be used 

%    precision = precision with which the rotation angle is computed 

%    A = input images specified as A{1}, A{2}, etc. 

  

nr = length(a); % number of inputs 

d = 1*pi/180; % width of the angle that the average frequency value is computed 

s = size(a{1})/2; 

x = ones(s(1)*2,1)*(-1:1/s(2):1-1/s(2)); % X coordinates of the pixels 

y = (-1:1/s(1):1-1/s(1))'*ones(1,s(2)*2); % Y coordinates of the pixels 

x = x(:); 

y = y(:); 

[th,ra] = cart2pol(x,y); % polar coordinates of the pixels 

  

DB = (ra>dist_bounds(1))&(ra<dist_bounds(2)); 

th(~DB) = 1000000; 

[T, ix] = sort(th); % sort the coordinates by angle theta 

st = length(T); 

  

%% compute the average value of the fourier transform for each segment 

I = -pi:pi*precision/180:pi; 

J = round(I/(pi*precision/180))+180/precision+1; 

for k = 1:nr 

    A{k} = fftshift(abs(fft2(a{k}))); % Fourier transform of the image 

    ilow = 1; 

    ihigh = 1; 

    ik = 1; 

    for i = 1:length(I) 

        ik = ilow; 

        while(I(i)-d > T(ik)) 

            ik = ik + 1; 

        end; 

  

        ilow = ik; 

        ik = max(ik, ihigh); 

        while(T(ik) < I(i)+d) 

            ik = ik + 1; 

            if (ik > st || T(ik) > 1000) 

                break; 

            end; 

        end; 

        ihigh = ik; 

        if ihigh-1 > ilow 

            h_A{k}(J(i)) = mean(A{k}(ix(ilow:ihigh-1))); 

        else 
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            h_A{k}(J(i)) = 0; 

        end 

    end; 

    v = h_A{k}(:) == NaN; 

    h_A{k}(v) = 0; 

end 

  

% compute the correlation between h_A{1} and h_A{2-4} and set the estimated rotation 

angle  

% to the maximum found between -30 and 30 degrees 

H_A = fft(h_A{1}); 

rot_angle(1) = 0; 

c{1} = []; 

for k = 2:nr 

  H_Binv = fft(h_A{k}(end:-1:1)); 

  H_C = H_A.*H_Binv; 

  h_C = real(ifft(H_C)); 

  [m,ind] = max(h_C(150/precision+1:end-150/precision)); 

  rot_angle(k) = (ind-30/precision-1)*precision; 

  c{k} = h_C; 

end 

 

________________________________________ 
The following is from “rpt-Keren.m”: 
 
function [delta_est, phi_est] = Keren_motion(im) 

% Keren_motion - estimate shift and rotation parameters using Keren et al. algorithm 

%    [delta_est, phi_est] = Keren_motion(im) 

  

for imnr = 2:length(im) 

    % construct pyramid scheme 

    lp = fspecial('ga',5,1); 

    im0{1} = im{1}; 

    im1{1} = im{imnr}; 

    for i=2:3 

        im0{i} = imresize(conv2(im0{i-1},lp,'same'),0.5,'bicubic'); 

        im1{i} = imresize(conv2(im1{i-1},lp,'same'),0.5,'bicubic'); 

    end 

     

    stot = zeros(1,3); 

    % do actual registration, based on pyramid 

    for pyrlevel=3:-1:1 

        f0 = im0{pyrlevel}; 

        f1 = im1{pyrlevel}; 

         

        [y0,x0]=size(f0); 

        xmean=x0/2; ymean=y0/2; 

        x=kron((-xmean:xmean-1),ones(y0,1)); 

        y=kron(ones(1,x0),(-ymean:ymean-1)'); 

         

        sigma=1; 

        g1 = zeros(y0,x0); g2 = g1; g3 = g1; 

        for i=1:y0 

            for j=1:x0 

                g1(i,j)=-exp(-((i-ymean)^2+(j-xmean)^2)/(2*sigma^2))*(i-

ymean)/2/pi/sigma^2; % d/dy 

                g2(i,j)=-exp(-((i-ymean)^2+(j-xmean)^2)/(2*sigma^2))*(j-

xmean)/2/pi/sigma^2; % d/dx 

                g3(i,j)= exp(-((i-ymean)^2+(j-xmean)^2)/(2*sigma^2))/2/pi/sigma^2; 

            end 

        end 
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        a=real(ifft2(fft2(f1).*fft2(g2))); % df1/dx, using circular convolution 

        c=real(ifft2(fft2(f1).*fft2(g1))); % df1/dy, using circular convolution 

        b=real(ifft2(fft2(f1).*fft2(g3)))-real(ifft2(fft2(f0).*fft2(g3))); % f1-f0 

        R=c.*x-a.*y; % df1/dy*x-df1/dx*y 

         

        a11 = sum(sum(a.*a)); a12 = sum(sum(a.*c)); a13 = sum(sum(R.*a)); 

        a21 = sum(sum(a.*c)); a22 = sum(sum(c.*c)); a23 = sum(sum(R.*c));  

        a31 = sum(sum(R.*a)); a32 = sum(sum(R.*c)); a33 = sum(sum(R.*R)); 

        b1 = sum(sum(a.*b)); b2 = sum(sum(c.*b)); b3 = sum(sum(R.*b)); 

        Ainv = [a11 a12 a13; a21 a22 a23; a31 a32 a33]^(-1); 

  

        s = Ainv*[b1; b2; b3]; 

        st = s; 

         

        it=1; 

        while ((abs(s(1))+abs(s(2))+abs(s(3))*180/pi/20>0.1) && it<25) 

            % first shift and then rotate 

            f0_ = shift(f0,-st(1),-st(2)); 

            f0_ = imrotate(f0_,-st(3)*180/pi,'bicubic','crop'); 

            b = real(ifft2(fft2(f1).*fft2(g3)))-real(ifft2(fft2(f0_).*fft2(g3))); 

            s = Ainv*[sum(sum(a.*b)); sum(sum(c.*b)); sum(sum(R.*b))]; 

            st = st+s; 

            it = it+1; 

        end 

         

        st(3)=-st(3)*180/pi; 

        st = st'; 

        st(1:2) = st(2:-1:1); 

        stot = [2*stot(1:2)+st(1:2) stot(3)+st(3)]; 

        if pyrlevel>1 

            % first rotate and then shift, because this is cancelling the 

            % motion on the image to be registered 

            im1{pyrlevel-1} = imrotate(im1{pyrlevel-1},-stot(3),'bicubic','crop'); 

            im1{pyrlevel-1} = shift(im1{pyrlevel-1},2*stot(2),2*stot(1)); % twice the 

parameters found at larger scale 

        end 

    end 

    phi_est(imnr) = stot(3); 

    delta_est(imnr,:) = stot(1:2); 

end 

________________________________________ 
The following is from “ImageRegistration.m”: 
 
%clear 

time=clock; 

%input_image = imread('Cal Tiny.jpg','JPEG'); 

%input_image = imread('Circular-ZonePlate-Center.png','PNG'); 

%input_image = imread('CircleTarget_small.jpg','JPEG'); 

%input_image = imread('HornRes2_512.jpg','JPEG'); 

%input_image = imread('PMT Resolution 256.jpg','JPEG'); 

%input_image = imread('HorVerRes 256.jpg','JPEG'); 

%input_image = imread('JrNelson.bmp','BMP'); 

input_image = imread('USAF 090915 z0\img_5_3.bmp','BMP'); 

  

%input_image = 256*rand(256,256); 

%Nfilt = 16; 

%PSF = ones(Nfilt,Nfilt)/Nfilt^2; 

%input_image = filter2(PSF,input_image); 

  

input_image = double(input_image(:,:,1)); 

%down = 8; 

%downlog2 = log2(down); 
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%input_image = max(input_image(:))-input_image; 

  

%for index = 1:50 

%    SNR_lut(index) = 1.122^index; 

%end 

  

%noise_std = mean(input_image(:))/SNR 

%randn('state',100*sum(clock)); 

  

  

%N = max(size(input_image)); 

%figure(1) 

%imagesc(input_image) 

%colormap(gray(256)) 

%axis('equal') 

%  Create image models 

  

%ref_image_ideal = DetBlur(input_image,down); 

%ref_image_ideal = DetSamp(ref_image_ideal,down,0,0); 

%ref_image = DetSamp(input_image,down,0,0); 

%ref_image = ImageDown2(input_image,down,0,0); 

  

ref_image = input_image; 

  

  

%for SNR_trial = 1:40 

%    SNR = SNR_lut(SNR_trial); 

%    noise_std = mean(input_image(:))/SNR 

  

% Add noise to images 

%noise_image = noise_std*randn(N/down,N/down); 

%ref_image = ref_image_ideal+noise_image; 

%ref_image = max(ref_image,0); 

%ref_image = min(ref_image,255); 

  

%for trial = 1:16 

  

%for x_offset = 0:(down-1) 

%    for y_offset = 0:(down-1) 

%x_offset = 3; 

%y_offset = 4; 

         

%shift_image = DetBlur(input_image,down); 

%shift_image = DetSamp(shift_image,down,x_offset,y_offset); 

%shift_image = DetSamp(input_image,down,x_offset,y_offset); 

%shift_image = ImageDown2(input_image,down,x_offset,y_offset); 

  

for index1 = 1:8 

    for index2 = 1:8 

        filename = ['USAF 090915 z0\img_' num2str(index1) '_' num2str(index2) '.bmp']; 

        filetype = 'BMP'; 

        eval(['shift_image = imread(''' filename ''',''' filetype ''');']); 

        shift_image = double(shift_image(:,:,1)); 

  

%noise_image = noise_std*randn(N/down,N/down); 

%shift_image = shift_image+noise_image; 

%shift_image = max(shift_image,0); 

%shift_image = min(shift_image,255); 

  

%  Loading Zemax Images 

  

%for x_offset = 0:(down-1) 

%    for y_offset = 0:(down-1) 
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%        file_name = ['DiffImage' num2str(x_offset) num2str(y_offset) '.txt']; 

%        fid = fopen(file_name); 

%        header = fscanf(fid,'%c',285); 

%        for row = 0:31 

%            imagedata(row+1,1:32) = fscanf(fid,'%f',32); 

%        end 

%        fclose(fid); 

%        imagedata = max(imagedata(:)) - imagedata; 

%        imagedata = 256*imagedata/max(imagedata(:)); 

%        eval(['image' num2str(x_offset) num2str(y_offset) '= imagedata;']); 

%        

collage(1+N/down*y_offset:N/down+N/down*y_offset,1+N/down*x_offset:N/down+N/down*x_off

set) = imagedata; 

%    end 

%end 

  

%  Attempting to find offset between two images 

%g1 = ref_image(N/down/4+1:3*N/down/4,N/down/4+1:3*N/down/4); 

%g2 = shift_image(N/down/4+1:3*N/down/4,N/down/4+1:3*N/down/4); 

A = ref_image; 

B = shift_image; 

  

% Calling function [calc_x,calc_y] = RegParam(g1,g2,N,down) 

%[calc_x,calc_y] = RegParam(g1,g2,N,down) 

%[calc_x(y_offset+1,x_offset+1),calc_y(y_offset+1,x_offset+1)] = 

RegParam2(A,B,N,down); 

sx = 0; 

sy = 0; 

[calc_x,calc_y] = RegParam2(A,B,sx,sy); 

  

if calc_x < 0 

    [calc_x_x,calc_y_x] = RegParam2(A,B,-1,0); 

    sx = -1; 

else 

    [calc_x_x,calc_y_x] = RegParam2(A,B,1,0); 

    sx = 1; 

end 

if calc_y < 0 

    [calc_x_y,calc_y_y] = RegParam2(A,B,0,-1); 

    sy = -1; 

else 

    [calc_x_y,calc_y_y] = RegParam2(A,B,0,1); 

    sy = 1; 

end  

  

alpha1 = (calc_x - calc_x_x)/sx; 

alpha2 = (calc_y - calc_y_x)/sx; 

beta1 = (calc_x - calc_x_y)/sy; 

beta2 = (calc_y - calc_y_y)/sy; 

coeff = 1/(alpha1*beta2 - beta1*alpha2); 

lbc_x = coeff*(beta2*calc_x - alpha2*calc_y); 

lbc_y = coeff*(-beta1*calc_x + alpha1*calc_y); 

%estimate_x(x_offset+1,y_offset+1) = calc_x 

%estimate_y(x_offset+1,y_offset+1) = calc_y 

%bias_x(x_offset+1,y_offset+1) = lbc_x 

%bias_y(x_offset+1,y_offset+1) = lbc_y 

estimate_x(index1,index2) = calc_x; 

estimate_y(index1,index2) = calc_y; 

bias_x(index1,index2) = lbc_x; 

bias_y(index1,index2) = lbc_y; 

%    end 

%end 

    end 
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end 

  

estimate_x = estimate_x - min(estimate_x(:)) 

estimate_y = estimate_y - min(estimate_y(:)) 

%bias_x = bias_x - min(bias_x(:)) 

%bias_y = bias_y - min(bias_y(:)) 

%estimate_x(1,1) = 0; 

%estimate_y(1,1) = 0; 

%bias_x(1,1) = 0; 

%bias_y(1,1) = 0; 

%[actual_y,actual_x] = meshgrid(0:1/down:(1-1/down)); 

%error1_x = estimate_x - actual_x; 

%error1_y = estimate_y - actual_y; 

  

%maxerr = max(max(max(abs(error1_x),abs(error1_y)))) 

%rmserr = sqrt((sum(sum(error1_x.^2))+sum(sum(error1_y.^2)))/(2*down^2)) 

%fullerr = cat(1,error1_x,error1_y); 

%meanerr(SNR_trial,trial) = mean(abs(fullerr(:))); 

  

%error2_x = bias_x - actual_x; 

%error2_y = bias_y - actual_y; 

  

%maxerr2 = max(max(max(abs(error2_x),abs(error2_y)))) 

%rmserr2 = sqrt((sum(sum(error2_x.^2))+sum(sum(error2_y.^2)))/(2*down^2)) 

%fullerr2 = cat(1,error2_x,error2_y); 

%meanerr2(SNR_trial,trial) = mean(abs(fullerr2(:))); 

  

%end 

%end 

  

etime(clock,time) 

%figure(1) 

%contour([1:8],[1:8],error1_x) 

%colorbar 

%figure(2) 

%contour([1:8],[1:8],error1_y) 

%colorbar 

%figure(3) 

%contour([1:8],[1:8],error2_x) 

%colorbar 

%figure(4) 

%contour([1:8],[1:8],error2_y) 

%colorbar 

 
 
Appendix C.  Conjugate Gradient Derivation and Code 
A sampled image,  ˆ ,i p q , formed by a lens and captured by a detector array can be modeled as 

        ˆ, grid , , , ,i p q p q o p q s p q   


 (C.1) 

where  ˆ ,o p q  represents our estimate of the ideal image,  ,s p q is the point spread function 

(PSF) due to the optics, the finite pixel size of the detector array, and the subpixel shifts in the 
dithered image data, and p and q are sample indices.  The point spread function can be written as  

        , , , , ,opt pix shifts p q s p q s p q s p q    (C.2) 
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where  ,opts p q  is the contribution due to the optics,  ,pixs p q is the contribution due to the 

finite pixel size and  ,pixs p q is the contribution due to the subpixel shifts.  In order to 

accurately model the integration over a detector pixel, the sample spacing is chosen so that 
several samples fall across a single pixel.  The integration is performed by convolving with the 
detector point spread function, which is unity within the pixel and zero elsewhere.  Since the 
final sampled image,  ˆ ,i p q , has fewer samples than the sampled version of the object, 

 ,o p q , only one sample per pixel from the result of the convolution is used.  The function 

 grid ,p q is an array of delta functions that selects these samples.  The convolutions here are 

generally performed in the Fourier domain using the optical transfer functions (OTFs) 
corresponding to these PSFs. 

Error Metric 
The error metric used here is a simple sum of squared differences metric, 
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 (C.3) 

where k is the index of the image in the current dithered image set, K is the number of images in 
the set,  ,ki p q is the measured dithered image data, k  allows us to weight particular images 

more or less heavily, and  ,kW p q  is a function that allows us to eliminate or reduce the 

contributions of known bad detector pixels or regions of poor signal-to-noise ratio.  ˆ ,ki p q  is 

our model of the current image in the dithered data, calculated using Eqn. (C.1). 

Gradient With Respect to a Generalized Parameter 

The gradient of the error metric with respect to a parameter,  , describing our estimate of the 
ideal image or the imaging process is 
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  (C.4) 

Only  ,ko p q
 and  ,ks p q contain parameters of interest, so we can write 
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 (C.5) 

For simplicity of notation we define the following 
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            1ˆ , 2 , grid , , , ,w
k k k k ko p q K W p q p q o p q s p q i p q    

  (C.6) 

which allows us to write (C.5) as   

      
1 ,

ˆ , , ,
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 
     
 

  (C.7) 

If the parameter that we are optimizing with respect to describes the ideal image, the last term 
can be written as 

    
 

 
,

, , , .k
k k k

o p q
o p q s p q s p q

 


     


  (C.8) 

If the parameter describes the imaging process modeled using the PSF, the last term is 
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Gradient With Respect to Pixel Values 

If we are optimizing over the value of an image pixel located at indices  ,p q   we have 
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where  ,p p q q    represents a Dirac delta function centered at  ,p q  .  Substituting this in 

(C.8) gives 

      , , , .k kp p q q s p q s p p q q           (C.11) 

Further substituting this in (C.7) gives 

 
 

   
1 ,

ˆ , , .
,

K
w

k k k
k p qk

E
o p q s p p q q

o p q 


    

 
   (C.12) 

We recognize that the inner sum is a convolution but not written in the standard form, 

        
,

, , , , .
p q

a p q b p q a p q b p p q q          (C.13) 

If we define a version of  ,ks p q with flipped coordinates, 

    , , ,k ks p q s p q     (C.14) 

We can write 
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 (C.15) 

Gradient With Respect to Image Translations 

As in Eq. (C.2), the kth translated PSF can be written as 
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 (C.16) 

These convolutions are evaluated using Fourier transforms, resulting in 
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where  , ,opt pixs p q represents the result of the first convolution, M is the number of pixels in the 

array and (u,v) are frequency space coordinates.  If we take the derivative with respect to the p-
direction translation of the k k image, we have 
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 (C.18) 

Using this with (C.9) gives 
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 (C.19) 

So, the expression for the gradient with respect to image translation is 
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which can be written in a slightly simpler form by evaluating the convolutions 
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Similarly, 
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 (C.22) 

 
This derivation was implemented using the following Matlab® code. 
________________________________________ 
The following is from “recon_real_data_062509.m” which calls the two functions following this 
listing. 
 
clear all 

close all 

  

%Read in data 

%load('frameData-child-13-May-2009') 

load('frameData-USAF-13-May-2009.mat') 

  

  

%Pad out to be square and power of 2 

[frameData,n] = padPower2(frameData); 

  

%Display and shift images so origin is in corner 

for xindex = 1:size(frameData,3) 

    for yindex = 1:size(frameData,4) 

        figure(100); imagesc(frameData(:,:,xindex,yindex)); axis image; colormap gray 

        frameData(:,:,xindex,yindex) = ifftshift(frameData(:,:,xindex,yindex)); 

        frameData(:,:,xindex,yindex) = 

frameData(:,:,xindex,yindex)/sum(sum(frameData(:,:,xindex,yindex))); 

    end 

end 

  

  

%Parameters for upsampling 

usFactor = 4; 

n_recon = n*usFactor; 

usVec = ceil(1/usFactor:1/usFactor:n); 

  

%Calculate pixel coordinates, for reconsruction, 

[xcr ycr] = meshgrid(-fix(n_recon/2):fix((n_recon-1)/2)); 

xcr = fftshift(xcr); 

ycr = fftshift(ycr); 

rcr = (sqrt(xcr.^2+ycr.^2)); 

  

pixOtf = sinc(xcr/n).*sinc(ycr/n); 

  

%Parameters of shifted image data 

numXShift = 8; 

numYShift = 8; 
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pixShift = 0.125; 

  

%Array of pixel shift values 

xShift = zeros(numXShift,numYShift); 

yShift = zeros(numXShift,numYShift); 

  

%Array to hold "intelligent" initial guess 

guess = zeros(n_recon); 

  

for x_index = 1:numXShift 

    for y_index = 1:numYShift 

        %Set the pixel shift 

        xShift(x_index,y_index) = pixShift*(x_index-1); 

        yShift(x_index,y_index) = -pixShift*(y_index-1); 

        %Generate a guess for upsampled image by upsampling, shifting 

        %and averaging 

        curFrame = frameData(:,:,x_index,y_index); 

        curFrameUs = curFrame(usVec,usVec); 

        shiftBackOtf = 

exp(i*2*pi*((usFactor*(xShift(x_index,y_index))*xcr/n_recon)+... 

                                   (usFactor*(yShift(x_index,y_index))*ycr/n_recon)));                                

        blurUnshiftImgDsUs = abs(filterImageFourier(curFrameUs,shiftBackOtf)); 

        guess = guess + blurUnshiftImgDsUs/(numXShift*numYShift); 

    end 

end 

  

%Generate a support for the data 

imsup = guess > max(guess(:))/100; 

guess = guess.*imsup; 

guess = guess/(sum(guess(:))); 

  

W = ones(size(frameData)); 

  

%Calculate incoherent OTF of optical system 

cohOtfR = rcr < fix(n_recon/2)/2;   

incohOtfR = (ifftn(abs(fftn(cohOtfR)).^2)); 

incohOtfR = incohOtfR/incohOtfR(1,1); 

  

%Calculate OTF due to detector 

%singlePixR = zeros(n_recon);  %Array of zeros, size of image 

%singlePixR(embed(n_recon,usFactor),embed(n_recon,usFactor))=1;  %Are of pixels size 

of a det. pixel 

% pixOtfR = abs(fftn(fftshift(singlePixR)));    %The pixel OTF 

% pixOtfR = pixOtfR/(pixOtfR(1,1)); 

pixOtfR = sinc(xcr*usFactor/(n_recon)).*sinc(ycr*usFactor/(n_recon));   

  

%Feed the frame data to the optimizer for the reconstruction 

optIm = cgmin('errDithPixData',guess(:),30,1e-25,1e-

25,frameData,xShift,yShift,usFactor,n_recon,pixOtfR,incohOtfR,xcr,ycr,W,imsup); 

rsOptIm = reshape(optIm,[n_recon n_recon]); 

  

________________________________________ 
The following is from “cgmin.m”: 
 
function [x] = cgmin(func,x,itmax,ftol,xtol,varargin) 

% conjugate-gradient optimization routine 

% 

% [x] = cgmin(func,x,itmax,ftol,xtol,varargin) 

% 

%     func = string name of objective function which returns both the 

%            objective function value and the gradient 

%        x = input as initial starting point and output as final point 
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%    itmax = maximum number of iterations (empty for default = 50) 

%     ftol = relative function tolerance (empty for default = 1e-3) 

%     xtol = absolute solution tolerance (empty for default = 1e-3) 

% varargin = extra variables required by objective function 

% 

% DISCLAIMER: This code is not intended for distribution. I have many 

% versions of this code and am constantly revising it. I believe this 

% version is working properly. However, I will not vouch for the code. 

% Anyone using the code for thesis research has a responsibility to go 

% through the code line-by-line and read relevant references to understand 

% the code completely. In my opinion, you have two options if you want to 

% publish results obtained with the code: (i) go through the code line-by- 

% line and read relevent references to understand how the code works and make 

% sure it is working properly for your application, or (ii) I can sit down 

% with you an go through this code and the additional code that you have 

% written to go along with it and make sure it is working properly. Option 

% (i) is preferred, and I ask that you do NOT acknowledge me in print (first, 

% it would be more appropriate for you to reference "Numerical Recipes", 

% and second, I prefer not to be named in a paper with which I do not have 

% detailed knowledge). If you decide to go with option (ii), I would expect 

% to learn the details of your research and be included in the author list. 

% 

% Sam Thurman, May 9, 2005 

  

if isempty(itmax), itmax = 50; end 

if isempty(ftol), ftol = 1e-3; end 

if isempty(xtol), xtol = 1e-3; end 

  

flg = 0; % use steepest descent for first iteration 

step = 0; % to guess at initial steplength 

for it = 1:itmax     

    % function evaluation 

    [f,grad] = feval(func,x,varargin{:}); 

    f 

    it 

    % check for feasibility 

    if isinf(f), error('encountered an infeasible solution'), end 

    if norm(grad(:))==0, return, end % done if gradient is zero (unlikely) 

    % pick search direction 

    if (flg==1) & (rem(it,25)~=0) % linesearch found a minimum -> use cg equations 

        gg = g(:)'*g(:); 

%        dgg = grad(:)'*grad(:); % this statement for Fletcher-Reeves 

        dgg = (grad(:)+g(:))'*grad(:);  % this statement for Polak-Ribiere 

        ga = dgg/gg; 

        g = -grad; 

        h = g+ga*h; 

        dx = h/norm(h(:)); 

        df = grad(:)'*dx(:); 

    end  

    if (flg==0) | (rem(it,25)==0) | (df>0) % revert to steepest decent 

        g = -grad; 

        h = g; 

        dx = h/norm(h(:)); 

        df = grad(:)'*dx(:); 

    end 

    % initial steplength guess 

    if step == 0 

        step = max(0.001,min([1,2*abs(f/(grad(:)'*dx(:)))])); % same as fminusub.m 

(line 124) in optim toolbox 

    end % oterwise use previous steplength 

    % linesearch 

    [x,fvalue,step,flg] = linesearch(func,x,f,df,dx,step,varargin{:});    

    % test for convergence 
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    if (2*abs(f-fvalue)<=ftol*(abs(f)+abs(fvalue)+ftol)) & (step*norm(dx(:))<=xtol) & 

(it~=1) % normal return 

        disp('normal convergence') 

        return 

    end 

end 

disp('maximum number of iterations exceeded') 

return 

%------------------------------------------------------------------------ 

function [x,f,a,flg] = linesearch(func,x0,f0,df0,dx,a,varargin) 

% linesearch routine 

% 

% [x,f,a,flg] = linesearch(func,x0,f0,df0,dx,a,varargin) 

% 

% func = string name of objective function 

% x0 = starting point of search 

% f0 = objective function at x0 

% df0 = derivative of objective function along dx at x0 

% dx = direction of linesearch 

% a = steplength input as guess output as taken 

% x = final point of search 

% f = objective function at final point 

% flg = indicates how step was determined (0 for Armijo step, 1 for 

%        bracketing and refining a minimum) 

  

% check if descent direction 

if df0>=0 

    warning('linesearch called w/o descent direction') 

    x = x0; f = f0; fcount = [0,0]; flg = 0; 

    return 

end 

% first point 

a1 = 0; f1 = f0; df1 = df0; 

% try initial steplength 

[f,df] = feval(func,x0+a*dx,varargin{:}); 

df = df(:)'*dx(:); 

% keep track of old values & hopefully bracket a minimum 

a2 = a; f2 = f; df2 = df; 

% make sure initial step is feasible 

while isinf(f) 

    a2 = a; 

    a = 0.5*a; 

    [f,df] = feval(func,x0+a*dx,varargin{:}); 

    df = df(:)'*dx(:); 

end 

% decide what to do next based on Armijo condition 

b = 0; % parameter in Armijo condition 

% if f does not satisfy Armijo condition (steplength may be too 

% large) -> decrease steplength until Armijo is satisfied 

if f>f0+a*b*df0 

    while f>f0+a*b*df0 

        if isinf(f2)|(f<=f2) 

            a2 = a; f2 = f; df2 = df; 

        end 

        a = 0.5*a; % decrease steplength 

        [f,df] = feval(func,x0+a*dx,varargin{:}); 

        df = df(:)'*dx(:); 

    end 

end 

% use derivative information 

% if df is positive -> try to bracket a minimumn by interpolation 

if df>0 

%    disp('df is positive') 
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    u = a1-df1*(a-a1)/(df-df1); % quadratic interpolation using derivatives 

    [fu,dfu] = feval(func,x0+u*dx,varargin{:}); 

    dfu = dfu(:)'*dx(:); 

    % decide which points to keep 

    if fu<f 

        a2 = a; f2 = f; df2 = df; 

        a = u; f = fu; df = dfu; 

    elseif f<fu 

        a1 = u; f1 = fu; df1 = dfu; 

    end 

% if df is negative (steplength may be too small)-> increase 

% steplength until bracket a minimum or Armijo is violated 

else 

%    disp('df is negative') 

    while (f2<f0+a2*b*df0)&(f2<=f)&(~isinf(f2)) 

        if (f<f1)&(a~=a2) 

            a1 = a; f1 = f; df1 = df; 

        end 

        a = a2; f = f2; df = df2; 

        a2 = 2*a2; % increase steplength 

        [f2,df2] = feval(func,x0+a2*dx,varargin{:}); 

        df2 = df2(:)'*dx(:); 

    end 

end 

% case where we should have a bracket, but f2 is infinite (seems to come up often) 

while (f<f1)&(f<f2)&(isinf(f2)) 

%    disp('should have a bracket but f2 is infinite') 

    u = a+0.5*(a2-a); % decrease steplength 

    [fu,dfu] = feval(func,x0+u*dx,varargin{:}); 

    dfu = dfu(:)'*dx(:); 

    if fu<f 

        a1 = a; f1 = f; df1 = df; 

        a = u; f = fu; df = dfu; 

    else 

        a2 = u; f2 = fu; df2 = dfu; 

    end 

end 

% last steps 

%[f<f1, f<f2, f2] 

if (f<f1)&(f<f2)&(~isinf(f2)) % bracketing successful -> refine minimum 

    [a,f] = brent(func,x0,dx,a1,a,a2,f1,f,f2,df1,df,df2,varargin{:}); 

    flg = 1; % use conjugate gradient next loop 

else % bracketing unsuccessful -> stop 

    flg = 0; % use steepest descent next loop 

end 

x = x0+a*dx; 

return 

%------------------------------------------------------------------------ 

function [a,f] = brent(func,x0,dx,a1,a,a2,f1,f,f2,df1,df,df2,varargin) 

% one-dimensional minimization by secant interpolation of derivatives 

% 

% [a,f] = brent(func,x0,dx,a1,a,a2,f1,f,f2,df1,df,df2,varargin) 

% 

% func = string name of objective function 

% x0 = starting point of linesearch 

% dx = direction of linesearch 

% a1,a,a2 = bracketing triplet of steplengths (a1<a<a2) 

% f1,f,f2 = objective function at steplengths a1, a, & a2 

% df1,df,df2 = derivative of objective function along dx at stepengths a1, a, & a2 

% a = output as final steplength 

% f = output as objective function at final steplength 

  

itmax = 20; 
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tol = 0.01; 

% check order of bracket 

if (a1>a)|(a2<a), error('brent called with bracket in wrong order'), end 

% initialize 

v = a;fv = f; dfv = df; % middle point on step before last 

w = a;fw = f; dfw = df; % middle point on last step 

e = 0; % distance moved on last step 

olde = e; % distance moved on step before last 

% iterations 

for it = 1:itmax 

    am = 0.5*(a1+a2); 

    tol1 = tol*abs(a); 

    tol2 = 2*tol1; 

    % test for convergence 

    if abs(a-am)<=(tol2-0.5*(a2-a1)), return, end 

    % choose next point 

    if abs(e)>tol1 % try secant method with derivatives 

        d1 = 2*(a2-a1); % initialized to an out-of-bracket value 

        d2 = d1; 

        if dfw~=df % secant method with w point 

            d1 = (w-a)*df/(df-dfw); 

        end 

        if dfv~=df % secant method with v point 

            d2 = (v-a)*df/(df-dfv); 

        end 

        % only keep points in bracket and on the side pointed to by df 

        u1 = a+d1; 

        u2 = a+d2; 

        ok1 = ((a1-u1)*(u1-a2)>0)&(df*d1<=0); 

        ok2 = ((a1-u2)*(u2-a2)>0)&(df*d2<=0); 

        olde = e; 

        e = d; 

        if ok1|ok2 % choose from secant steps 

            if ok1&ok2 % take the smaller step 

                if abs(d1)<abs(d2) 

                    d = d1; 

                else 

                    d = d2; 

                end 

            elseif ok1 

                d = d1; 

            elseif ok2 

                d = d2; 

            end 

            u = a+d; 

            if ((u-a1)<tol2)|((a2-u)<tol2) 

                d = sign(am-a)*tol1; 

            end 

        end 

        if (~(ok1|ok2))|(abs(d)>abs(0.5*olde)) % use bisection instead 

            if df>0 

                e = a1-a; 

            else 

                e = a2-a; 

            end 

            d = 0.5*e; 

        end 

    else % use bisection 

        if df>0 

            e = a1-a; 

        else 

            e = a2-a; 

        end 
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        d = 0.5*e; 

    end 

    % function evaluation 

    if abs(d)>=tol1 

        u = a+d; 

        [fu,dfu] = feval(func,x0+u*dx,varargin{:}); 

        dfu = dfu(:)'*dx(:); 

    else 

        u = a+sign(d)*tol1; 

        [fu,dfu] = feval(func,x0+u*dx,varargin{:}); 

        dfu = dfu(:)'*dx(:); 

        if fu>f, return, end 

    end 

    % decide which points to keep for next step 

    if fu<=f 

        if u>=a 

            a1 = a; f1 = f; df1 = df; 

        else 

            a2 = a; f2 = f; df2 = df; 

        end 

        v = w; fv = fw; dfv = dfw; 

        w = a; fw = f; dfw = df; 

        a = u; f = fu; df = dfu; 

    else 

        if u<a 

            a1 = u; f1 = fu; df1 = dfu; 

        else 

            a2 = u; f2 = fu; df2 = dfu; 

        end 

        if (fu<=fw)|(w==a) 

            v = w; fv =fw; dfv = dfw; 

            w = u; fw = fu; dfw = dfu; 

        elseif (fu<=fv)|(v==a)|(v==w) 

            v = u; fv = fu; dfv = dfu; 

        end 

    end 

end 

disp('exceeded maximum number of iterations') 

return 

%-------------------------------------------------------------------------- 

 

________________________________________ 
The following is from “errDithPixData.m”: 
 
function [err,grad] = 

errDithPixData(frameEstVec,shiftData,xShift,yShift,ds,n,pixOtf,incohOtf,xc,yc,W,imsup) 

  

frameEst = reshape(frameEstVec,[n n]); 

  

if any(size(W)~=size(shiftData)) 

    error('Mask not same size as data') 

end 

  

%Blur the image according to the OTFs 

frameBlurUs = filterImageFourier(frameEst,incohOtf.*pixOtf); 

  

%Initialize the error metric 

err = 0; 

angrad = zeros(size(frameEstVec)); 

usVec = ceil(1/ds:1/ds:n/ds); 

%dsVec = fix(ds/2):ds:n; 

dsVec = 1:ds:n; 
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for x_index = 1:size(xShift,1) 

    for y_index = 1:size(xShift,2) 

        %Calculate the linear phase term to shift the image 

        shiftOtf = exp(-i*2*pi*((ds*xShift(x_index,y_index)-((ds-1)/2))*xc/n+... 

                                (ds*yShift(x_index,y_index)-((ds-1)/2))*yc/n)); 

         

        %Filter to shift the image         

        blurShiftImgUs = real(filterImageFourier(frameBlurUs,shiftOtf)); 

        %Downsample, then upsample 

        blurShiftImgDs = blurShiftImgUs(dsVec,dsVec)*(ds^2); 

        blurShiftImgDsUs = blurShiftImgDs(usVec,usVec)/(ds^2);         

        %Do a naive upsampling of the current image 

        curShiftData = shiftData(:,:,x_index,y_index); 

  

         

        curShiftDataUs = curShiftData(usVec,usVec)/(ds^2);         

                         

        %Calculate error for each pixel 

        pixErr = (blurShiftImgDs - curShiftData).^2;         

        %Downsample, apply pixel mask         

        pixErrDs = W(:,:,x_index,y_index).*pixErr;        

        %Sum over all pixels 

        errSum = sum(pixErrDs(:)); 

        %Sum over frames 

        err = err + errSum;        %Error metric 

                             

        if nargout == 2   %Calculate gradient             

            gmfk = 2*(blurShiftImgDsUs - curShiftDataUs); 

            gmfkUs = gmfk*ds^2;%(usVec,usVec); 

            shiftForPsfOtf = exp(-i*2*pi*((ds*xShift(x_index,y_index)*xc/n)+... 

                                (ds*yShift(x_index,y_index)*yc/n))); 

            psf = ifftshift(ifftn(incohOtf.*pixOtf.*shiftForPsfOtf)); 

            psfflip = flipud(fliplr(psf)); 

             

            psfflip = circshift(psfflip,[1 1]);             

            otf = fftn(fftshift(psfflip)); 

            gwkUs = real(filterImageFourier(gmfkUs,otf)); 

            curW = W(usVec,usVec,x_index,y_index); 

            gradRaw = (curW.*gwkUs);             

            angrad = (angrad + gradRaw(:)); 

        end             

     end 

end 

figure(5); subplot(1,2,1); imagesc(ifftshift(curShiftData)); axis image; colormap gray 

subplot(1,2,2); imagesc(ifftshift(blurShiftImgDs)); axis image; colormap gray 

figure(4); imagesc(ifftshift(frameEst)); axis image; colormap gray 

% keyboard 

  

if nargout == 2 %Caluclate gradient using finite differences 

    grad = angrad(:).*imsup(:); 

end 

  

  

Appendix D.  Annular Folded Lens Design 
 
System/Prescription Data 

 

File : C:\Documents and Settings\rboye\My 

Documents\ThinImager\Hardware\Annular 050 Zeonex 090107.ZMX 

Title:  
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Date : TUE SEP 22 2009 

 

 

GENERAL LENS DATA: 

 

Surfaces                :                5 

Stop                    :                2 

System Aperture         : Entrance Pupil Diameter = 0.5 

Glass Catalogs          : SCHOTT MISC ZEON 

Ray Aiming              : Off 

Apodization             : Uniform, factor =   0.00000E+000 

Temperature (C)         :    2.00000E+001 

Pressure (ATM)          :    1.00000E+000 

 Adjust Index Data To Environment  : Off 

Effective Focal Length  :       0.4641885 (in air at system temperature 

and pressure) 

Effective Focal Length  :       0.4641885 (in image space) 

Back Focal Length       :       0.2076454 

Total Track             :             0.4 

Image Space F/#         :        0.928377 

Paraxial Working F/#    :       0.9287915 

Working F/#             :       0.9237487 

Image Space NA          :       0.4740127 

Object Space NA         :    0.0002499657 

Stop Radius             :            0.25 

Paraxial Image Height   :      0.05571985 

Paraxial Magnification  :   -0.0004643321 

Entrance Pupil Diameter :             0.5 

Entrance Pupil Position :       0.1371509 

Exit Pupil Diameter     :       0.5199371 

Exit Pupil Position     :      -0.4800522 

Field Type              : Object height in Millimeters 

Maximum Radial Field    :             120 

Primary Wavelength      :       0.5875618 µm 

Lens Units              :   Millimeters 

Angular Magnification   :       0.9616549 

 

Fields          : 7 

Field Type: Object height in Millimeters 

#        X-Value        Y-Value         Weight 

 1       0.000000       0.000000       1.000000 

 2       0.000000      60.000000       1.000000 

 3       0.000000      85.000000       1.000000 

 4       0.000000     120.000000       1.000000 

 5       0.000000     -60.000000       1.000000 

 6       0.000000     -85.000000       1.000000 

 7       0.000000    -120.000000       1.000000 

 

Vignetting Factors 

#       VDX       VDY       VCX       VCY       VAN 

1  0.000000  0.000000  0.000000  0.000000  0.000000 

2  0.000000  0.000000  0.000000  0.000000  0.000000 

3  0.000000  0.000000  0.000000  0.000000  0.000000 

4  0.000000  0.000000  0.000000  0.000000  0.000000 
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5  0.000000  0.000000  0.000000  0.000000  0.000000 

6  0.000000  0.000000  0.000000  0.000000  0.000000 

7  0.000000  0.000000  0.000000  0.000000  0.000000 

 

Wavelengths     : 3 

Units: µm 

#          Value         Weight 

 1       0.486133       1.000000 

 2       0.587562       1.000000 

 3       0.656273       1.000000 

 

SURFACE DATA SUMMARY: 

 

Surf     Type         Radius      Thickness                Glass      

Diameter          Conic   Comment 

 OBJ STANDARD       Infinity           1000                                

240              0    

   1 STANDARD       Infinity           0.21                 E48R     

0.5328431              0    

 STO EVENASPH      -1.101086          -0.21               MIRROR     

0.5034102      -1.676014    

   3 STANDARD       Infinity          0.195               MIRROR     

0.4159966              0    

   4 EVENASPH      -2.564509          0.205                          

0.3391827              0    

 IMA STANDARD       Infinity                                         

0.1151274              0    

 

SURFACE DATA DETAIL: 

 

Surface OBJ     : STANDARD  

Surface   1     : STANDARD  

 Aperture       : Circular Aperture 

 Minimum Radius :          0.21 

 Maximum Radius :           0.3 

Surface STO     : EVENASPH  

 Coeff on r  2  :       0.11294283 

 Coeff on r  4  :       0.17372064 

 Coeff on r  6  :        1.8167599 

 Coeff on r  8  :                0 

 Coeff on r 10  :                0 

 Coeff on r 12  :                0 

 Coeff on r 14  :                0 

 Coeff on r 16  :                0 

 Aperture       : Circular Aperture 

 Minimum Radius :           0.2 

 Maximum Radius :          0.25 

Surface   3     : STANDARD  

Surface   4     : EVENASPH  

 Coeff on r  2  :      0.058504323 

 Coeff on r  4  :       -18.593926 

 Coeff on r  6  :        214.97606 

 Coeff on r  8  :                0 

 Coeff on r 10  :                0 
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 Coeff on r 12  :                0 

 Coeff on r 14  :                0 

 Coeff on r 16  :                0 

 Aperture       : Circular Aperture 

 Minimum Radius :          0.07 

 Maximum Radius :          0.17 

Surface IMA     : STANDARD  

 

COATING DEFINITIONS: 

 

 

EDGE THICKNESS DATA: 

 

Surf           Edge 

 OBJ    1000.000000 

   1       0.189795 

 STO      -0.189795 

   3       0.180803 

   4       0.219197 

 IMA       0.000000 

 

SOLVE AND VARIABLE DATA: 

 

 

INDEX OF REFRACTION DATA: 

 

System Temperature:   20.0000 Celsius 

System Pressure   :    1.0000 Atmospheres 

Absolute air index:    1.000272 at wavelength 0.587562 µm 

Index data is relative to air at the system temperature and pressure. 

Wavelengths are measured in air at the system temperature and pressure. 

 

Surf                  Glass    Temp    Pres      0.486133    0.587562    

0.656273 

   0                          20.00    1.00    1.00000000  1.00000000  

1.00000000 

   1                   E48R   25.00    1.00    1.53782934  1.53116017  

1.52835175  

   2                 MIRROR   20.00    1.00    1.53782934  1.53116017  

1.52835175 

   3                 MIRROR   20.00    1.00    1.53782934  1.53116017  

1.52835175 

   4                          20.00    1.00    1.00000000  1.00000000  

1.00000000 

   5                          20.00    1.00    1.00000000  1.00000000  

1.00000000 

 

THERMAL COEFFICIENT OF EXPANSION DATA: 

 

Surf                  Glass     TCE *10E-6 

   0                            0.00000000 

   1                   E48R    60.00000000  

   2                 MIRROR     0.00000000 

   3                 MIRROR     0.00000000 
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   4                            0.00000000 

   5                            0.00000000 

 

GLOBAL VERTEX COORDINATES, ORIENTATIONS, AND ROTATION/OFFSET MATRICES: 

 

Reference Surface: 2 

 

Surf           R11            R12            R13                 X 

               R21            R22            R23                 Y 

               R31            R32            R33                 Z 

 

  0   1.0000000000   0.0000000000   0.0000000000  0.000000000E+000  

      0.0000000000   1.0000000000   0.0000000000  0.000000000E+000 

      0.0000000000   0.0000000000   1.0000000000 -1.000210000E+003 

 

  1   1.0000000000   0.0000000000   0.0000000000  0.000000000E+000  

      0.0000000000   1.0000000000   0.0000000000  0.000000000E+000 

      0.0000000000   0.0000000000   1.0000000000 -2.100000000E-001 

 

  2   1.0000000000   0.0000000000   0.0000000000  0.000000000E+000  

      0.0000000000   1.0000000000   0.0000000000  0.000000000E+000 

      0.0000000000   0.0000000000   1.0000000000  0.000000000E+000 

 

  3   1.0000000000   0.0000000000   0.0000000000  0.000000000E+000  

      0.0000000000   1.0000000000   0.0000000000  0.000000000E+000 

      0.0000000000   0.0000000000   1.0000000000 -2.100000000E-001 

 

  4   1.0000000000   0.0000000000   0.0000000000  0.000000000E+000  

      0.0000000000   1.0000000000   0.0000000000  0.000000000E+000 

      0.0000000000   0.0000000000   1.0000000000 -1.500000000E-002 

 

  5   1.0000000000   0.0000000000   0.0000000000  0.000000000E+000  

      0.0000000000   1.0000000000   0.0000000000  0.000000000E+000 

      0.0000000000   0.0000000000   1.0000000000  1.900000000E-001 

 

 

GLOBAL SURFACE CENTER OF CURVATURE POINTS: 

 

Reference Surface: 2 

 

Surf             X              Y              Z 

  0              -              -              -  

  1              -              -              -  

  2   0.0000000000   0.0000000000  -1.1010857325  

  3              -              -              -  

  4   0.0000000000   0.0000000000  -2.5795092299  

  5              -              -              -  

 

F/# DATA: 

 

F/# calculations consider vignetting factors and ignore surface apertures. 

 

             Wavelength:        0.486133            0.587562            

0.656273     
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 #                Field        Tan       Sag       Tan       Sag       Tan       

Sag 

 1              0.00 mm:    0.9181    0.9181    0.9237    0.9237    0.9262    

0.9262 

 2             60.00 mm:    0.9200    0.9176    0.9256    0.9233    0.9281    

0.9257 

 3             85.00 mm:    0.9218    0.9172    0.9275    0.9228    0.9300    

0.9252 

 4            120.00 mm:    0.9256    0.9163    0.9313    0.9220    0.9337    

0.9244 

 5            -60.00 mm:    0.9200    0.9176    0.9256    0.9233    0.9281    

0.9257 

 6            -85.00 mm:    0.9218    0.9172    0.9275    0.9228    0.9300    

0.9252 

 7           -120.00 mm:    0.9256    0.9163    0.9313    0.9220    0.9337    

0.9244 

 

CARDINAL POINTS: 

 

Object space positions are measured with respect to surface 1. 

Image space positions are measured with respect to the image surface. 

The index in both the object space and image space is considered. 

 

                           Object Space         Image Space 

W = 0.486133 

Focal Length          :           -0.462062            0.462062 

Focal Planes          :           -0.307643            0.001694 

Principal Planes      :            0.154419           -0.460368 

Anti-Principal Planes :           -0.769705            0.463756 

Nodal Planes          :            0.154419           -0.460368 

Anti-Nodal Planes     :           -0.769705            0.463756 

 

W = 0.587562 (Primary) 

Focal Length          :           -0.464188            0.464188 

Focal Planes          :           -0.309238            0.002645 

Principal Planes      :            0.154950           -0.461543 

Anti-Principal Planes :           -0.773427            0.466834 

Nodal Planes          :            0.154950           -0.461543 

Anti-Nodal Planes     :           -0.773427            0.466834 

 

W = 0.656273 

Focal Length          :           -0.465090            0.465090 

Focal Planes          :           -0.309915            0.003049 

Principal Planes      :            0.155175           -0.462041 

Anti-Principal Planes :           -0.775005            0.468138 

Nodal Planes          :            0.155175           -0.462041 

Anti-Nodal Planes     :           -0.775005            0.468138 

 

 
Appendix E.  Process Flow for Mirror Patterning 
Title: Plastic Lens Process 

Author: Ron Briggs 
Revision: Rev A 
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Wafers/Samples:  161-165 
Description:  Mirror depositions for machine turned plastic lenses.  Four remaining samples 
(#165 lost) and several have been reworked multiple times during development of the process. 
Mask Set: SPDT_LENS_MIRROR 
 

Process Summary: 
1. Submount Prep 

2. Front Litho 

3. Mirror Deposition 

4. Submount Prep 

5. Back Litho 

6. Mirror Deposition 

7. Cleans 

 
NOTES: 

1.  Sample material known to be incompatible with Opticlear.  
2.  Sample material will begin to melt above 90C. 
3.  Al films will not adhere to machined areas without ash and ion mill 
 

1. Substrate Prep 

a. SPIN Clean –Program #1 - ACE, IPA rinse 

b. SPIN PMGI SF11 4000rpm, 30s 

c. Softbake, hotplate, 90C, 2m 

d. Place lens die on PMGI after 20sec of softbake, press slightly 

 

2. Front Mirror Litho (Mask: METAL-BACK-FRONT) 

a. Test spray XP Microspray Negative Resist and clean nozzle 

b. spray XP Microspray Negative Resist on sample 

i. 4 even passes at criss-cross pattern 

c. Air dry for 3m to allow bubbles to evaporate 

d. Softbake, hotplate,  90C, 5m 

e. MJB3 align, expose 25s 

f. PEB, hotplate, 90C, 3m 

g. DEV, Immersion, MIF300, 2m40s 

h. DI rinse, petri dish  

 

3. Front Mirror  Dep 

a. ASH, Process #7, 1m, O2 

b. TEMS 5 Dep, Al 1000Å 

c. Run 5m Ar Ion Mill, IonMill300.rec 

d. Record   Run#__________  Pressure_________ 

Load T_________ Run T__________ 
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Xtal B _________ Xtal A__________ 

Al1000 

e. Liftoff –  ACE soak >30m, release sample from submount 

f. ACE Airbrush 

g. Inspect for clean liftoff, PR removal 

 

4. Submount Prep 

a. SPIN Clean –Program #1 - ACE, IPA rinse 

b. SPIN PMGI SF11 4000rpm, 30s 

c. Softbake, hotplate, 90C, 2m 

d. Place lens die on PMGI after 20sec of softbake, press slightly 

 

5. Rear Mirror Litho (Mask: METAL-BACK-FRONT) 

a. Test spray XP Microspray Negative Resist and clean nozzle 

b. spray XP Microspray Negative Resist on sample 

i. 4 even passes at criss-cross pattern 

c. Air dry for 3m to allow bubbles to evaporate 

d. Softbake, hotplate,  90C, 5m 

e. MJB3 align, expose 25s 

f. PEB, hotplate, 90C, 3m 

g. DEV, Immersion, MIF300, 2m40s 

h. DI rinse, petri dish  

 

6. Rear  Mirror  Dep 

a. ASH, Process #7, 1m, O2 

b. TEMS 5 Dep, Al 1000Å 

c. Run 5m Ar Ion Mill, IonMill300.rec 

d. Record   Run#__________  Pressure_________ 

Load T_________ Run T__________ 

Xtal B _________ Xtal A__________ 

Al1000 

e. Liftoff –  ACE soak >30m, release sample from submount 

f. ACE Airbrush 

g. Inspect for clean liftoff, PR removal 
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Distribution 
 
1 MS 1082  Robert Boye, 1725 
1 MS 1235  Cynthia Nelson, 5932 
1 MS 1082  Gregory Brady, 1725 
1 MS 0620  Mial Warren, 5644 
1 MS 0899  Technical Library, 9536 
1 MS 0123  Donna Chavez, LDRD Office, 1011 
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