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Abstract 

The ability to quickly understand and deal with issues on ZR, or to virtually design a future ZX 
accelerator, requires a physics-based capability to simulate all key pulsed power components. 
Highly important for gas switches and transmission lines are surface phenomena: thermionic 
emission, photoemission, field emission, and ion-surface dynamics. These are complex processes 
even at normal conditions, when coupled to the dynamic environment in pulsed power 
components, the current state of the art of understanding is not at the level of science based 
predictive modeling. Modeling efforts at the macroscopic level (finite element based 
hydrodynamic simulations) require detailed information of these processes to yield more reliable 
results. This is the final report of an LDRD project in the science of extreme environments 
investment area; the project was focused on describing the physics of surfaces of materials of 
interest in pulsed-power components. We have calculated the temperature dependence of work 
functions for metals from first principles using density functional theory (DFT) as well as 
investigated the effect of initial oxidation and alloying. By using the GW method, we have gone 
beyond DFT to calculate work functions for Al. The GW work required base-lining the GW 
results for different systems, since GW lacks a description of total energy. Lastly, we 
investigated the more macroscopic physics of how a surface and bulk material responds to a very 
high current under a short time, representative for current loads in pulsed-power components, 
with emphasis on materials modeling. These simulations were made using two hydrodynamic 
codes, ALEGRA and MACH2, in order to focus on the materials models themselves.
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INTRODUCTION 
The ability to quickly understand and deal with issues on Z, or to virtually design of a future ZX 
accelerator requires a physics-based capability to simulate all key pulsed power components. The 
ability to simulate these components at a physics level is critically dependent on our ability to 
acquire key material properties, especially surface phenomena, to use in EM codes. The project 
broadened the scope of our first-principles modeling to include surface phenomena relevant to 
surface induced electrical breakdown. For example, thermionic emission, photoemission, field 
emission, and ion-surface dynamics are all highly important for pulsed power applications like 
gas switches and transmission lines. We have developed a capability to calculate work functions 
for different materials, including the effect of oxidation and surface alloying. Knowledge of the 
work function is of direct importance for secondary emission of electrons from multiple sources. 
We began by studying metals (aluminum, copper, tungsten) and the effect of oxidation and 
impurities using Density Functional Theory (DFT), followed by work employing a many-body 
theory approach. During the last year, focus shifted to dynamic material effects of high currents 
in pulsed-power components. 
 
Overview of the project and the report 
A part of the project was devoted to fundamental work in Density Functional Theory (DFT); we 
benchmarked a new exchange-correlation functional (AM05) for its overall performance for 
solid state systems (Appendix A) as well as compared it to a more recently developed functional 
(Appendix B). A brief review of the theory is included in the report. 
 
First-principles simulations of work function was a central part of the project from start to finish, 
initial results were presented at the 2008 March meeting of the American Physical Society in 
New Orleans, LA and a manuscript planned for submission to Physical Review B is included as 
Appendix C. 
 
We utilized the capacity developed to perform first-principles based calculations of the work 
function of materials and coupled it to modeling of secondary emission. We thus went beyond 
the present modeling of secondary emission by using a combination of results from QMD: work 
function, real- and imaginary parts of the dielectric constant, conductivity, and optical transition 
matrix elements. The approach is briefly described in the report. 
 
During the last half of the project, the refurbishment of the Z accelerator was finalized and new 
issues arose regarding general questions of how high current conductors behave. In particular, 
how would even higher currents in future generations of accelerators affect the performance of 
conductors? We therefore revised the project plan to include rad-MHD simulations of surface 
dynamic response to high-current conditions as well as design and manufacturing of a graded 
density conductor. 
 
The report begins with brief background motivating the work, which is followed by an extensive 
methods section describing the technical approaches used in the project integrated with the 
results. A brief results section summarizing the main findings follows the methods section. 
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Gas switches and surface emission 
Simulations of HEDP systems are routinely done using complex radiation-hydrodynamics codes 
like ALEGRA, HYDRA, LASNEX, or MACH. Common to all simulations is an extensive use 
of material models, the quality of which directly determines the fidelity of the simulations. 
Developing high-quality models is thus very important in order to perform macroscopic 
simulations with confidence. 
 

 
Figure 1. Schematic of a gas switch, understanding the emission of electrons from surfaces is 

important in order to model the break-down dynamics of the switch. 
 
To improve the materials models we have applied a range of methods: DFT based molecular 
dynamics (MD) simulations, we calculated work functions using both DFT and the many-body 
theory GW. Finally, surface emission from a Cu surface was estimated by performing Monte 
Carlo (MC) transport simulations. 
 
High current conductors 
The development of high power pulse technology is the consequence of growing demands for 
high power sources of energy in various research areas, such as inertial confinement fusion, high 
pressure shock compression of solids or weapons physics, including electromagnetic launchers, 
microwave and X-ray generators, nuclear effects simulators. In a pulse power machine, energy is 
collected from some primary source energy at low power level, low power density, and stored in 
some temporary storage. Then, the energy is rapidly released from storage and converted into a 
power of pulsed form. After further compression of the pulsed power, the power is finally 
delivered to the load at high power level and high power density. As larger pulse power drivers 
are being built in order to reach higher peak currents, conditions at the load such as temperature 
and density reach a limit where significant losses occur and material cannot sustain the extreme 
conditions. Presently, the Z accelerator [1] at Sandia National Laboratories generates currents as 
high as 26 MA and linear current densities exceeding 5 MA/cm. In these conditions, the energy 
radiated by a wire load could reach 2.7 MJ. 
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Figure 2:  Z accelerator and load region, the region exposed to the strongest currents.  

Conductors carrying very high currents show losses of an electromagnetic and shock 
compression nature [2,3]. The electromagnetic losses are caused by the magnetic flux diffusion 
in the conductor, as well as by joule heating of the skin layer. Also, the magnetic pressure pushes 
on the surface of the conductor, generating a shock that propagates into the conductor. The 
material between the surface and the shock front is compressed, heated and accelerated by the 
shock, which requires some energy from the system and results in a loss. A detailed description 
of the loss mechanism can be found in references 2 and 3. 
 
Understanding the properties of materials is essential to improving performance and to reach 
higher current densities in smaller loads.  In the present work, we performed radiative magneto-
hydrodynamic (RMHD) simulations to investigate several materials when subjected to high 
current densities. The present study differs from previous similar work [4] in that new and 
improved equation of states and conductivity models are employed in this study. During the last 
year questions arose regarding general behavior of extremely high and rapid currents in 
conductor. For example, how would even higher currents affect the performance of transmission 
lines. We revised the project plan to include rad-MHD simulations of surface dynamic response 
to high-current conditions as well as a prototype construction of a conductor with graded density, 
build from a Ta core to a pure Cu surface. The design allows for high surface conductivity on a 
high-density conductor, the heavy core allowing for increased shock impedance, thus delaying 
increase in electrical impedance due to kinetic motion of the conductors. The design was 
simulated in hydrodynamics simulations of graded density conductors. 
 
 

METHODS AND RESULTS 
In order for materials simulations to be predictive, we must employ a method that works across 
materials, is not based on fitting to experiments from first principles. It needs to include 
dissociation of molecules, bound electrons as well as free electrons. The theory must be a 
quantum theory while at the same time efficient enough to allow for long-time simulations of the 
dynamics. Density Functional Theory (DFT) has for a long time been successfully been applied 
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to problems in condensed matter physics and chemistry, much more recently DFT has been used 
in the HEDP regime. 
 
Density Functional Theory 
DFT is a formally exact reformulation of the Schrödinger equation, the original papers of 
Hohenberg and Kohn [5] and Kohn and Sham [6] are well worth reading, and so is Kohn’s Nobel 
Lecture [7]. Later reviews are also available, including a recent review by one of the authors [8] 
on the more practical aspects of performing high-quality calculations. The main approximation 
of the theory is the choice of the so-called exchange-correlation functional. The first 
approximation, the local density approximation (LDA) was put forward already in the pioneering 
work [6]. LDA works excellently for many systems, in particular metals, but rather poorly for 
molecules. Functionals taking the gradient of the density in to account were developed later by 
many: Becke, Lee, Yang, and Parr (BLYP) [9], PW91 [10], PBE [11], and revised PBE (RPBE) 
[12]. Gradient corrected functionals improved significantly upon LDA for molecular systems. 
However, only PW91 and PBE are widely used for solid-state problems. For along time, PW91 
and PBE were considered equivalent, and are often referred as the generalized gradient 
approximation (GGA). Only recently was it discovered that PW91 and PBE can, and do, yield 
different results [13]. 
As computers became faster and codes more efficient, it became possible to apply DFT also to 
solid-state problems that require several tens of atoms in the super-cell: surfaces, defects, 
interfaces, and alloys. As this development accelerated, there were only two xc-functionals 
available: LDA or GGA (PW91/PBE). This changed in 2005. 
 
The AM05 functional 
Development of an exchange-correlation functional based on a surface model system was 
discussed by Kohn and Mattsson [14]. The approach was later formalized and generalized in the 
subsystem functional scheme [15] and implemented in the AM05 functional [16]. AM05 
involves two model systems: the uniform electron gas is used in regions that are locally bulk-like 
and a surface functional (derived from the Airy gas [14] and jellium surfaces) for regions that are 
locally surface-like. By including two different exact reference systems, AM05 constitutes a 
systematic improvement over LDA. In the first paper, it was demonstrated that AM05 gives 
lattice constants and bulk moduli to high accuracy for Al (simple metal), Pt (transition metal) and 
Si (semi conductor) [16]. AM05 was implemented in VASP 5.1 during 2007 and the initial 
benchmarking on solids with the VASP code [17-18] was made as a part of the LDRD project. 
We compared results for 20 solids (Al, Ag, Pd, Rh, Cu, GaAs, GaP, Na, NaF, NaCl, MgO, SiC, 
Si, C, GaN, BN, BP, Li, LiF, and LiCl), it was confirmed that AM05 yields lattice constants that 
on average are significantly better than LDA, PBE, RPBE, and BLYP [19], mean absolute errors 
are shown in Figure 3. 
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Figure 3. Mean absolute errors for lattice constant (left) and bulk modulus (right) for 20 solids 
with seven exchange-correlation functionals: PBE0 and HSE06 [20] and AM05, LDA, PBE, 
RPBE, and BLYP [19]. 
 
We conclude that new functional partly employed in this work, AM05, performs on average as 
well as computationally significantly more expensive hybrids. After successfully benchmarking 
the functional on a variety of solids followed by specific tests on different material, like 
polymers and oxides. AM05 is at present the functional that is first employed when facing a new 
problem in the areas of dynamical materials and high energy-density physics at Sandia. 
 
Kubo-Greenwood response 
While DFT readily described bulk properties like lattice constant, bulk modulus, surface 
relaxation, and other structural phenomena, Michael Desjarlais pioneered the use of linear 
response in the HEDP regime, with the first application being Al [21]. The conductivity of Al in 
the warm-dense matter regime was successfully investigated using the Kubo-Greenwood (KG) 
formula for conductivity [21]. The KG formulation gives the conductivity directly from the 
wave-functions of the system, without assumptions of, for example, relaxation times or cross-
sections. 
 
 

  

€ 

σ k (ω ) =
2πe2h 2

3m 2ωΩ
(F(ε i,k )−F(ε j,k ))

i=1

N

∑
j=1

N

∑
α=1

3

∑ Ψ j,k ∇α Ψi,k

2
δ (ε j,k −ε i,k − hω ) 

Eq. 1 Kubo-Greenwood conductivity. 
. 

Here, εi is the energy of state i, F(εi) is the Fermi occupation, while 

€ 

Ψ j,k ∇α Ψi,k  is the matrix 
element for optical transition between states j and i. We have used this approach for studying the 
electronic properties of Al, W, Cu, Alumina, and Al/Cu alloys. All materials are of importance to 
pulsed power components. The frequency dependent optical conductivity is also the foundation 
for calculation of the q-dependent electron loss function employed to calculated electron mean-
free paths and scattering probabilities. 
 
Calculation of work function from first principles 
The work function is calculated as the difference between the Fermi energy and the vacuum level 
in a periodic structure, modeling surfaces and vacuum as shown in Figure 5. The work function 



 

14 

enters all modeling on surface emission, it’s therefore a key quantity to calculate from first 
principles. 
 
DFT calculation of work function for metals and surface oxides 
We began by studying tungsten for two main reasons: its importance in the Z program and the 
availability of experimental as well as previous theoretical work. The first step in calculating the 
work function at finite temperature is a long QMD simulation, establishing equilibrium. 
 

 
Figure 4. Side view of a 6 layer super cell of W(100), snapshot at 400 K. 

 
Next, the approach is similar to that taken to calculate optical properties: post-processing, high-
accuracy calculations of several (about 20) snapshots from the simulation. Figure 2 shows the 
local potential across the simulation cell (averaged in the two other directions) for two cases, 0 K 
and 700 K. Note the perfect symmetry of the 0 K calculation in comparison to the thermal 
disordered at 700 K. 
 

 
Figure 5. Electron potential energy across the full periodic super cell, including slab and 

vacuum regions (points), Fermi-energy (red), and interval over where the vacuum potential was 
sampled (blue): 0 K (left), and 700 L (right). At 700 K, the potential was averaged over 20 

configurations extracted from a long QMD simulation. 
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With the capability developed to calculate work functions, we continued by studying the effects 
of temperature as well as surface impurities: alloying and initial oxidation. The change in work 
function with temperature as well as surface impurities is shown in Figure 6. 
 

 
Figure 6. Left: work function for W(001) as a function of temperature: the present study (blue), 
experimental data [22] (red line), and DFT results at 0 K [23] (purple). Right: work function at 0 
K when substituting surface W atoms with O (red) and Cu (orange), surface alloying affects the 

work function significantly. The theoretical results were presented at an APS meeting [24]. 
 
Following tungsten, we studied Cu and Al before turning to surface oxides. How the surface 
structure and work function changes with oxidation of Al, including interfacing with the intrinsic 
alumina layer of a natural aluminum surface. Figure 1 shows progressive oxidation of Al. Results 
were presented at the APS March meeting in New Orleans 2008 [24]. 
 

        
Figure 7. Four cells used to investigate the effect of oxidation on the work function of Al. Bare Al 
(111) (Φ=4.2eV); Al(111) with chemisorbed O (Φ=4.97 eV); Al(111) interfaced with κ-Alumina 
(Φ=5.06 eV); Al(111) with chemisorbed O interfaced with κ-Alumina (Φ=6.92 eV). The formation 
of a chemisorbed layer in combination with the oxide significantly enhances the work function. 



 

16 

 
Work function of Alumina 
Not only metals are of interest, but also oxides. We chose to look at alumina due to its use as a 
dielectric in high-voltage applications as well as natural occurrence in surfaces of aluminum, see 
Figure 7. 
 
Our initial lattice used the Κ-phase of alumina with 24 oxygen atoms and 16 aluminum atoms.  
The beginning lattice [25] was 
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4.8041 0 0
0 8.2543 0
0 0 8.8785
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 
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∗ s 

 
where s was used to vary the density over a narrow range. We used VASP 5.1 with an energy 
cutoff of 800 eV, the AM05 functional, and a 4x4x4 gamma centered Monkhorst k-point set. A 
majority of the simulations were run on RedStorm using a massively parallel implementation by 
Paul Kent [26]. The simulations were run triply periodic at 0 Kelvin to map out a cold curve and 
estimate where VASP predicted the rest state for the material was (see Figure 8). Using a 
quadratic fit to the cold curve points, the minimum energy was estimated at s = 1.0080861.  
 
We used this lattice as the starting point and varied the matrix elements to get a better 
approximation of the VASP calculated rest energy and density.  

€ 

m =

4.8430* x 0 0
0 8.3210* y 0
0 0 8.9503* z

 

 

 
 
 

 

 

 
 
 

 

x, y, and z were changed from 0.95 to 1.05 by 0.01 independently so we had a volume in which 
to find the minimum. We used Mathematica [27] to create a fit function to the 1000 cold curve 
simulations and used the FindMinimum[] function to calculate what x, y, and z  corresponded to 
the minimum energy.  Figure 9 shows the over lapping surfaces (energy[x,y]) where each surface 
is a different z. We then did the same thing but using the LDA potential.  We compared the 
results of the AM05 potential and LDA potential and found that AM05 was closer to the 
experimental data adjusted to 0 Kelvin. 
 

Table 1. Lattice values at the calculated minimum energy. 
 

 X Y Z Density 
Ref 28 4.831 8.300 8.923 3.7857 
Ref 29 4.840 8.321 8.945 3.7598 
LDA 4.81368 8.26528 8.88001 3.8346 
AM05 4.84558 8.32836 8.95626 3.7475 
 
Once we had the lattice values, we then doubled the number of atoms in all three directions for a 
total of 320 atoms.  
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We ran this configuration as a molecular dynamics simulation at 300 Kelvin, 1200 Kevin, and 
1800 Kelvin until the energy and pressure equilibrated. The MD simulations were done using 
one complex k-point (0.25,0.25,0.25). Once the simulations had equilibrated, a vacuum was 
introduced in one direction (x) and re-equilibrated. Figure 15 shows the periodic block structure 
used to calculate the surface potential.  In reality, there is no second block and a periodic 
boundary is assumed. The total simulated volume is expanded by x*1.6 for a vacuum of 5.815 A 
between blocks.  VASP failed to converge for a vacuum larger than that. 
 
After the vacuum simulations had equilibrated, we calculated the local potential for ten different 
time slices starting from the last one and taking every 17th one from there.  The potential was 
averaged in y and z for each x (see Figure 16) and the difference between the Fermi energy and 
the void for each temperature. 
 

Table 2. Work function energy for Κ-phase alumina. 
 300 Kelvin 1200 Kelvin 1800 Kelvin 
Κ-Alumina 4.830eV 4.874eV 4.537eV 
 
Also, the 300 Kelvin non-void simulation was a perfect insulator, but when void was introduced, 
the material because more conductive (many of the bands showed partial occupation), due to 
surface states not present in the pure bulk oxide. 
 

 
 

Figure 8.  VASP calculated cold curve for Κ-phase Alumina. 
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Figure 9. Over lapping surfaces (energy[    ]) where each surface is a different  , the plot 
simultaneously illustrates minimization in the three lattice parameters of Κ-alumina. 

 
Figure 10. Simulation space of the slab geometry, with the periodicity of the simulation shown. 

The second block of atoms is not actually used. These atoms are shown in their perfect Κ-
phase alumina position before being equilibrated at a finite temperature.  
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Work function of Copper 
Copper is an FCC metal and periodic in all three directions. Therefore we would use just the cold 
curve to find the minimum energy.  The energy cutoff was 800 eV and the k-points were a 
24x24x24 gamma-centered Monkhorst k-point set. 
 

Table 3 Reference energy by pseudo-potential for FCC copper at 0 Kelvin. 
 

Pseudo-potential Reference 
Density (g/cc) 

LDA 9.645 

PBE 8.785 

AM05 9.300 

 
We ran 28 atom simulations (7 layers with 4 atoms in each layer) to steady state at 100 Kelvin 
and 700 Kelvin using all three pseudo-potentials at their respective reference densities and an 
4x4x1 Monkhorst k-point set. To calculate the work potential, we changed the k-point set to 
8x8x1 and used 10 time slices gapped 50 cycles apart.  The amount of void was approximately 
13 A. Table 4 shows the work function energy results. 
 

Table 4. Work function energy for copper for each pseudo-potential at 100 and 700 Kelvin. 
 

Pseudo-potential 100 Kelvin 700 Kelvin 
LDA 4.881 eV 4.887 eV 
PBE 4.491 eV 4.469 eV 
AM05 4.481 eV 4.484 eV 
 
For copper, we performed one simulation using 108 atoms in the simulation (4 atom basis cell 
expanded 3 times in each direction) and found our work energy to be approximately 4.2eV, 
within 0.2 eV from experimental data [30]. 
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Inelastic electron-electron scattering from first principles: Cu. 
The work function is needed in order to estimate the emission of electrons from the surface: a 
high work function leads to fewer emitted electrons. The second step in calculating surface 
electron emission is to model electron scattering, in particular inelastic processes. To this end, 
we calculate the optical properties of the material and derive the q-dependent electron-electron 
interaction [31,32]. 
 

 
Figure 11 Electron energy loss function ELF(ω) for Cu from QMD (left). Q-dependent electron 

energy loss function ELF(q,ω) (right) derived by solving for ω in the dispersion relation.  
 
The inelastic scattering is key to modeling secondary electron emission: it determines the 
probability for electrons to loose energy in the material as secondary electrons are emitted. When 
combined with a model for elastic scattering, we thus have a description of electron dynamics in 
a surface region. The processes are suitable for Monte Carlo (MC) type simulations. Our initial 
attempt to employ an existing electron-electron scattering MC code [33] was unsuccessful due to 
the code’s limited real-space treatment. We instead programmed a Monte Carlo routine in 
Mathematica. The Mathematica alternative has an advantage in that it has been integrated with 
the existing Mathematica programs/notebooks for optical properties. 
 
The MC simulation currently includes: energy and momentum (vector) conservation, elastic 
electron scattering, inelastic (secondary) electron scattering derived from QMD, random initial 
distribution of electrons depending on frequency, and finally surface emission depending on the 
work function calculated from QMD. It is straightforward in the code to refine the scattering 

processes as well as the surface emission 
probability as a function of energy. 
 

Figure 12. Points of scattering for 20 initial 
electrons at 12 eV in the region close to the 

surface. Vacuum is Z<0 and the color coding is 
with respect to distance to the surface (blue 

close to surface, red deep in the bulk) (right). 
Electron emission probability for different 

photon energies; 500 electron trajectories were 
initiated and followed for each initial energy. 
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Beyond DFT, applying GW theory to a wide-gap insulator – alumina 
Metals are well described by DFT, also properties like DC conductivity and low-energy optical 
absorption. However, the same cannot be said about semiconductors and insulators. In this 
section, we will discuss and describe how a many-body theory can be applied to with high 
accuracy calculate excited states. We chose to investigate the electronic structure and dielectric 
function of alumina, Al2O3. Alumina is an important insulator, used as high-voltage insulation in 
general and in pulsed power components in particular. 
 
Introduction and description of method 
Alumina, or α-Al2O3 is one of the main constituents of minerals, and its electronic structure is of 
great interest for mineralogists. Technologically, the α-Al2O3  is insulator with large band gap 
and is able to remain transparent even after exposures to high doses of radiation. It is one of most 
important ceramic materials with exceptional properties such as great hardness, chemical 
inertness, and high melting temperature. These properties have made alumina a material of 
frequent use in technological applications such as catalysis, coating, microelectronics, composite 
materials, advanced material technology and high energy density physics. The study of alumina 
is also important because Al2O3 can be considered as the final stage in the oxidation of Al 
surfaces.  
During the last few decades α-Al2O3 has been studied both experimentally and theoretically. A 
review of its properties was given by French [34].  The first-principle calculations of electronic 
structure for α-Al2O3 were performed in framework of density functional theory (DFT) using 
LDA of GGA approximations [34-41]. As expected, the DFT approach underestimates the band 
gap of alumina, giving the band gap in a range 6.2-6.6 eV, depending on method used. The 
experimental band gap at zero temperature is 9.13 eV [34] (room temperature gap is measured to 
be 8.8 eV with linear temperature dependence coefficient –1.1 meV/K in range of temperatures 
from 300K to 900K). Some other features of electronic structure calculated in DFT also do not 
agree well with experiment. For example, position of lower valence band (LVB) is predicted to 
be 16-17 eV below the valence band maximum (VBM), while x-ray photoemission spectroscopy 
(XPS) puts it near 20 eV below VBM [41].  The aim of the first part of present report is to 
calculate the electronic structure of α-Al2O3 by recently developed [42-44] quasiparticle self-
consistent GW (QSGW) approach that proved to be very successful in describing electronic 
structure and other properties of wide classes of materials, and, in particular, improves the 
agreement of calculated band gaps for semiconductors and insulators with experiment [43]. 
I start with very brief overview of LDA/DFT and QSGW methods. In LDA/DFT theory the wave 
functions and energies are obtained from the Kohn-Sham equation 

.                                (1) 
Here Vext is external potential, VH  is Hartree potential and Vxc is LDA exchange-correlation 
potential. In GW theory quasiparticle wave functions and energies are obtained from similar 
equation except energy-dependant and, in general, non-hermitian self-energy term  
substitutes the LDA exchange-correlation potential. In QSGW approach [42-44] we transform 
the self-energy to energy independent and hermitian matrix 

.                                     (2) 
Here n and n’ are band indexes of wave-function in modified Kohn-Sham equation 

.                                  (3) 
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Self-consistency of self-energy is obtained by iterations. Converged self-energy (obtained from 
Σ=GW formula) is equal to self-energy in Eq. (3) (within some small tolerance) that was used in 
calculations of wave functions, quasiparticle energies, and, consequently, Green function G and 
dynamically screened Coulomb interaction W. We argue [42-44] that self-consistent calculations 
with self-energy constructed by Eq. (2) are more physically sound compare to one-short GW or 
conventional self-consistent GW calculations. The QSGW approach is consistent with Landau-
Silin quasiparticle theory while conventional self-consistent GW is not. The present QSGW 
method is considered  today as the most accurate method for electronic structure calculations in 
solids and has been implemented recently by two well-known groups in Europe: VASP and 
ABINIT groups. 
 
Electronic structure of Al2O3 
Now I turn to calculation of electronic and optical properties of α-Al2O3. The coordinates of four 
Al and six O atoms in the α-Al2O3 and unit cell translation vectors are taken from web-page 
http://cst-www.nrl.navy.mil/lattice/struk/d5_1.html [45]. The well converged self-energy 
calculation was obtained with nk=3 divisions along each axis in k-space (one-shot calculations 
with nk=4 shows quasiparticle energies difference less the 0.02 eV).  Approximately one day of 
single-processor (AMD Opteron 2222 SE with 3GHz frequency) CPU time takes to complete 
one GW iteration for nkgw=3. Four GW iterations were enough to reach the self-consistency in 

self-energy.  
 

Figure 13. DOS of α-Al2O3: QSGW (green solid line) and LDA (blue dashed line). XPS 
data of 1976 experiment, Ref. [41] (red dotted line), and data of 1990 experiment, Ref. 

[34] (black dotted line), are shown normalized to height of LVB and UVB peaks. Zero on 
the figure is valence band maximum (VBM). 
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The LDA and QSGW density of states (DOS) of α-Al2O3 (calculated here as sum of projections 
of partial DOS to muffin-tin spheres of all 10 atoms) is shown on Figure 13 in comparison with 
experimental XPS data. We see that position of LVB calculated in QSGW shifts to lower 
energies compare to LDA in agreement with position of experimental XPS peak near –20 eV. 
The width of UVB is increased in QSGW compare to LDA, also in agreement with XPS data 
(black dotted line on Fig. 1). The shoulder-like structure at -10 eV in earlier 1976 experiment 
contradicts the theoretical DOS, both LDA and GW. This shoulder is considered to be due to 
surface contamination [35] in earlier XPS data and is absent in recent XPS data [34] and x-ray-
emission spectra [46]. 
The band structure of α-Al2O3 calculated by LDA and QSGW methods is shown in Figure 14. I 
obtain direct Γ-Γ band gap in both LDA and QSGW approaches (some earlier calculations [35] 
reported indirect band gap, just slightly smaller then Γ-Γ gap, but newer calculations [37] 
suggest that the gap is direct). It is seen that GW significantly change the LDA picture: band gap 
increases from 6.18 eV to 10.18 eV, widths of lower and upper valence bands (LVB and UVB) 
increase and center of LVB shifts to lower energies. The 1.05 eV error of QSGW band gap is 
significantly less then the LDA error of 2.95 eV.  
 

 
Figure 14. Band structure of  α-Al2O3.: GW (green solid line) and LDA (blue dashed line). 

Experimental band gap 9.13 eV [34] at zero temperature is shown at Γ point. 
 
In order to analyze remaining GW band gap error, the band gaps for over 30 sp semiconductors 
and insulators calculated in LDA, one-shot GW and QSGW [43] are shown in Figure 15. Left 
panel of Figure 15 shows LDA band gaps and one-shot GW band gaps as function of 
experimental gaps. We see that LDA significantly underestimate the gaps, with average error of 
the order of 1-2 eV, (including 2.95 eV underestimation for α-Al2O3, shown by read arrow in  
Figure 15. 
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One-shot GW produces much better results, but it still underestimates the gaps with an average 
error of the order of 0.5 eV. The QSGW results shown on right panel of Figure 15 show even 
better accuracy: average error of the order of 0.1-0.2 eV, errors that tend to be smaller for low-
band gap systems. Another point to notice is that, unlike LDA and one-shot GW, the QSGW 

band gap error is highly systematic. QSGW 
systematically (slightly) overestimate the band 
gaps and the error worsens for higher band 
gap materials; one can drew a straight line 
through the QSGW band gap results. The 
largest QSGW error on the right panel of 
Figure 15 is 1.03 eV for α-Al2O3  (which has 
largest band gap).  
  

 
In order to explain the systematic 
overestimation of the band gaps in QSGW in 
Figure 16 the dielectric constants calculated 
by LDA and QSGW methods for number of 
materials (for α-Al2O3 it is shown by red 

arrow). We see that LDA dielectric constants are more or less close to the experiment (although 
in a non-systematic manner), while the QSGW dielectric constants are systematically 
underestimated. The line at 20% underestimation of ε is shown on Figure 16 describes the  

Figure 16. LDA and QSGW dielectric constants 
in comparison with experiment. Results for α-

Al2O3 are shown by read arrow. 

Figure 15. Horizontal axis - experimental band gaps, vertical axis – calculated band gaps. Left 
panel: LDA (red squares) and one-shot GW (circles) gaps; right panel: QSGW gaps. Results 

for α-Al2O3 are shown by red arrow in both panels. 
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general QSGW trend. We argue [43] that systematic 20% underestimation of dielectric constant 
in QSGW is due to neglect of exitonic effects (electron-hole interactions) in calculation of 
polarization operator. 
The LDA dielectric constant seemingly good agreement with experiment is coincidental and is 
actually due to cancellation of two independent errors: (1) neglect of exitonic interaction (that 
would reduce electron-hole excitation energy in calculation of polarization function, P), and (2) 
underestimation of the band gaps (that would increase electron-hole excitation energy in 
evaluation of P). The GW results correctly describe band gaps (at least compare to LDA), but 
still neglect electron-hole interaction. Neglect of electron-hole interaction leads to increase of the 
electron-hole excitation energy, that decreases calculated polarization operator, underestimates 
dielectric constant (see Figure 17), that, in turn, underscreen Coulomb interaction W 
[schematically, W=V(1-VP)-1]. Thus, self-energy [schematically, Σ=GW] and obtained  band 
gaps are overestimated. The small error in dielectric function (or polarization operator) is more 
pronounced when the dielectric constant itself is small. Because the dielectric constant is small 
for wide band-gap semiconductors, the band gap overestimation is larger when the band gap is 
large. Thus, the error should increase roughly proportional to the band gap, as conformed on 
right panel of Figure 3, reaching from 0.1-0.2 eV for small band gap materials to 1.03 eV error 
for α-Al2O3. 
In order to estimate the exitonic effect we have been using a simple rule, namely we scale the 
GW addition to LDA Hamiltonian, Σ-Vxc, by factor 0.8 (such renormalization make sense 
because dielectric constant is too small by a nearly universal factor of 0.8, (see Figure 16). This 
rule works very well in simple semiconductors, and a number of insulators like MgO and 
SrTiO3. For example, the gap of MgO is 7.8 eV; QSGW puts it at 8.9 eV. The scaled-sigma 
result is ~7.9 eV for MgO. Applying this simple “scaled (Σ-Vxc)” rule to α-Al2O3 we obtain band 
gap 9.39 eV.  
Another source of band gap error is zero-point motion (ZPM) effect that renormalizes the band 
gap due to small quantum oscillation of lattice at zero temperature. The ZPM effect is larger for 
lighter materials, such as diamond, AlN, MgO, and Al2O3. In diamond, this effect leads to 
reduction of the gap by ~0.5 eV; in MgO by ~0.3 eV, and in AlN by 0.24 eV. In α-Al2O3 ZPM 
effect is presently not calculated, but it should be around 0.3 eV – larger then for AlN because 
the O/Al ratio (lighter to heavier component) in Al2O3 is bigger than the N/Al ratio in AlN. Thus, 
combining  “scaled (Σ-Vxc)” rule that mimic effect of electron-hole interaction, and ZPM effect, 
we obtain the estimation of α-Al2O3 band gap ~9.09 eV that is in prefect agreement with 
experimental value 9.13 eV.  
 
Dielectric function of Al2O3 
The dielectric function of α-Al2O3 has been calculated by several authors within DFT [35-37] 
and all obtained similar shape of Im(ε). Also the position (at 12-13 eV) and amplitude (~5.5) of 
main peak in Im(ε) is similar in these works.  The Im(ε) calculated within LDA approach in this 
work and by Holm et al. [35] is shown on Figure 17 together with experimental data [47]. Our 
LDA dielectric function is very close to dielectric function obtained by Holm et al. except the 
second peak in Im(ε), located at 16 eV, is less pronounced and 18% smaller in our calculations. 
The agreement of the LDA calculations with experiment seems reasonably good. Some 
disagreement is in position of onset of Im(ε). It is at ~6 eV in LDA, while it is at ~8 eV in the 
experiment. This is due to mentioned above underestimation of the band gap in LDA. Also the 
maximum of main experimental peak is located at 13 eV, while in LDA it is at 11 eV.  
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Figure 17. Imaginary part of dielectric function calculated by LDA approach: this work (blue 
dashed line), Holm et al. [37]  (green solid line). Experimental data [47] is shown by red dotted 
line. 
 
The imaginary and real part of dielectric function of α-Al2O3 calculated within LDA and QSGW 
approaches are shown on Figure 18 together with experimental data [47]. The peak of Im(ε) 
calculated in GW is shifted by ~5 eV to higher energies and is also reduced in amplitude 
compare to LDA. The structure of real part of ε also shifts to higher energy. At zero photon 
energy the dielectric constant  is 2.52 in QSGW; 3.12 in LDA; and 3.07 in experiment, thus 
GW underestimation the dielectric constant by 18%, that agree with general GW trend of 20% 
underestimation (see Figure 16). Overall, GW seems to make things worse and destroy the 
agreement of LDA and experiment. Again, the artificial agreement of LDA with experiment is 
due to cancellations of two independent errors: band gap underestimation and neglect of 
electron-hole (e-h) interaction. In GW the band gap is more accurate then LDA, but neglect of e-
h interaction results in shifting the position of the peak in Im(ε) to higher energies.  
 

 
 

Figure 18. Imaginary (left panel) and real (right panel) parts of dielectric function of  α-
Al2O3 calculated by LDA (blue dashed line), and  QSGW (green solid line) approaches. 

Experimental data [47] shown by red line. 
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To further highlight importance of e-h interaction for calculation of ε(ω) I present on Fig. 7 
experimental and theoretical dielectric function for MgO. MgO is similar to α-Al2O3 compound: 
Mg and Al are neighbor elements, MgO and Al2O3 have similar large band gap and small 
dielectric constant, and, consequently, both materials have strong e-h interaction due to weak 
screening. Dielectric function for MgO has been recently calculated [48] with inclusion of e-h 
interaction within Hanke-Sham framework. Analogously to Al2O3 case, the overall LDA position 
of Im(ε) structure for MgO seems in better agreement with experiment as compare to GW. 
Again, similarly to Al2O3, the detailed peak structure of LDA Im(ε) is not in good agreement 
with experiment, including the ~3 eV underestimation of the onset point and missing peaks at 13 
eV and 17 eV.  
Benedict et. al [48]  calculated Im(ε) of MgO staring with quasiparticle (QP) electronic structure: 
they stretched the LDA valence and conduction bands by 14%, and 2% to mimic the results of 
quasiparticle calculations (though they did not change LDA wave functions). Also, they used the 
MgO band gap 7.8 eV and dielectric constant =3.03 as input in their calculations. The Im(ε) 
obtained in Ref. [48] without inclusion of e-h interaction, denoted as ‘QP no e-h’ on right panel 
of Fig. 7, is very similar to our QSGW Im(ε) shown on left panel of Fig. 7. Importantly, 
theoretical result for Im(ε) obtained by Benedict with included e-h interactions is very close to 
experimental curve. Thus, we can expect to obtain similarly good result in QSGW if we include 
the e-h interactions. 

 

Figure 19. Imaginary part of MgO dielectric function. Left panel - result of present 
calculations: LDA (blue dashed line) and QSGW (green solid line); right panel – result of 

quasiparticle calculations [48] without (green solid line) and with (blue solid line) inclusion of 
electron-hole interactions. On both panels red dotted line shows experimental result [49]. 
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Work function of Al using self-consistent GW 
DFT gives a satisfying description of work functions for metals, but the treatment of oxides is 
more questionable. As described in the last section, GW gives an improved description of optical 
properties. We therefore investigated if GW can be used for calculations of work functions. We 
use Al as the first case. Traditional GW lacks a total energy description, prohibiting direct 
calculation of the work function, however, we were able to formulate a reference potential in the 
QSGW framework as described in the next section. 
 
Introduction and description of method 
The aim of the second part of this project is to determine feasibility of work function (WF) 
calculation within the QSGW approach. Another aim is to check accuracy of different DFT 
functionals by comparing the WF obtained in QSGW and DTF methods. The QSGW method is 
accurate, but it is very computationally demanding. Several years ago the system with 8 atoms in 
unit cell was maximum QSGW calculation could handle. Nowadays, computers become faster 
and reliable calculation of the work function that requires ~6-10 layers of metal and 6-10 
vacuum layers are feasible.  
 We employ all-electron full-potential linear muffin-tin orbitals (LMTO) method [44,50] with 
muffin-tin orbitals as basis functions in metal region and floating orbitals basis in vacuum 
region. It is convenient to place the floating orbitals at the coordinates where metal atoms would 
be in bulk. Thus, distance between adjacent vacuum layers is the same as between metal layers. 
The unit cell of the system consists of NM metal layers and NV vacuum layers. There is one metal 
atom per layer and system is periodic in all three dimensions, so metal and vacuum slabs with 
total NM+NV layers are periodically repeated in z-direction.  
The definition of work function is 
 ,                                                    (4) 
where  is the reference potential (potential in vacuum far away from metal surface). In 
DFT, , where  is the middle of vacuum slab. The GW 
quasiparticle Hamiltonian (3) has the form , where  term is 
hermitian and energy independent, but non-local. We rotate the  matrix of Eq. (2) 
from q-space and wave-function representation to real-space and MTO basis representation: 

, where R describe position of atom (or floating orbital) in unit cell, (l,m) is 
angular quantum number and its z-projection, and T is the real-space translation vector. We 
define the reference potential in QSGW approach as  

,                      (5) 
where R=0 is the position of floating orbital in the middle of vacuum slam (or closest to the 
middle, if NV is even). We project self-energy to s-character basis function (l=0) in the middle of 
vacuum slab because an unbound state with minimal energy, , has s-character in the region 
far away from metal surface [it is constructed from exponents exp(ikr) with k≈0]. Thus, the 
quasiparticle energy of such state is  

,         (6) 
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where we neglect matrix elements  between different sites R, R’ in vacuum 
region (in our calculations we checked that such matrix elements are small compare to diagonal 
term) and use the fact that kinetic energy is zero. 
 
Work function of Al (001) surface 
As for any first principal code, there are several (cutoff) parameters in the QSGW code that 
should to be checked in order to obtain reliable results. In calculation of the work function three 
parameters affect the CPU time the most: number of k-point divisions along x and y axis in 
calculation of the self-energy – nk (we use just one k-point along z-direction); number of metal 
layers (atoms) - NM; and number of vacuum layers - NV.  
Table I shows results of LDA and QSGW calculations with different nk, NM (M=Al), and NV, as 
well as CPU time required to complete one GW iteration for Al (001) surface (typically, number 

of GW iterations to reach self-consistency varies from 
4 to 8). The WF data is also shown on Figure 8 as 
function of NV. We see that set of parameters NAl=6, 
NV=8, and nk=6 is enough to reach 0.05eV accuracy 
of the WF. For such parameters the QSGW work 
function is 4.44 eV. WF increases by ~0.07 eV for 
larger nk=8 (as can be concluded from Table I), while 
increase NAl to 8 will result in decrease of WF by 
~0.05. Thus our best estimate of QSGW work function 
of Al (100) surface is 4.44 eV, which is just 0.03 eV 
larger then experimental work function of 4.41 eV 
[51-52]. The LDA result for NAl=6, NV=8 is 4.46 eV. 
So far we employed Barth-Hedin (LDA-BH) 
parameterization of LDA functional. Our QSGW code 
uses LDA Hamiltonian for first GW iteration. I 

checked that using the Ceperly-Alder 
(LDA-CA) or LDA-BH for starting 
GW iteration does not affect the 
converged QSGW results, as it should 
be. The LDA-CA result for WF 
obtained by our LMTO code is 4.34 

Table 5. Work function of Al (001), 
calculated in QSGW and LDA 

approaches as function of nk, NAl, and 
NV. Single processor CPU time per one 

GW iteration is also shown. 

NAl NV nk LD
A 
WF  
(eV)  

GW 
WF 
(eV) 

CPU 
time 
(Days) 

4 4 6 4.07 4.10 0.5 
4 6 6 4.46 4.43 0.7 
4 6 8 4.46 4.52 1.6 
4 8 6 4.55 4.49 0.9 
4 10 6 4.57 4.54 1.2 
      
6 6 6 4.39 4.38 2 
6 6 8 4.39 4.45 5.5 
6 8 6 4.46 4.44 2.5 
6 10 6 4.47 4.47 3 
      
8 8 6 4.43 4.40 6 
8 10 - 4.44 - - 

Figure 20. Graphical Graphical 
representation of Table I. LDA (empty 

circles) and QSGW (filled circles) 
results for work function of Al (001). All 

points obtained with nk=6 except 
green points (nk=8). Experimental WF 

4.41 eV [18] is shows by blue line. NV  4 6 8 10 

4.10 

4.20 

4.30 

4.40 

4.50 

4.60 
NAl=4 nk=8 NAl=4  

NAl=6 nk=8 

NAl=6  NAl=8  

WF (eV)  
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eV (NAl=8, NV=10) agrees with LDA-CA VASP calculations (see discussion below). 
 
The Al (001) work function in LDA-CA and GGA-PBE by using VASP code [Appendix C]. 
Two Al layer from each of two surfaces to obtain equilibrium positions of Al atoms. The result 
of his calculations is shown 
in Table II. 
We see that relaxation does 
not make any difference in 
LDA-CA, while the relaxed 
WF is 0.06 eV larger in 
GGA-PBE (in our GW 
calculations we use bulk, 
unrelaxed positions of Al). 
Converged results of LDA-
BH – 4.46 eV, LDA-AC – 
4.37 eV, and GGA-PBE – 4.22 eV show DFT uncertainty ~0.2 eV related to choice of 
functional. The GW result – 4.44 agree well with experiment and suggests that LDA-BH and 
LDA-CA functional are better for work function calculations as compared to GGW-PBE 
functional. Complete results are presented in a manuscript that will be submitted to Physical 
Review B, see appendix C. 
 
 

Relaxed/Bulk NAl NV WF (eV) 
LDA-CA 

WF (eV) 
GGA-PBE 

Bulk 8 10 4.34 4.18 
Relaxed 8 10 4.34 4.25 
Bulk 10 10 4.37 4.22 
Relaxed 10 10 4.37 4.28 

Table 6. VASP results of LDA-CA and GGA-PBE calculations of 
Al (001) work function. 
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Simulations of very high currents in pulsed-power conditions 
To further understand and to quantify the behavior of materials exposed to high current densities, 
2-D numerical simulations were performed with the ALEGRA code [53].  ALEGRA is an 
Arbitrary-Lagrangian-Eulerian (ALE) finite-element code that models dynamic mechanical 
response and shock propagation in a resistive magneto-hydrodynamic environment. The code 
includes thermal conduction and radiation physics and can be coupled to state of the art material 
models.  
 
Material models 
The success of this type of simulations is highly dependent on the material models employed. 
The Equation of States (EOS) of tungsten, copper and stainless-steel were the results of quantum 
molecular dynamics calculations, based on finite temperature density-functional theory (FT-
DFT), which provided an accurate modeling of the warm dense matter regime that extend from 
near solid conditions into the vapor dome and temperatures up to several eV [54-57]. It is a solid-
liquid-gas model. The material model for tungsten includes densities from 1.0x10-74 to 39.0 g/cc 
for temperatures extending from 1.16x10-6 to 1.18x108 K.  The EOS has a small tension region at 
temperatures below 447K and has solid-vapor and liquid-vapor coexistence at higher 
temperatures. The material model for copper includes densities from 1.0x10-20 to 50.0 g/cc for 
temperatures extending from 1.0x10-6 to 1.38x108 K. Tension is included at temperatures below 
the triple point and above about 8.2 g/cc densities. The solid-gas equilibrium constructions are 
included for densities below 2 g/cc, between the triple point temperature and 150 K. The EOS for 
the tungsten alloy was calculated in a similar way, with a different treatment of tension. More 
details are included in reference 54 and 55. The EOS for stainless-steel The stainless-steel 
composition was 70% iron, 19% chromium and 11% nickel. The EOS used for aluminum was 
originally constructed in 1986 using the PANDA code [58] and agrees well with most 
experimental data. The material model includes densities from 1.0x10-9 to 50.0 g/cc for 
temperatures extending from 0.0 to 1.08x105 K. It includes melting and vaporization. The EOS 
has a tension region at temperatures below 1500K and has a vapor-liquid coexistence region at 
higher temperatures. Behavior of vapor-liquid region above 4000K deviates significantly from 
usual picture – electronic terms predict existence of insulating liquid phase with density in 
between that of vapor and that of metallic liquid. The existence of this phase has not been 
verified experimentally, however.  
The Steinberg-Guinan-Lund model was employed as yield model [59]. It predicts the 
viscoplastic response of various materials (principally metals) based on a consideration of 
thermally-activated dislocation mechanics. Finally, electrical and thermal conductivities were 
treated with the Lee-More-Desjarlais model [60,61], which are also the results of QMD 
calculations. The model includes the effects of magnetic fields and was previously used in 
accurate 3-D MHD simulations of a strip-line geometry [62].  
 
Simulation Configuration 
To better understand the material response to high current densities, simulations were performed 
where current was applied to a cylindrical electrode made of several materials: tungsten, stainless 
steel, copper, aluminum as well as a tungsten alloy. The setup is shown in Figure 21. The current 
conditions were similar to that of the Z machine: the current risetime was about 100 ns. The peak 
current varied from 25 MA which is the present current condition for Z.to 125 MA. For the 
simulation configuration, this corresponds to current densities varying from 5 MA/cm to 25 
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MA/cm. The numerical simulations were conducted using a 2-D cylindrical Eulerian grid with a 
spatial resolution up to 2 µm. Actually, the simulations were driven with a source voltage and the 
equivalent circuit of the Z machine so that the load inductance, which increases with time, and 
the resulting effective current is automatically calculated. 

 
 

Figure 21: Simulation setup of a cylindrical conductor. 

Simulation results and analysis 
To evaluate the response of materials when different current are applied to them, a number of 
parameters such as density, temperature or stress were evaluated along the radius of the cylinder, 
at different times during the rise time. Figure 22 shows a typical current waveform and the times 
at which parameters were estimated.  
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Figure 22: Typical Current waveform.  

Figure 23 shows the density along the radius for different materials and at different times during 
the current pulse. The peak drive current density was 10 MA/cm, or about twice the maximum 
current available at Z. For tungsten, the heaviest material, the density increased by 80 %, while 
in the case of aluminum, the maximum density was almost 3 times its initial density. The density 
profile along the radius for the tungsten alloy is very similar to that of pure tungsten. At 220 ns, 
the 8mm radius of the aluminum cylinder was reduced to 7 mm; the tungsten cylinder radius was 
only decreased to 7.6 mm. The smaller diameter of the cylinder has the effect of increasing the 
inductance of the load, reducing the effective current in the system. Figure 24 shows the 
temperature along the radius for different materials in the same drive conditions as Figure 22. 
For all materials, the temperature is very high at the surface of the conductor where most of the 
current lies, due to Joule heating. However, as it was the case for the density, the temperature 
effects are much more significant in low z materials: in copper, stainless-steel and aluminum, the 
temperature profile at 220 ns shows the presence of a shock propagating toward the center axis. 
The shock is stronger in aluminum than in copper or stainless-steel. At 220 ns into the pulse, the 
shock front is already at 6 mm from the center in the aluminum cylinder, while it is still at about 
6.75 mm in the stainless-steel and copper cylinders. One should note that the aluminum peak 
temperature at 140 ns and above is “clipped” as the current conditions become too extreme for 
this material and the temperature has reached the maximum temperature of the EOS table. The 
current density along the radius for different materials, as a function of time is also interesting to 
examine. It is presented in Figure 25 and was calculated in the same conditions as in Figure 22. 
The current density profile shows a peak away from the surface of the cylinder in pure materials 
and this effect increases with time. For the tungsten alloy and stainless-steel, the current density 
profile is more evenly distributed, reducing the peak current density reached at the same time in 
the current pulse and the potential damage that could be caused by very high local current. 
 

20 ns 

100 ns 

120 ns 

140 ns 

160 ns 180 ns 

200 ns 

220 ns 
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Figure 23: Density along the radius for different materials and at different times during the 
risetime (10 MA peak current density). 
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Figure 24: Temperature as a function of radial position for different materials at different times 

during the current risetime (10 MA peak current density). 
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Figure 25: Current density as a function of radial position for different materials at different 
times during the current risetime (10 MA peak current density). 
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densities. Figure 25 also shows that the current migrates into the conductor, due to magnetic 
diffusion. The motion of the current toward the center of the cylinder causes the inductance to 
increase, which results in a reduced effective current in the load. As an example, Figure 27 
shows the inductance of the load as a function of time for tungsten and aluminum electrodes, as 
well as the corresponding drive current. 
 

 
Figure 26: Comparison of the Current density profile calculated with two different EOS models: 

a) the FT-DFT calculations (ref. 6,7) , b) the standard Sesame model (ref. 15) 

 
Figure 27. Current in the load and inductance of aluminum and tungsten cylinders. 
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In addition, Figure 26 illustrates the importance of the material models used in these 
calculations: on the left side, the current density profile for tungsten was calculated with the new 
FT-DFT based model described in reference 54 and 55. On the right side, the standard Sesame 
table was used [63]. The new model results in lower peak densities overall and in slightly lower 
average density.  
To obtain a quantitative evaluation of the effects of high current densities on different materials 
for different current conditions, the current loss was estimated by calculating the inductance at 
peak current. The results are shown in Figure 28. The fraction of current loss is recorded as a 
function of the peak current density: the fraction of current loss increases much faster and almost 
linearly with the peak current amplitude for low z materials. Alloys (mixed materials) and pure 
materials show comparable current losses for equivalent z.  

 
Figure 28: Fraction of current loss at peak current in different materials for different peak 

current densities. Al has a small loss for low current density, but an increasing loss at higher 
currents. Tungsten and stainless steel are improvements at higher currents albeit displaying 

larger loss at low currents. 
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Figure 29: Temperature along the radius for Cu, for different peak currents and at different 
times during the current risetime.  

Figure 29 shows the temperature profiles along the radius, for copper material, for peak current 
densities varying from 1 MA/cm to 25 MA/cm. At low current, joule heating is the primary 
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mechanism that will cause the temperature to increase. For high peak currents, the energy loss 
due to the temperature rise is mainly the result of shock formation and propagation through the 
material. 
 
Copper coated tungsten electrode 
In a number of experiments at z, the stainless steel load was coated with gold. Performance was 
not increased, although the experimental conditions were generally improved [64].  Multi-
material electrodes seem to reduce the maximum local current density without affecting the 

performance. We by coating the best 
material (tungsten) with layers containing 
sequentially more copper, one might be able 
to slow down the propagation of the shock 
through the electrode. Such electrodes were 
prepared at the Thermal Spray Research 
Laboratory (TSRL) at Sandia National 
Laboratories and the process is described in 
the next section. In the simulation, a cylinder 
with a radius of 6.68 mm is coated with 10 
layers of a tungsten-copper mixture, where 
10% additional copper is added at each 
level. Figure 30 for illustration show a 

similar sample where copper and aluminum 
was cold-sprayed in a graded fashion. 
To reproduce the experimental conditions, 
an initial density profile shown in Figure 31 

was created using the image data in Figure 30. The pixel size of data was 2.94 µm. However, the 
simulation resolution was limited to 10 µm because of the numerical difficulties that occur in 
calculations involving very high currents and the limited time to accomplish the project. 

 
Figure 31: Copper coated tungsten initial density profile. 

 
The results of the simulations for a peak current density drive of 5 MA/cm are compared to those 
of pure tungsten in Figure 34: the current density in the coated material seems to stay closer to 
the surface, and the temperature rise is not as significant as in pure tungsten. The same effect was 
seen in alloys versus pure materials in the previous section. Also, the resulting material at the 
surface has a lower z than tungsten. However, the loss of current at peak current is similar to that 
of copper and higher than for tungsten (see Figure 28). The highest current density drive that 
could be used for these calculations is 8 MA/cm. In that case, the temperature rises to extremely 
high temperatures at the surface of the cylinder, causing the thermal conductivity solver to fail 

Figure 30. Graded density sample, copper to 
aluminum showing the texture of the graded 

density region. 
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just below peak current. Since Alegra results were never compared to experimental data in that 
regime and limited time was available to analyze the data, these results are not reported here.  
 
Conclusions and recommendations 
Among all the materials investigated, mixed materials are the most promising at sustaining high 
current density conditions. Their properties are similar to that of pure materials at equivalent 
atomic number. The current density is more uniformly distributed in mixed material, reducing 
local high current densities. Higher z materials are capable of carrying on higher current 
densities and tungsten is a good material choice for a linear current density drive of 10 MA/cm 
or higher. The preliminary results obtained for copper coated tungsten are interesting and suggest 
performing a more detailed analysis in the future.  
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Manufacturing of a graded-density conductor 
A conclusion from the simulations is that a heavy material, steel or tungsten, is beneficial due to 

its higher shock impedance. The 
conductor is less affected by the 
strong shock at the surface. With 
that principle, we designed a 
conductor with a Ta core and a Cu 
plating, but in order to increase 
homogeneity of the conductor, and 
improve thermal expansion 
properties, it was made as a graded 
density material. The thermal 
spray-lab did the design and 
manufacturing of the part. Plasma 
Spray devices, used for preparing 
coatings, are specifically 
designed to deliver a well 
controlled flow of 1 – 100 micron 
diameter feed stock particles into 
a steady state plasma. The plasma 

torch heats and accelerates feed 
stock particles that form a coating 
upon impact with a substrate. Upon 
impact, the particle is fused onto 
the substrate, by changing the 
composition of the powder mixture 
it is possible to move continuously 
between two materials, in our case 
from heavy Ta to highly 
conductive Cu. 
For the high-current conductor 
application, we moved from Ta to 
Cu in 10 composition steps in both 
a cylindrical and planar geometry. 
The cylindrical prototype was built 
using a rotation assembly. A Ta bar 
was placed in the assembly, 
followed by cold spray of 
Ta/TaCu/Cu. The planar samples 

were made starting from Ta plates that were cold-sprayed Ta/TaCu/Cu. In all, we have one 
cylindrical sample and a number of plates. The cylindrical sample can be cut into several short 
conductors, for performing multiple high-current experiments and comparing to the predictions 
from simulations in the previous section. For high-precision studies of the shocked properties of 
the graded samples, the plates can be used in combination with high precision VISAR probes to 
measure the dynamic response of the graded material. The gradual density is likely to delay onset 
of shocks, a phenomenon that could prove beneficial for high-current conductors. 

Figure 32. Illustration of the plasma-spray process: a 
powder is fed into the plasma torch and accelerated while 

heated to close or beyond the melting point. By changing the 
powder make-up, the composition of the surface coating can 

be tailored precisely, for example be graded. 

Figure 33. Rotation assembly for cold spray coating of 
Tantalum bar stock. The  rotation rate is  adjustable from 0 

to 100 RPM. 
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Figure 34: Properties of tungsten and copper coated tungsten for a 5 MA/cm peak current 
density. 
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SUMMARY OF RESULTS 
The project had three major parts: calculation of work functions with increasing complexity, 
simulations of surface emission, and finally the surface-and near-bulk effect of high current 
density, including a pilot manufacturing of a graded density conductor. 
 
The initial work function calculations of metals, different kinds of metal/oxide interfaces, and 
oxides using DFT followed by work function calculations of metals by developing and applying 
QSGW. 
 
Electron scattering was calculated fully within DFT, the electron loss function was calculated 
using dielectric functions from DFT/Kubo-Greenwood. Furthermore, a Monte-Carlo scattering 
code was written to simulate electron transport in the surface region. 
 
In the high-current effects part of the project, the focus of the third year, we performed 
simulations of the high-current response of different materials, as well as a graded density 
conductor. We also made a pilot study of manufacturing a graded density high-current 
conductor. The conductor is a Ta core, graded to pure Cu within skin depth of a 100 ns pulse. 
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We show that the AM05 functional �Armiento and Mattsson, Phys. Rev. B 72, 085108 �2005�� has
the same excellent performance for solids as the hybrid density functionals tested in Paier et al.
�J. Chem. Phys. 124, 154709 �2006�; 125, 249901 �2006��. This confirms the original finding that
AM05 performs exceptionally well for solids and surfaces. Hartree–Fock hybrid calculations are
typically an order of magnitude slower than local or semilocal density functionals such as AM05,
which is of a regular semilocal generalized gradient approximation form. The performance of AM05
is on average found to be superior to selecting the best of local density approximation and PBE for
each solid. By comparing data from several different electronic-structure codes, we have determined
that the numerical errors in this study are equal to or smaller than the corresponding experimental
uncertainties. © 2008 American Institute of Physics. �DOI: 10.1063/1.2835596�

I. INTRODUCTION

Density functional theory1,2 �DFT� has become the foun-
dation of most large-scale quantum mechanical simulations.
The success stems from the theory’s good quantitative results
for a broad range of systems in combination with its rela-
tively low computational cost. At the core of every Kohn–
Sham DFT calculation lies the exchange-correlation �XC�
functional. It is, in principle, the only limiting factor for the
accuracy of the calculations.63 The development of new
functionals is, therefore, of utmost importance to the
progress of computational materials science, -physics,
-chemistry, and -biology. Despite the importance, significant
improvements of the exchange and correlation treatment
have been few. Since DFT is increasingly being employed
for large systems �several hundred atoms� and for long �tens
of picoseconds� molecular dynamics �MD� simulations, the
trade-off between speed and accuracy is arising as an addi-
tional major concern in functional development.

In this article, we assess the performance of the
Armiento–Mattsson 2005 functional3 �AM05� for a large set
of crystalline solids. We show that AM05 systematically im-
proves upon earlier functionals of the same class �the density
and gradient based functionals local density approximation
�LDA�,2 PBE,4 BLYP,5,6 and RPBE7�. The AM05 functional,
in fact, performs as well as the hybrid functionals PBE0

�Refs. 8 and 9� and HSE06,10 see Table I. In addition to two
functionals commonly used for solid-state applications, LDA
and PBE, we chose to include BLYP and RPBE because of
the large and growing interest in water-solid interactions.14

PBE and BLYP are both used extensively for water14–19 and
RPBE has been suggested to give a water structure in good
agreement with experimental results.15 The performance of
AM05 for water will be presented elsewhere,20 but prelimi-
nary results show that the behavior is similar to that of PBE.
For water-solid interactions to be modeled correctly, how-
ever, it is crucial to model the bulk solid well to begin with.
Crystallization of ice on a substrate is one example. Forma-
tion of ice depends sensitively on the matching of lattices,
hence, the lattice constant of the solid has to be described
with high accuracy.

While the XC functional determines the fundamental ac-
curacy of the calculation, there is a second source of errors,
the numerical precision in solving the Kohn–Sham equa-
tions. Implementation-related approximations, such as basis
sets, pseudopotentials, approximate matrix diagonalization
methods, plane-wave cutoff energies, etc. �see, e.g., Ref. 21�
can all be successively improved by increasing the computa-
tional expense �i.e., by “converging” the calculations�. The
concept of precision is particularly important in the area of
functional development. When the differences between func-
tionals are small,22,23 the precision of the calculations has to
be high enough to resolve them.

In the following, we will give a brief theoretical back-
ground that covers the different functionals used in our study.
Following this, we present a number of calculations of lattice
constants and bulk moduli. Finally, the results are analyzed
and discussed.
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II. THEORETICAL BACKGROUND

In the Kohn–Sham DFT computational scheme,2 the
ground state electron energy is obtained via the solution of
the Kohn–Sham �KS� equations. These equations resemble
the Hartree–Fock �HF� equations. However, whereas the
Hartree–Fock equations have a fully nonlocal exchange po-
tential, the KS equations instead have an XC potential vxc�r�
that is diagonal and local in real space. This locality means
that the equations are solved with significantly less compu-
tational expense. Also, in difference to the Hartree–Fock
equations, the transformation of the many-body electron
problem into the KS equations introduces no approximations
in itself. All correlation effects can formally be accounted for
within the XC potential vxc�r�. In practice, the crucial ques-
tion is how good the approximation of this quantity is.

The XC potential vxc�r� is obtained through functional
differentiation of the DFT XC energy Exc�n� as a functional
of the ground state electron density n�r�. The XC energy is
itself obtained from an integration of the exchange-
correlation energy per particle �xc�r ; �n��,

Exc�n� =� n�r��xc�r;�n��dr . �1�

A DFT XC functional is usually understood to mean an ap-
proximation to �xc��n� ;r�. This quantity is further split in
separate exchange and correlation parts �xc=�x+�c. This
separation originates from the choice that the exchange part
should give the energy obtained from the Hartree–Fock ex-
change expression when the one-particle orbitals �i�r� ob-
tained from solving the KS equations are inserted �in hartree
atomic units, for a spin-unpolarized system, i.e., spin up and
down orbitals are always filled equally�,

�x�r;�n�� = −� 1

n�r��r − r��
��

i

occ

�i�r���i
*�r��2

dr�. �2�

However, any transformation, e.g., by integration by parts, of
Eq. �1�, gives alternative definitions of the exchange energy
per particle24 that are equally valid.

A. The local density approximation

The LDA XC functional was presented already in the
early works on DFT.2 LDA obtains the exchange energy
from that of a uniform electron gas having a density equal to
the local density n�r� at each spatial point r. Using this
model system, the exchange energy can be derived exactly,
giving the following exchange energy per particle,

�x
LDA�n�r�� = −

3

4�
�3�2n�r��1/3. �3�

The correlation energy per particle �c
LDA is obtained as a

parametrization of quantum Monte Carlo data25 for the uni-
form electron gas at different densities. In this work we use
the parameterization of Perdew and Wang26 for the all-
electron full-potential calculations performed with the com-
puter code named RSPT and that of Perdew and Zunger27 for
the VASP calculations, but these and other parameterizations
are largely equivalent.

Despite its simple construction, LDA has proven suc-
cessful for many applications, in particular, for solids. To
improve upon the LDA form, more degrees of freedom than
only the local value of the electron density n�r� must be
introduced in the approximation for the XC energy per par-
ticle. The usual way to extend the LDA form is to introduce
the electron density gradient �n�r�, giving a generalized
gradient approximation �GGA� form for the XC energy
approximation,

TABLE I. Mean error �ME�, mean absolute error �MAE�, and root mean square error �RMSE� for lattice
constants a0 �Å� and bulk moduli B0 �GPa�, for the functionals tested in this work �AM05, PBE, LDA, RPBE,
BLYP, and the best of LDA or PBE �LoP� with respect to lattice constant or bulk modulus� and in Ref. 10
�PBE0, HSE06, and PBE, here denoted as PBE ����. We have used VASP 5.1 �Refs. 10–13� and used the same
PAW core potentials as were employed in Ref. 10. The excellent agreement between the present results and
those of and Ref. 10 can be seen by comparing PBE and PBE ���. Of the nonhybrid functionals, only AM05
performs as well as the hybrids. However, the computational cost using AM05 is only a fraction of that using
hybrids.

a0 �Å� B0 �GPa�

ME MAE RMSE ME MAE RMSE

AM05 0.001 0.025 0.033 −4.48 8.10 11.2
PBE0 0.007 0.022 0.029 −0.1 7.9 11.3
HSE06 0.010 0.023 0.030 −1.6 8.6 12.8
LoP �a0� 0.006 0.040 0.048 −6.67 11.6 16.6
LoP �B0� −0.003 0.049 0.053 −2.45 7.26 9.79
PBE ��� 0.039 0.045 0.054 −12.3 12.4 16.4
PBE 0.039 0.046 0.056 −14.1 14.2 18.3
LDA −0.070 0.070 0.082 7.48 10.7 15.2
RPBE 0.090 0.091 0.113 −17.9 20.5 24.7
BLYP 0.093 0.100 0.114 −26.0 26.1 32.2
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Exc�n� =� n�r��xc
GGA�n�r�, ��n�r���dr . �4�

Historically, attempts were made to use a straightforward
expansion of the XC energy in the density to produce a sys-
tematic improvement of LDA of this form. However, the
outcome was disappointing and generally did not improve
upon LDA results. Instead, several other approaches have
been pursued. The ones important for this work are briefly
discussed in the following sections.

B. Functionals from model systems,
the AM05 functional

The method of employing model systems builds upon
the strength of LDA: The exchange and correlation energy
expressions stem from a single model system, the uniform
electron gas, for which the exact results are known. This
leads to an internal consistency between the exchange and
correlation approximations, which makes the combined XC
quantity more widely applicable than the individual approxi-
mations. We refer to this property as “compatible” exchange
and correlation functionals. The compatibility manifests it-
self as a strong cancellation of errors between the exchange
and correlation parts of LDA.

Kohn and Mattsson discussed the creation of a XC func-
tional from a surface-oriented model system and its possible
combination with another treatment where this model was
unsuitable.28,29 The approach was formalized and generalized
in the subsystem functional scheme by Armiento and
Mattsson.24 The idea is to create separate functionals from
different model systems and merge them using a density
functional index30 that locally determines the nature of the
system. These ideas were made concrete in the AM05
functional.3 It involves the following two model systems: For
regions that are locally bulklike, the uniform electron gas is
used; for regions that are locally surfacelike, a surface func-
tional is derived from the Airy gas28 in combination with the
jellium surfaces.31

The AM05 surface exchange functional is a parameter-
ization of the Airy electron gas data.28 Such a parameteriza-
tion was made by Vitos et al.,32 but the AM05 exchange
functional improves on it by imposing the correct limiting
behavior for large scaled density gradients. The local Airy
approximation �LAA� parameterization used in AM05 is
given by

�x
LAA�n�r�, ��n�r��� = �x

LDA�n�r��Fx
LAA�s� , �5�

where the scaled density gradient s= ��n�r� � /
�2�3�2�1/3n4/3�r��, and the refinement function Fx

LAA�s� is de-
fined as

Fx
LAA�s� = �cs2 + 1�/�cs2/Fx

b + 1� , �6�

where c=0.7168 is a fitted constant. The form of Fx
LAA�s� is

chosen to impose a correct uniform limit onto Fx
b, which is

constructed as an analytical interpolation between two
known limits of the Airy refinement function as discussed
below.

An effective scaled z coordinate in the Airy gas
model,3,28 exact in the limit of high values of s, can be
defined as

�̃�s� = 	3

2
W
 s3/2

2�6
�
2/3

, �7�

where W is the Lambert W function.33 �This function can be
calculated to machine accuracy by a few iteration steps
implemented in a short piece of code; a routine is available
from the authors.�

The properties of �̃�s� makes it possible to create an Airy
refinement function that simultaneously satisfy both the true
high and low s limits,

Fx
b = − 1/��x

LDA�ñ0�s��2�5�s�� , �8�

where �̃
˜�s� is a suitable interpolation between the two limits,

�5�s� = ���4/3�1/32�/3�4�̃�s�2 + �̃�s�4�1/4, �9�

and where n0�s� is an effective density defined from the ef-

fective z coordinate �̃�s�,

ñ0�s� =
�̃�s�3/2

3�2s3 . �10�

For a fully compatible setup, the �x
LAA exchange func-

tional should be combined with a correlation functional ob-
tained as a parameterization of, e.g., quantum Monte Carlo
data for the Airy gas system. However, with no such data
available, Armiento and Mattsson derived a semicompatible
surface correlation from the XC data available for jellium
surface models, based on the idea that both the Airy gas and
jellium surface models are related to similar surface physics.
The basic idea is to correct for the difference in surface cor-
relation, as compared to bulk correlation, by a simple scaling
factor to the LDA expression. The scaling factor was ob-
tained from a fit to the combined exchange and correlation
energies for surface jellium data,34 giving

�c�r;�n�� = ��c
LDA�n�r��, � = 0.8098. �11�

This fit used the Perdew–Wang parametrization of the LDA
correlation,26 which should thus always be used within
AM05.

The surface functional is combined via the subsystem
functional scheme with LDA for bulklike regions using a
density index,

X = 1 − �s2/�1 + �s2� , �12�

where �=2.804 was obtained simultaneously with � in the fit
to surface jellium energy data �cf. comment to Eq. �11��. The
final composed expression for the AM05 exchange and cor-
relation functionals are

�x
LAA�r;�n�� = �x

LDA�n�r���X + �1 − X�Fx
LAA�s�� ,

�13�
�c

LAA�r;�n�� = �c
LDA�n�r���X + �1 − X��� .
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Note that, although AM05 is of the same form as a GGA,
and can be easily implemented35 in a code using the same
input quantities as, e.g., PBE does, it stems from a different
theoretical background than functionals originally referred to
as GGAs �PW91, BLYP, and PBE�.

The AM05 functional is the first functional constructed
according to the subsystem functional scheme. It can be seen
as a consistent improvement over LDA in the sense that it
reproduces the exact XC energy for two types of model sys-
tems: The uniform electron gas and the jellium surfaces, de-
scribing two situations with fundamentally different physics.
The subsystem functional approach outlines a series of fur-
ther improved functionals, achieved by keeping the current
exact XC model systems and adding others. In the applica-
tion of AM05 to the solid-state systems of the current work
�see Table I�, we see how this formal improvement over
LDA also translates into significantly improved numerical
results.

C. Constraint-based construction, the PBE functional

When LDA was analyzed to better understand its success
for systems dominated by electron densities far from uni-
form, it was observed that LDA fulfills a number of exact
constraints that one can show also the exact XC functional
fulfills. Several works, most prominently the ones of Perdew
and co-workers, focus on this observation to argue that im-
proved functionals can be constructed by retaining the con-
straints LDA fulfills and adding new ones.

One of the most prominent examples of a GGA XC
functional is the popular and successful one of Perdew,
Burke, and Ernzerhof �PBE�.4 For systems such as atoms and
molecules, PBE constitutes a significant improvement over
LDA. The derivation explicitly focuses on seven constraints
that are fulfilled by the construction. Some of these are ar-
gued to be the energetically significant constraints of LDA,
and others are new ones fulfilled in addition �see, e.g., the
discussion in Ref. 36�. However, despite PBE being con-
structed to fulfill the important constraints of LDA, it is not a
uniform improvement on LDA for solids. Rather, for com-
bined XC, PBE is, for example, less accurate than LDA for
surface jellium,36 a traditional solid-state model system. Al-
though PBE often gives lattice constants in better agreement
with experiments than LDA does, the same is not true for the
bulk moduli �see Table I�.

Since the publication of AM05 in 2005, other authors
have also attempted to create functionals with improved per-
formance for solids. Wu and Cohen’s approach37 results in
the exchange term having a weaker dependence on the scaled
gradient s than the PBE exchange has; a relatively weak s
dependence is a property of both LAG32 and AM05.3,32 A
very recent functional by Perdew et al.38 also has an ex-
change term with a weak s dependence. For correlation, they
follow closely the construction of AM05, and fit to the com-
bined exchange and correlation energy for surface jellium.
The resulting functional gives values close to AM05 over a
range of s typically encountered in real solids, and, thus, we
predict that this new functional will show a performance
similar to that of AM05.

By allowing additional degrees of freedom in the XC
energy per particle approximation than the gradient of the
density, as used in the GGA form Eq. �4�, further constraints
can be satisfied. This leads to the concept of meta-GGAs
which include, e.g., the kinetic energy density of the KS
orbitals. The TPSS39 meta-GGA functional is reported to
give improved results over PBE, but since the testing was
done on a slightly different set of solids and with a different
code, it is not possible to make direct comparisons in this
work �see Sec. IV B�.

D. Empirical construction, the BLYP
and RPBE functionals

An alternative to the constraint-based functional con-
struction is the more pragmatic approach of empirical func-
tionals. The governing principle is that good exchange and
correlation functionals can be obtained from suitable generic
expressions fitted to known energies. Traditionally, this ap-
proach has been more prevalent for functionals aimed at
chemical systems than solid-state systems; perhaps due to
the more readily available high-quality total energy data of,
e.g., atoms that can be used for such fitting.

One of the most widely used functionals created from
this idea is the BLYP XC functional. It is composed by the
B88 exchange functional5 and the LYP correlation.6 Both
these functionals rely on fits of their free parameters to
atomic data. The BLYP functional has proven very success-
ful for various applications in chemistry. However, from a
theoretical standpoint, the LYP functional has been strongly
criticized for a number of shortcomings: �i� It does not re-
produce LDA in the limit of slowly varying densities; �ii� it
gives zero correlation energy for any fully spin-polarized
system; and �iii� its derivation involves theoretical problems
related to non-normalized wavefunctions.40 BLYP was
implemented in VASP as a part of a recent study of the prop-
erties of B3LYP.41

There have also been attempts to turn PBE into a semi-
empirical functional. Zhang and Yang created revPBE by
giving up one of the PBE constraints, and instead refit one of
its parameters to data on atoms ranging from helium to
argon.42 Hammer et al. observed that the refit not only gave
improved chemisorption energies,7 but also that this im-
provement could still be achieved without giving up any of
the original PBE constraints by changing the form of the
expression for the exchange functional. The result, the RPBE
functional,7 is not explicitly empirical in the sense that it
does not directly involve any fits. However, the new ex-
change functional form was chosen because it reproduces
relevant behavior of the exchange of revPBE, which was
fitted to atomic data. As opposed to the LAG and AM05
functionals, the dependence on the scaled gradient s is stron-
ger for the RPBE functional than for the PBE functional.
Because of this, RPBE is not expected to improve on PBE
for solid-state systems. On the contrary, because of the rela-
tively strong s dependence the volume should increase com-
pared to the PBE functional. This is indeed what we find in
our tests �see Table I�. It is, however, still relevant to include
RPBE in the comparisons, since the choice of functional for
mixed systems involves a trade-off with the goal of perform-
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ing well enough for all parts. For such applications, our re-
sults may help assess how large the trade-off is in using
RPBE for the solids.

E. Hybrid functionals

Hybrid functionals, which are characterized by the ad-
mixture of a certain amount of nonlocal Fock exchange to a
part of local or semilocal DFT exchange, are extensively
applied in the field of quantum chemistry. Results obtained
using hybrid functionals are usually in significantly better
agreement with experiments than those obtained using local
or semilocal DFT exchange-correlation functionals �see, e.g.,
Ref. 43�.

Becke was the first to successfully formulate a true
Hartree–Fock/DFT hybrid scheme, known as “half-and-half
functional.”44 In a subsequent publication, the semiempirical
three-parameter hybrid functionals were introduced.45 Al-
though Becke’s concept is motivated by the adiabatic con-
nection formula for the exchange-correlation energy,46–49 the
free parameters are determined by a least-squares fit to ex-
perimental atomization energies, electron and proton affini-
ties, and ionization potentials of atomic and molecular spe-
cies in the G2 test set. The B3LYP hybrid functional has
become one of the most popular semiempirical hybrid func-
tionals in computational chemistry.

In Ref. 41, the performance of the B3LYP hybrid func-
tional applied to crystalline solids is scrutinized. There, Paier
et al. show that B3LYP performs significantly worse than
even simpler and computationally less expensive gradient
corrected functionals �such as PBE� for the prediction of al-
most any relevant property �lattice constants, bulk moduli, or
cohesive energies� of systems containing elements beyond
the second row. Moreover, cohesive energies for metals are
wrong by up to typically 50%.41 The bad performance for
metals is not surprising since the B3LYP functional does not
describe the homogeneous electron gas exactly.

A concept to rationalize the amount of Fock exchange
admixed to the standard DFT exchange energy was devised
by Perdew and co-workers.8,50,51 Hybrid functionals moti-
vated by this work are, often termed nonempirical or
parameter-free and can be based on GGAs �PBE0, Refs. 9
and 52� or meta-GGAs �TPSSh, Ref. 53�. The accuracy of
nonempirical hybrid functionals has been shown to be not far
from that of semiempirical ones for molecular systems. The
way the functionals are derived and the lack of empirical
parameters fitted to specific properties make these function-
als applicable to both quantum chemistry and condensed
matter physics. Comprehensive studies of the performance of
PBE08,9 and HSE0655 for crystalline solids were published
recently.10,41,54,55

A major limitation of hybrid schemes, however, is a
steep increase in computational cost for periodic systems.
Exact exchange HF calculations are typically an order of
magnitude slower than local or semilocal density functional
calculations. The actual difference in computational cost de-
pends on program package and the electronic structure of the
system �metallic, semiconducting, or insulating�. At present,

the applicability of hybrids to large systems and/or long MD
simulations is substantially limited by computational
resources.

III. RESULTS

A. VASP calculations

Our VASP results are summarized in Tables II and III.
The pseudopotential, plane-wave calculations were done
with VASP 5.1,10,11,13 using projector augmented wave �PAW�
core potentials.56 We applied the same PAW cores as those
used by Paier et al. in their assessment of hybrid functionals
for solids.10 The PAW implementation in VASP 5.1 allows use
of multiple XC functionals on the same set of core
potentials13 while retaining high precision. Although the core
wave functions are frozen in the configuration determined as
the PAW core is constructed �say, an LDA atom�, the core-
valence interaction is consistently recalculated with the se-
lected functional. Transferability errors are hence reduced.13

By performing the AM05 and BLYP calculations on both the
LDA and PBE cores, we conclude that the errors thereby
introduced are insignificant. In addition, we did full-potential
all-electron calculations for all solids, the results of which
confirm that the PAW cores developed for VASP are of very
high fidelity.

The k-point integration was performed using the tetrahe-
dron method with Blöchl corrections57 on an 18�18�18
uniform grid58 centered at the gamma point. All real-space
cells are cubic with two atoms for bcc, four atoms for fcc,
and eight atoms for the zinc blende and diamond cells. We
applied energy cutoffs ranging between 600 and 1000 eV:
600 eV �Al, Ag, Pd, Rh, Cu, GaAs, GaP�, 800 eV �Na, NaF,
NaCl, MgO, SiC, Si, C, GaN, BN, BP�, and 1000 eV �Li,
LiF, LiCl� with a convergence criterion of 1.0�10−5 eV for
the self-consistent loop. The precision in the calculations is
thus overall very high. The PBE results can be directly com-
pared to those of Paier et al.;10 the discrepancies are minute
and caused by slight differences in the volume range govern-
ing the Murnaghan fits. None of the differences affect any
conclusions.

B. RSPT calculations

To confirm the validity of using PAW core potentials
created with LDA or PBE together with AM05 in VASP 5.1,
we have performed all-electron calculations for the same set
of solids using the RSPT �Ref. 59� code. To further compare
the results given by the two codes, we have also performed
LDA and PBE calculations with RSPT. The results are com-
pared in Tables IV and V.

The RSPT code59 is a full-potential linear muffin tin or-
bital �LMTO� code. Since it uses an efficient smaller basis
set, it is fast compared to other all-electron codes, while the
flexible basis, that has been specially built for every single
solid, permits very well converged results. Our primary con-
cern has been to construct a basis with small “leakage,” that
is, to only keep as core orbitals the orbitals that do not sig-
nificantly contribute to the density outside of the muffin tin
spheres. We have thus, in most cases, used a larger number
of valence orbitals than is needed for production runs. We
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TABLE II. Lattice constants a0 �Å�, ME, MAE, RMSE, and mean absolute relative error �MARE�, obtained
with the AM05, LDA, PBE, BLYP, and RPBE functionals, using VASP. The experimental �Exp� results are the
same as used in Refs. 10 and 61.

Solid Exp AM05 LDA PBE BLYP RPBE

Li 3.477 3.455 3.359 3.433 3.421 3.476
Na 4.225 4.212 4.052 4.201 4.210 4.295
Al 4.032 4.004 3.984 4.041 4.116 4.064
BN 3.616 3.605 3.583 3.627 3.647 3.646
BP 4.538 4.516 4.491 4.548 4.592 4.573
C 3.567 3.551 3.534 3.573 3.598 3.590
Si 5.430 5.431 5.403 5.467 5.532 5.499
SiC 4.358 4.350 4.330 4.377 4.411 4.398
�-GaN 4.520 4.492 4.460 4.548 4.611 4.511
GaP 5.451 5.441 5.394 5.509 5.607 5.556
GaAs 5.648 5.672 5.611 5.755 5.871 5.812
LiF 4.010 4.039 3.908 4.065 4.084 4.146
LiCl 5.106 5.119 4.962 5.150 5.232 5.254
NaF 4.609 4.686 4.508 4.708 4.716 4.824
NaCl 5.595 5.686 5.466 5.702 5.763 5.847
MgO 4.207 4.232 4.168 4.259 4.281 4.302
Cu 3.603 3.565 3.523 3.637 3.711 3.682
Rh 3.798 3.773 3.757 3.833 3.905 3.857
Pd 3.881 3.872 3.844 3.946 4.034 3.984
Ag 4.069 4.054 4.002 4.150 4.262 4.215

ME ¯ 0.001 −0.070 0.039 0.093 0.090
MAE ¯ 0.025 0.070 0.046 0.100 0.091
RMSE ¯ 0.033 0.082 0.056 0.114 0.113
MARE ¯ 0.6% 1.6% 1.0% 2.2% 2.0%

TABLE III. Bulk moduli B0 �GPa�, obtained with the AM05, LDA, PBE, BLYP, and RPBE functionals, using
VASP. The experimental �Exp� results are the same as used in Refs. 10 and 61. For the materials marked with a
star “�,” different experimental data are frequently quoted in the III–V literature, see Sec. IV C.

Solid Exp AM05 LDA PBE BLYP RPBE

Li 13.0 13.0 15.1 13.7 13.7 13.1
Na 7.5 7.36 9.22 7.62 7.08 6.94
Al 79.4 83.9 81.4 75.2 54.9 73.7
BN 400* 378 394 365 350 353
BP 165 165 171 158 146 152
C 443 442 456 424 399 410
Si 99.2 90.2 93.6 86.4 77.0 83.1
SiC 225 217 224 208 194 201
�-GaN 210* 181 196 166 152 237
GaP 88.7 80.2 87.0 74.3 64.3 69.4
GaAs 75.6 65.1 71.8 59.7 50.6 55.2
LiF 69.8 65.8 85.7 66.7 65.5 59.3
LiCl 35.4 30.3 40.4 31.2 28.9 27.3
NaF 51.4 43.2 60.1 44.5 44.3 38.3
NaCl 26.6 22.0 31.4 23.4 22.0 20.1
MgO 165 152 169 148 145 139
Cu 142 157 180 134 112 120
Rh 269 285 304 249 214 232
Pd 195 194 216 165 137 148
Ag 109 109 132 88.9 71.2 74.4

ME ¯ −4.48 7.48 −14.1 −26.0 −17.9
MAE ¯ 8.10 10.7 14.2 26.1 20.5
RMSE ¯ 11.2 15.2 18.3 32.2 24.7
MARE ¯ 7.1% 10.8% 10.4% 18.7% 16.0%
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have used the same basis for a specific solid for all different
functionals. For each of the seven volume points considered
in the fits to the Murnaghan60 equation of state, the muffin tin
radius was varied so as to give a muffin tin sphere with a
specific fraction of the cell volume. The volumes have been
centered around the equilibrium volume given by the VASP

calculations and spaced between 	3% of the equilibrium
lattice constants. The cells used have all been primitive. We
used a 24�24�24 k-point grid shifted by �1 /2,1 /2,1 /2�
for all solids and we used the tetrahedron method for inte-
grating the k space. The Fourier grid was 30�30�30.

Tables IV and V show that the differences using LDA or
PBE core potentials in the VASP AM05 calculations are
minute and that either set of results compares well with the
all-electron RSPT calculations. Thus, if it is not possible to do
both sets of AM05 calculations and use the mean, as we have
done in this work, the choice between using LDA or PBE
core potentials together with AM05, could be left as a prac-
tical consideration. For example, if LDA will also be used,
LDA core potentials could be employed also for AM05.64

The comparison between RSPT and VASP LDA and PBE
values also confirms that the VASP LDA and PBE core po-
tentials almost always reproduce the all-electron lattice con-
stants to within 0.1%–0.2%.

With RSPt, we have also confirmed that PBE and PW91
indeed give nearly identical results for lattice constants and
bulk moduli of solids, something that led users to believe
that PBE and PW91 would perform equally on all types of
systems. However, this has been shown not to be the case
�see Refs. 22 and 23�.

In addition to the set of 20 solids, we next turn to a few
additional metals: A heavy bcc metal �W�, two heavy fcc
elements �Pt and Au�, and a light hcp metal �Be�. Be is an
hcp metal with experimental lattice constants a=2.29 Å and
c=1.567 Å. Our results for �a ,c� are the following:
�2.232,1.58� for LDA, �2.264,1.58� for PBE, and
�2.255,1.58� for AM05. The results for W, Pt, and Au are
presented in Table VI. The PAW core potentials include sca-
lar relativistic corrections and treat the semicore p states as
valence. The number of valence electrons are thus 12 for W,
11 for Au, and 10 for Pt. It is well known that LDA is
superior to PBE for these heavy elements �BLYP and RPBE
both give results worse than PBE�. AM05 yields lattice con-
stants as well as bulk moduli in very good agreement with
experimental data. The addition in AM05 of a surface model
system to the LDA bulk region thus did not negatively affect
the performance for this class of elements.

TABLE IV. Lattice constants a0 �Å�, obtained with AM05, LDA, and PBE, using VASP and RSPT. The AM05
VASP results are calculated using LDA and PBE PAW core potentials. As shown, the results are nearly identical.
The AM05 values given in Tables II and III are the mean of the AM05 values obtained with LDA and PBE PAW
core potentials. The two different codes also give similar results, showing that using PBE or LDA PAW core
potentials for AM05 calculations in VASP is a valid approach.

AM05 LDA PBE

VASP RSPT VASP RSPT VASP RSPT

Solid LDA PAW PBE PAW LDA PAW PBE PAW

Li 3.4539 3.4559 3.456 3.359 3.362 3.433 3.434
Na 4.2124 4.2125 4.222 4.052 4.053 4.201 4.196
Al 4.0003 4.0076 4.008 3.984 3.986 4.041 4.043
BN 3.6026 3.6071 3.604 3.583 3.583 3.627 3.625
BP 4.5118 4.5203 4.520 4.491 4.495 4.548 4.553
C 3.5497 3.5529 3.551 3.534 3.534 3.573 3.573
Si 5.4306 5.4317 5.436 5.403 5.405 5.467 5.474
SiC 4.3491 4.3514 4.361 4.330 4.337 4.377 4.386
�-GaN 4.4914 4.4921 4.506 4.460 4.465 4.548 4.553
GaP 5.4385 5.4435 5.457 5.394 5.405 5.509 5.518
GaAs 5.6689 5.6747 5.686 5.611 5.620 5.755 5.761
LiF 4.0364 4.0420 4.041 3.908 3.912 4.065 4.065
LiCl 5.1163 5.1223 5.114 4.962 4.966 5.150 5.149
NaF 4.6860 4.6866 4.685 4.508 4.507 4.708 4.692
NaCl 5.6844 5.6877 5.693 5.466 5.467 5.702 5.692
MgO 4.2352 4.2291 4.221 4.168 4.164 4.259 4.253
Cu 3.5641 3.5668 3.564 3.523 3.522 3.637 3.633
Rh 3.7729 3.7729 3.786 3.757 3.769 3.833 3.845
Pd 3.8713 3.8727 3.880 3.844 3.852 3.946 3.953
Ag 4.0538 4.0549 4.062 4.002 4.010 4.150 4.155

ME −0.001 0.002 0.006 −0.070 −0.066 0.039 0.041
MAE 0.026 0.025 0.022 0.070 0.066 0.046 0.048
RMSE 0.033 0.033 0.033 0.082 0.079 0.056 0.056
MARE 0.6% 0.6% 0.5% 1.6% 1.5% 1.0% 1.1%
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IV. DISCUSSION

A. AM05 is better than the best of LDA and PBE

For most realistic solid-state applications, such as size-
converged calculations of defect formation energies and mi-
gration energies, the use of a hybrid functional is not practi-
cal because of the prohibitive computational cost. This is
true, in particular, for investigating mixed systems �alloys or
solid/molecular systems� at nonzero temperatures. Such cal-
culations require both DFT based molecular dynamics �DFT-
MD� and large supercells. For these demanding applications,
a functional based only on quantities that are easily calcu-
lated, such as density and density derivatives, is currently
paramount.

It could be argued that there is no need for new func-
tionals for solid-state systems since the existing LDA and

PBE do yield good results. In particular, by selecting the best
of LDA or PBE, for a specific system, the result can be
further improved. However, such a choice between LDA and
PBE is not possible if reliable experimental data is not avail-
able. Resorting to using either LDA or PBE depending on
application is, therefore, not an approach with predictive
power. The approach is particularly uncertain in mixed sys-
tems where LDA would be preferred for one component of
the system and PBE for another. However, even when disre-
garding these shortcomings, Table VII shows that relying
only on AM05, in general, is a better alternative than choos-
ing the result of LDA or PBE that is closest to experiment.
AM05 is significantly better for lattice constants, and, within
the relevant precision of bulk moduli calculations, AM05
matches the results obtained when picking LDA or PBE de-
pending on the system.

TABLE V. Bulk moduli B0 �GPa�, obtained with AM05, LDA, and PBE, using VASP and RSPT. The AM05 VASP

results are calculated using LDA and PBE PAW core potentials. As shown, the results are nearly identical. The
two different codes also give similar results, showing that using PBE or LDA PAW core potentials for AM05
calculations in VASP is a valid approach.

Solid

AM05 LDA PBE

VASP RSPT VASP RSPT VASP RSPT

LDA PAW PBE PAW LDA PAW PBE PAW

Li 13.01 12.99 13.2 15.1 15.0 13.7 13.9
Na 7.363 7.361 7.65 9.22 9.16 7.62 7.74
Al 84.08 83.63 86.2 81.4 82.5 75.2 77.1
BN 378.5 377.5 384 394 400 365 370
BP 165.1 164.3 168 171 174 158 160
C 442.5 441.4 450 456 465 424 431
Si 90.30 90.11 92.0 93.6 95.4 86.4 87.5
SiC 216.9 216.3 217 224 226 208 208
�-GaN 180.6 180.5 183 196 199 166 170
GaP 80.31 80.13 81.1 87.0 88.2 74.3 75.1
GaAs 65.08 65.07 65.4 71.8 72.4 59.7 59.4
LiF 65.85 65.82 65.8 85.7 86.2 66.7 67.5
LiCl 30.31 30.25 30.7 40.4 41.0 31.2 31.9
NaF 43.27 43.08 42.4 60.1 60.4 44.5 45.6
NaCl 22.04 21.99 21.0 31.4 31.5 23.4 23.7
MgO 151.3 151.9 154 169 171 148 149
Cu 157.4 157.3 165 180 187 134 140
Rh 285.3 285.5 293 304 312 249 253
Pd 194.2 193.9 202 216 224 165 167
Ag 108.6 108.9 114 132 137 88.9 90.2

ME −4.38 −4.59 −1.80 7.48 10.4 −14.1 −12.1
MAE 8.03 8.19 9.27 10.7 12.3 14.2 12.2
RMSE 11.2 11.3 11.9 15.2 18.4 18.3 16.2
MARE 7.1% 7.2% 8.1% 10.8% 11.8% 10.4% 9.3%

TABLE VI. VASP results for the heavy metals W, Pt, and Au: AM05 performs as well, or better, than LDA.

a0 �Å� B0 �GPa�

Exp AM05 LDA PBE Exp AM05 LDA PBE

W 3.16 3.153 3.142 3.190 310 333 335 310
Pt 3.92 3.915 3.906 3.977 283 292 307 251
Au 4.065 4.076 4.053 4.161 166–171 164 183 137
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B. Differences between codes

Solid-state codes solve the KS equations using approxi-
mations that lead to less than perfect precision. When dealing
with and comparing such small errors as those of AM05 and
hybrids �see Table I�, it is relevant to ask whether it is pos-
sible to determine which one is more accurate, and whether it
is at all possible to conclude that another functional performs
better or worse than AM05 �and hybrids� for the present
solid-state systems.

Table V of Ref. 10 gives PBE lattice constants and bulk
moduli for a subset of the 20 solids studied in this work,
calculated using VASP, a full-potential LAPW code, and a
Gaussian-type-orbital �GTO� code.

Our RSPt values compare extremely well with the PBE
APW+lo values and the VASP values in Table V of Ref. 10,
although it seems that the error bars of the RSPt calculations
are slightly larger. Specifically, the RSPT lattice constants de-
viate by up to 0.3% from the VASP values and from the
APW+lo values, whereas the difference between the VASP

and APW+lo lattice constants is not exceeding 0.1%. It is
still clear that all three codes are able to give highly con-
verged results, and the results mutually support each other. In
particular, for LDA and PBE, the VASP and RSPT statistical
errors are practically identical. For the AM05 case, the use of
LDA and PBE cores might slightly increase the VASP error
bars, as indicated by the comparison of AM05 for RSPT and
VASP. However, the error bars are still smaller than approxi-
mately 0.005 Å in the lattice constants and 3 GPa in the bulk

moduli. The same error bars are likely to apply to the HSE03
case, covered originally in Ref. 10. Hence, the difference in
accuracy between the hybrids and AM05 cannot be resolved.

The small numerical error bars for the VASP 5.1 PAW
calculations in this work and the work of Paier et al.10 are
not common to pseudopotential codes.22 Comparing the data
in Table I to data obtained with different codes and different
types of pseudopotentials can thus not be done with the same
small error bars, but the error bars should be expected to be
significantly larger, if conventional pseudopotentials are ap-
plied.

The same conclusion holds for results obtained with all-
electron GTO codes. The results in Table 5 of Ref. 10 �col-
lected from Ref. 61� obtained with a GTO code do not com-
pare as well with the LAPW results as the RSPT ones do.

C. Differences to experimental data

The precision of the best codes and accuracy of the best
functionals for solid-state calculations are now at a level
where further improvement in accuracy likely cannot be dis-
tinguished without a better understanding of experimental
error bars. Although not conclusive in itself, we note that the
three best functionals in this study �AM05, HSE06, and
PBE0� give the same accuracy within numerical uncertain-
ties, indicating that the remaining disagreement might be a
sign of experimental errors and not a consequence of func-
tional accuracy.

An analysis of the VASP results in Table III reveals that

TABLE VII. VASP results for lattice constants a0 �Å� and bulk moduli B0 �GPa�, obtained with the best of LDA
or PBE. The experimental �Exp� results are the same as used in Refs. 10 and 61. This choice between LDA and
PBE is a common practice but the result is less accurate than using AM05.

Solid

a0 �Å� B0 �GPa�

Exp Best a0 a0 for best B0 Exp B0 for best a0 Best B0

Li 3.477 3.433 3.433 13.0 13.7 13.7
Na 4.225 4.201 4.201 7.5 7.62 7.62
Al 4.032 4.041 3.984 79.4 75.2 81.4
BN 3.616 3.627 3.583 400 365 394
BP 4.538 4.548 4.491 165 158 171
C 3.567 3.573 3.534 443 424 456
Si 5.430 5.403 5.403 99.2 93.6 93.6
SiC 4.358 4.377 4.330 225 208 224
�-GaN 4.520 4.548 4.460 210 166 196
GaP 5.451 5.394 5.394 88.7 87.0 87.0
GaAs 5.648 5.611 5.611 75.6 71.8 71.8
LiF 4.010 4.065 4.065 69.8 66.7 66.7
LiCl 5.106 5.150 5.150 35.4 31.2 31.2
NaF 4.609 4.708 4.708 51.4 44.5 44.5
NaCl 5.595 5.702 5.702 26.6 23.4 23.4
MgO 4.207 4.168 4.168 165 169 169
Cu 3.603 3.637 3.637 142 134 134
Rh 3.798 3.833 3.833 269 249 249
Pd 3.881 3.844 3.844 195 216 216
Ag 4.069 4.002 4.150 109 132 88.9

ME ¯ 0.006 −0.003 ¯ −6.67 −2.45
MAE ¯ 0.040 0.049 ¯ 11.6 7.26
RMSE ¯ 0.048 0.053 ¯ 16.6 9.79
MARE ¯ 0.9% 1.1% ¯ 8.0% 6.2%
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two solids alone account for a large part of the mean bulk
moduli errors between AM05 and experimental data. The
solids, with their respective errors in parenthesis, are GaN
�−29.5 GPa� and BN �−22.0 GPa�. Both errors are surpris-
ingly large, at first suggesting that AM05 has a systematic
problem with III-V nitrides. However, theoretical studies
more specifically targeting these kinds of system quote other
experimental values for the bulk modulus, namely, 190 GPa
for GaN and 369 GPa for BN.62 Using these values instead
of the ones provided in Ref. 61 changes the AM05 errors for
these two solids to the more expected −9 GPa for GaN and
+9 GPa for BN. These two changes in experimental values
yield a mean error �ME� of −1.93 GPa, a mean absolute error
�MAE� of 6.45 GPa, a root mean square error �RMSE� of
8.19 GPa, and a mean absolute relative error �MARE� of
6.5% for AM05. Adapting this change in experimental val-
ues, the PBE0 and HSE06 results for these quantities would
be slightly increased. This observation does not imply that
AM05 has better accuracy for the bulk moduli than do the
hybrids, but it does illustrate the difficulty in distinguishing
between the performance of different functionals which have
an accuracy at the level of AM05 and the hybrids. Although
a comprehensive review of available experimental results is
of interest, not only for GaN and BN, but for all solids, such
an investigation is outside the scope of the present work.

A similar examination of the two solids with unusually
large AM05 errors in lattice constants, NaF and NaCl, does
not provide such a simple explanation. We should note that
the AM05 lattice constants for these materials compare better
to the experimental values than LDA and PBE, and that both
hybrids’ results, though closer, still have substantial devia-
tions. Since RSPT confirms the VASP values, the PAW core
potentials cannot be at fault. Considering these caveats, one
can draw only few definite conclusions on the relative per-
formance of the HSE06 and AM05 functionals. Generally,
AM05 predicts slightly smaller lattice constants than the two
hybrid functionals do. Interestingly, it also predicts smaller
bulk moduli than HSE06, although the energy volume cur-
vature is usually expected to increase at smaller volumes.
Concomitantly, the average bulk moduli are slightly under-
estimated by AM05 compared to experiment. The underesti-
mation is modest for the metals and semiconductors, but
clearly increases towards more ionic compounds and be-
comes as large as 20% for the two most ionic compounds,
NaF and NaCl. As already mentioned, these are the com-
pounds with the largest errors in the AM05 lattice constants.
The hybrid functionals performed very well for these two
systems yielding a much larger—albeit still too small—
curvature at the equilibrium volume. We note that these sys-
tems, as well as other ionic compounds, are largely exchange
dominated in the sense of the adiabatic coupling theorem,
i.e., the adiabatic coupling theorem and the GW method sug-
gest that one should include a large fraction of the nonlocal
exchange to account for the physics in these systems. In
summary, ionic compounds are the only bulk systems where
hybrid functionals might offer an advantage over the AM05
functional. The opposite applies to the metallic systems,
where the AM05 functional seems to give an overall slightly
better description than the hybrid functionals, in particular,

for the bulk moduli. More reliable error bars on the experi-
mental values are required before further definite statements
can be made.

V. CONCLUSIONS

The subsystem functional AM05 is based on two exact
reference systems: The uniform electron gas and the surface
jellium. AM05 hence constitutes a systematic improvement
upon LDA by adding terms depending on the gradient of the
density while maintaining the exact exchange-correlation
limit of LDA. The systematic improvement is confirmed nu-
merically by our careful solid-state benchmarks �cf. Table I�.
Not only is AM05 found to be a significant improvement
over LDA, but also for the studied quantities over other
often-used functionals, e.g., PBE, BLYP, and RPBE. Within
the high numerical precision of this study, AM05 is found to
be as accurate as the most advanced hybrid functionals pro-
posed to date, PBE0 and HSE06. The only exception are
ionic systems, where AM05 clearly improves upon PBE, but
still yields much too large volumes and much too small bulk
moduli.

In further analysis, we find the performance of AM05,
on average, to be even better than what a computational user
would reach by choosing between LDA and PBE with guid-
ance from experimental knowledge. Hence, AM05 provides
a predictive power neither of these two functionals possess.
Our comparison of results from different codes also shows
that the level of precision available in modern codes, and the
size of experimental errors for solid-state systems, will make
it difficult to register a further improved functional for these
applications without going far beyond the benchmark sys-
tems and properties studied in this work. Note that the AM05
construction was made solely on a theoretical and nonem-
pirical basis. The excellent results thus strongly points to it
having a sound theoretical basis. Furthermore, we would like
to emphasize that the theoretical foundation of AM05 is fun-
damentally different from those of other available function-
als �cf. Sec. II B�. In studies where the calculated value is to
be relied upon, in particular, when experimental data are ei-
ther unavailable or have large uncertainties, more than one
functional is often applied as a means to assess the accuracy.
It is in such cases beneficial to employ functionals that are
based on different fundamental principles.

The high speed and precision of the computer code VASP

5.1 makes it an excellent choice for functional assessment,
expanding the possibilities of initial testing from simple
properties for few atoms to include also large systems and
DFT-MD. For the applications of this work, we found its
PAW core potentials to be general enough to be interchange-
able between different functionals, which saves the otherwise
tedious work of generating pseudopotentials. Note, however,
that this is a property pertaining to the PAW scheme and the
implementation used by this code. Pseudopotentials gener-
ated according to other schemes are generally not inter-
changeable and doing so may severely affect the computa-
tional results.
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Comment on ‘‘Restoring the Density-Gradient
Expansion for Exchange in Solids and Surfaces’’

A recent Letter by Perdew et al. [1] presents a new
functional, PBEsol, intended for solid state and surface
systems. It is based on a gradient expansion of the ex-
change energy and a final fit of the exchange-correlation
(xc) energy to that of surface jellium. The former compo-
nent ‘‘restoring the gradient expansion’’ is analyzed exten-
sively and put forward as an explanation for the excellent
results, while the latter, which is a major component of the
AM05 [2,3] density functional, receives little attention. A
brief comparison between AM05 and PBEsol is given in
the supplementary material. The focus is on partial differ-
ences, e.g., how the AM05 exchange functional is far from
reproducing the behavior of the gradient expansion, and
not on the integrated behavior of these two functionals. If
results for AM05 and PBEsol were decidedly different, the
indirect comparison would support the importance of an
exchange functional with the features suggested by Perdew
et al. However, the most striking conclusion from a direct
comparison of the two functionals is not how different they
are but, instead, that AM05 and PBEsol yield identical
results for a wide range of solids. Hence, there is a problem
in how the Letter uses the excellent results for lattice
constants of solids as a main motivation for its central
thesis, since these results are not unique to PBEsol.

Ropo, Kokko, and Vitos [4] found that surface energies
from PBEsol and AM05 are very similar (Fig. 2 of Ref. [4])
and that the two functionals give identical lattice constant
and bulk modulus for all 19 tested magnetic and nonmag-
netic 3d, 4d, and 5d metals. We find that identical results
are not limited to transition metals but extend to all tested
oxides and semiconductors (see Table I for a partial list).
The level of agreement is unprecedented for two ‘‘differ-
ent’’ density functionals, and a well-grounded explanation
of this behavior is important for the future development of
density functional theory. PBEsol adopting the approach of
AM05 in fitting the total xc energy to jellium surface
energies appear as a possible explanation, in particular,
since it is this total xc sum, rather than the separate parts,
that matters for applications [5]. However, Table SIVof the
supplemental material presents a test for three solids that
suggests that PBEsol obtains AM05-like results even be-
fore the fit is made. Should that hold generally true, an
alternative explanation is that the exchange functional of
PBEsol shares some fundamental similarity with that of
AM05 despite the differences. The functionals may be
more similar in practice than indicated by the supplemental
material of Ref. [1] since they approximate different
choices for the exchange energy density [6]. AM05 and
PBEsol yield identical results for oxides, semiconductors,
and transition metals. Until the relationship between
AM05 and PBEsol is fully understood, the necessity of
an exchange functional for solids that ‘‘restores the gra-
dient expansion’’ remains an open question.
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TABLE I. Equilibrium lattice constants a0 (Å) and bulk mod-
uli B0 (GPa), obtained with AM05 [2] and PBEsol [1]. We run
VASP5 identically for both functionals, using the same pseudo-

potentials and settings as in Ref. [3], except for a tighter interval
for the points used in the Murnaghan fit. Differences between
codes can result in larger differences than those between PBEsol
and AM05 [3]. The accuracy of VASP5 has been shown to be
comparable to that of a full potential, all electron, LAPW code.

a0 (Å) B0 (GPa)

Solid AM05 PBEsol AM05 PBEsol

BN 3.61 3.61 383 384

C 3.55 3.56 449 447

Si 5.43 5.43 92.3 93.3

GaAs 5.67 5.67 66.5 68.6

LiCl 5.12 5.06 30.7 35.0

MgO 4.23 4.22 154 157

�-Al2O3 5.14 5.14 241 244

Na 4.21 4.17 7.45 7.86

Mo 3.13 3.14 284 283

Al 4.01 4.02 85.7 81.7

Cu 3.57 3.57 162 163

Pd 3.87 3.88 200 202
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Abstract

The work functions of Al(111) and Al(100) surfaces have been calculated by using the quasipar-

ticle self-consistent GW (QSGW) approach. We found that modifications of the original QSGW

method are required in order to describe systems that have extended regions with small electronic

density, e.g. the metal/vacuum interface systems. Such modifications have been suggested and

their accuracy has been investigated for the Al surfaces. Obtained results for work functions are

not dependent on the DFT functional parameterization used to calculate starting Hamiltonian and

are in excellent agreement with experiment.
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I. INTRODUCTION

The work function is one of the most important quantities in the characterization of sur-

faces. An accurate theoretical prediction of the work function is important for understanding

the wide range of surface phenomena such as growth rate, the form of crystallites, sintering,

catalytic behavior, adsorption, chemical reactions, surface segregation, formation of grain

boundaries, etc. In addition, the work function largely determines rates of electron surface

emission and is therefore of applied interest for optimizing thermionic emitters [1], where a

low work function is sought, and pulsed-power components, for example transmission lines,

where a high work function is required.

Presently, most common way to calculate the work function is by using the local den-

sity approximation (LDA) or the generalized gradient approximation (GGA) of the density

functional theory (DFT) [2, 3]. Unfortunately, the accuracy of the DFT-based methods in

calculation of the work function is not always satisfactory. For example, the DFT results for

work function of Al(111) surface range from 3.70 eV to 4.73 eV [4–14] while the experimen-

tal photoelectric measurement carried out in ultrahigh vacuum conditions gives the value

of 4.24 eV [15]. Similarly, different DFT functionals give work function for Al(100) surface

in a broad range from 3.36eV to 4.82 eV [4, 5, 13, 16–19] while the experimental value is

4.41 eV [15]. The strong dependence of the calculated value of the work function of Al (as

well as other metals) on the DFT functional used suggests that beyond DFT methods are

required in order to achieve accuracy of the order of 0.1 eV or better. Heinrichsmeier et al.

[20] proposed a new non-local parameterization of the exchange-correlation functional based

on the non-self-consistent GW calculations, the Vxc(GW) method. Using this method they

obtained the values of the work function 4.82 eV for Al(111) and 4.59 eV for Al(100), that

are 0.58 eV and 0.18 eV larger then experimental results, correspondingly. Such large error,

particularly for the Al(111), could be attributed to the fact that these GW calculations

were non-self-consistent; consequently, results are dependent on the initial DFT functional

parameterization [20].

In the present work we calculate the work functions within the recently developed quasi-

particle self-consistent GW (QSGW) approach [21–23] that does not depend on initial DFT

functional parameterization. It has been shown that QSGW improves agreement with exper-

iment (as compared to both DFT and usual perturbative non-self-consistent GW approaches)
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for a number of properties calculated for different classes of materials, including alkali met-

als, semiconductors, wide band gap insulators, transitional metals, transition metal oxides,

magnetic insulators, rare earth compounds, etc [21–25]. These results suggest that QSGW

method could be successfully applied to calculate work functions of a broad range of ma-

terials and surfaces. To the best of our knowledge, so far QSGW method was not applied

to the problem of work function. Thus, the aim of this paper is to study the accuracy of

the QSGW method for calculation of the work functions. In this paper we report results for

Al(111) and Al(100) surfaces. The work function of Al(111) and Al(100) surfaces have been

a subject of many previous theoretical and experimental studies [4–20] and could serve as a

benchmark for estimation of the accuracy of applied method.

II. METHOD AND COMPUTATIONAL DETAILS

QSGW is a method to determine nonlocal (but static and Hermitian) optimum one-

particle Hamiltonian H0 in a self-consistent way [21–23]. First, starting with some trial

HamiltonianH0 (usually, the LDA Hamiltonian is used as the first-iterationH0) we calculate

the self-energy Σ(ω) in a GW approximation. Then we define the static self-energy in the

basis of the eigenfunctions ψkn(r) of the Hamiltonian H0 as follows [21–23]

Σk

nn′ = Re〈ψkn|[Σ(εkn) + Σ(εkn′)]/2|ψkn′〉 , (1)

where k is the wave vector, n is the band index, εkn denote eigenvalues of H0, and Re means

to take the Hermitian part. Next, we construct updated next-iteration H0 by using this Σk

nn′

instead of the usual LDA exchange-correlation potential

H0 = −
∇2

2m
+ V ext + V H +

∑

knn′

|ψkn〉 Σk

nn′〈ψkn′| , (2)

where V ext is the external (nuclei) potential and V H is the Hartree potential. This procedure

is iterated until the self-consistency is achieved; the Σk

nn′ generated by H0 is identical (within

some small tolerance) to the Σk

nn′ that enters into H0. It has been shown [22] that such

procedure minimizes, although in an approximate way, the difference between the full non-

local, non-static and non-Hermitean GW Hamiltonian H(ω) = −∇
2

2m
+V ext +V H +Σ(ω) and

Hamiltonian H0 (that is why it is called ’optimum’). Note that H(ω) is a functional of the
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H0 because both V H and Σ(ω) calculated in the GW approximation depend on eigenfunc-

tions generated by H0, so described above iteration procedure self-consistently determines

both H(ω) and corresponding optimum H0.

In present work we used experimental lattice constant of Al at zero temperature, 4.025 Å

[26]. The Al(111) and Al(100) surfaces have been modeled by a (1×1) surface unit cell in xy-

directions and a periodic combination of NA Al layers and NV vacuum layers in z-direction.

The vacuum layer has the same width as the Al layer with so-called floating basis orbitals

[27] placed instead of the atomic muffin-tin orbitals. NA ranged from 4 to 12 and NV ranged

from 6 to 10 have been used to analyze the convergence of the results with respect to these

parameters. The work function, Φ, is defined as the difference between the electrostatic

potential at a point far from the surface and the Fermi energy; Φ = Ves(∞) − εF . In our

calculations Ves(∞) was estimated as electrostatic potential in the middle of the vacuum

slab. We find that that NV =6 is sufficient to determine the work function within the 0.005

eV accuracy. Both relaxed and unrelaxed internal atomic coordinates have been utilized

to model the Al(111) surface for NA ≥ 6. In particular, the experimental values of 1.7%

and 0.5% [28] for expansion of the first and second surface Al(111) layers have been used in

relaxed case. For Al(100) only unrelaxed coordinated have been used in accordance to the

experimental reports of the 0% change in Al interlayer spacing [29, 30].

We use the QSGW method, which is presently implemented as an extension of the all-

electron full-potential linear muffin-tin orbital (LMTO) program suite. The diagram of the

self-consistency cycle that includes the LMTO and GW parts of the code are shown on the

Figure 2 of Ref. [23]. The description of the basis sets and other details of the LMTO and

QSGW implementations could be found in Refs. [23] and [27].

The integration over the surface Brillouin zone (BZ) in the LMTO part of the code has

been performed with (22 × 22) and (24 × 24) Monkhorst-Pack meshes [31] (kLMTO-mesh).

The GW self-energy has been calculated with (6 × 6), (8 × 8), and (10 × 10) meshes in the

surface BZ (kGW -mesh). The GW part of the code (where the self-energy is calculated given

the eigenfunctions and eigenvalues of the H0 are generated by the LMTO part) is much more

computationally demanding as compared to the LMTO part of the code. In practice it is

computationally prohibitive to calculate the self-energy on the same fine kLMTO-mesh that

is needed for the LMTO part. Thus, rather sophisticated procedure that includes several

transformations of the self-energy Σk

nn′ between different basis sets have been developed to
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interpolate the self-energy calculated by the GW part of the program on a coarse kGW -mesh

to finer kLMTO-mesh used by the LMTO part of the program.[23]

Also it has been found that matrix elements of the self-energy between states with high

energy often cannot be interpolated with sufficient accuracy from the kGW -mesh to the

kLMTO-mesh[23]. The latter is in part due to the long range of the LMTO basis set (e.g. the

smallest eigenvalue of the overlap matrix can be of the order of 10−10). In order to overcome

this k-interpolation problem, the high-energy part (εLDA
kñ , εLDA

km̃ > Exccut) of the difference

between the self-energy and LDA exchange-correlation potential,

△V xc
ñm̃ = Σñm̃ − V xc,LDA

ñm̃ (3)

has been substituted by a diagonal matrix with diagonal matrix elements given by linear

function of the LDA energy, △V xc
ññ = a+b×εLDA

kñ . Here ”∼” over the subscript signifies that

the function is represented in the basis of eigenfunctions ψLDA
kñ of the LDA Hamiltonian (the

LDA basis) with eigenvalues εLDA
kñ . The energy cutoff parameter Exccut is typically of the

order of 2-3 Ry. The constants a and b are fitted from calculated △V xc
ññ at lower energies.

The results for the calculated quasiparticle (QP) energies usually weakly dependent on the

cutoff parameter Exccut or constants a and b. More details on the interpolation procedure

and the method used to control its accuracy for bulk calculations could be found in Ref.

[23], section II, subsection G.

In the LDA basis the optimum Hamiltonian H0(k) (2) has form

H0
ñm̃(k) ≡ 〈ψLDA

kñ |H0|ψLDA
km̃ 〉 = εLDA

kñ δñm̃ + △V xc
ñm̃(k) . (4)

After described above modification of the matrix △V xc
ñm̃, the Hamiltonian H0

ñm̃(k) in a form

of Eq.(4) is used in LMTO part of the program to obtain the QP wave fictions (in the LDA

basis) and energies.

The outlined above k-interpolation procedure has well controllable errors in the case

of bulk materials. In these work we found that the QSGW method requires additional

modification if the system has extended regions with small electronic density, e.g. the

metal/vacuum interface system. Specifically, we find that the interpolation errors for the

matrix elements △V xc
ñm̃(k) between occupied states [i.e. states with energies εLDA

km̃ ≤ εF

that are spatially concentrated in the metal region] and ”vacuum” states [i.e. states with

energies εLDA
kñ ∼ εF + Φ that are extended to the whole volume of the system] lead to
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(slightly) unproper mixing of these states. (Here εF is the Fermi energy and Φ is the work

function.) As a result, after diagonalization of the Hamiltonian (4), the QP occupied states

have some small tails that unphysically slow decay as a function of distance from the metal

surface into the vacuum region. These tails manifest themselves as unphysical deviations of

the decay rate of the electron density deep in vacuum region from the exponential behavior.

In order to overcome this problem we suggest to use the method similar to that employed

in bulk materials. Specifically, we put all non-diagonal matrix elements of △V xc
ñm̃(k) equal

to zero if energies εLDA
kñ and εLDA

km̃ satisfy following conditions:

△V xc
ñm̃(k) = △V xc

m̃ñ(k) = 0 if

εLDA
kñ − εLDA

km̃ > Ec and εLDA
kñ > εF . (5)

Here Ec is new cutoff parameter. The idea of the method is to allow the occupied states

m̃ to be mixed only with unoccupied states ñ with energy less then εF + Ec, that will

prevent them from mixing with extended vacuum states if Ec < Φ [at least in the first

order of the perturbation theory, if consider △V xc
ñm̃(k) in Eq. (4) as a perturbation to the

LDA Hamiltonian]. In the limit Ec → ∞ there is no modification of the matrix △V xc
ñm̃(k)

and the method reduces to the standard QSGW approach. In the opposite limit, Ec → 0,

the method becomes an ”unoccupied states eigenvalue-only” self-consistent GW method

when unoccupied QP wave functions are always equal to the LDA wave functions and only

QP energies are modified due to the diagonal matrix elements △V xc
ññ(k). Thus, parameter

0 < Ec <∞ smoothly interpolates between these two methods. Note that second condition

in (5) always allows the occupied states to be mixed between themselves.

The method of truncating the matrix elements (5) works only for limited number of the

metal/vacuum interface systems. It does not work for metals whose bulk electronic structure

is strongly affected by truncating the non-diagonal matrix elements △V xc
m̃ñ(k) as specified

by Eq. (5) with cutoff Ec ∼ Φ. Fortunately, for bulk Al the ”unoccupied states eigenvalue-

only” self-consistent GW is a good approximation to the full QSGW. This is a consequence

of the fact that Al is a simple sp electron system and the LDA wave functions of bulk Al

are already good enough; typical overlap between the LDA and QP wave functions is of the

order of 99% or more.
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III. RESULTS AND DISCUSSION

Figure 1 shows the density of states (DOS) of the bulk Al calculated in LDA, full QSGW

(that corresponds to the limit Ec → ∞), modified QSGW as specified by Eq. (5) with

small cutoff parameter Ec = 0.1 eV, and the standard ”eigenvalue-only” self-consistent GW

where all non-diagonal elements of the GW addition to the LDA Hamiltonian are neglected

△V xc
ñm̃(k) = △V xc

ññ(k)δñm̃, so the QP wave functions are always equal to the LDA ones.

It can be seen that all three modifications of the GW method produce very similar DOS,

different from the LDA result. The ”eigenvalue-only” DOS is very close to the full QSGW

DOS with some small deviations in the energy range from εF − 1 eV to εF + 3 eV. More

importantly, the DOS obtained in the full QSGW (solid line) and DOS obtained by modified

QSGW with small cutoff Ec = 0.1 eV (dotted line) are almost indistinguishable on the figure.

This means that the truncation (5) of the matrix elements △V xc
ñm̃(k) with arbitrary cutoff

parameter Ec ≥ 0.1 eV practically does not change the bulk Al electronic structure.

Now we turn to the Al/vacuum interface systems. Figure 2 shows the averaged over the

xy plane electron density (note the logarithmic scale) as function of the distance form the

center of the vacuum slab, z, for Al(111) and Al(100) systems with five different values of the

Ec parameter. The calculations have been performed for 4 Al and 8 vacuum layers (NA = 4

and NV = 8). We see that for both systems the density exponentially decreases away from

the metal surface (as it should be) independent on the Ec parameter for Ec ≤ 4.08 eV (three

curves with Ec = 1.36, 2.72, and 4.08 eV are non-distinguishable on the figure). But for Ec

above 4.08 eV the density begins to deviate from normal exponential behavior; the electronic

density near the the center of the vacuum slab sharply increases by two orders of magnitude

for Ec = 6.8 eV as compare to results for smaller values of Ec ≤ 4.08 eV. For Al(111) the

density calculated with Ec = 6.8 eV even increases, at some z, when the distance from the

metal increases. We believe that such unphysical behavior of density in vacuum region at

large Ec is a consequence of the k-interpolation errors for the matrix elements △V xc
m̃ñ(k)

between occupied states with εLDA
km̃ ≤ εF and ”vacuum” states with εLDA

kñ > εF + Φ.

On the other hand these errors are not large on an absolute scale; they are seen only at

small values of density, 4-5 orders of magnitude smaller then the density in metal region.

The calculated QP energies also are not strongly affected by these errors. The QP energy

bands calculated with parameters Ec = 2.72 eV and 6.80 eV (not shown) almost coincide
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FIG. 1: (Color online) Density of states (DOS) of the bulk Al calculated in LDA (dot-dashed line),

full QSGW (solid line), modified QSGW with cutoff parameter Ec = 0.1 eV (dotted line), and the

standard ”eigenvalue only” self-consistent GW (dashed line). The DOS curves of the full QSGW

and modified QSGW with Ec = 0.1 eV are non-distinguishable on the figure.

with each other for states with energies less then εF + 2 eV and begin to deviate slowly for

higher energies (i.e. increasing Ec from 2.72 eV to 6.8 eV results in up-shift of the QP bands

with energy above εF + 4 eV by a value ranged from 0.0 to 0.2 eV, depending on particular

band). Nevertheless in order to obtain the work function with 0.1 eV accuracy or better,

these errors should be eliminated by using an appropriate value of the Ec parameter.

As could be concluded from Figs. 1 and 2, there is a range of Ec parameter 0 ≤ Ec ≤ 4.08

eV where the k-interpolation errors could be neglected for Al interfaces while the bulk Al

electronic structure still coincide with the full QSGW electronic structure. Such fortunate
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FIG. 2: (Color online) The averaged over the xy plane electron density (in atomic units, note

logarithmic scale) as function of the distance form the center of the vacuum slab, z, (in Å) for

Al(111)/vacuum (top panel) and Al(100)/vacuum (bottom panel) interfaces calculated by modified

QSGW method with five different values of the Ec parameter. The number of Al and vacuum layers

are NA = 4 and NV = 8. For both, Al(111) and Al(100) interfaces the density curves with three

smallest values of Ec are non-distinguishable on the figure.

situation is not universal. For example, we checked that for Fe/vacuum or Cu/vacuum

interfaces there is no such range of Ec parameter; for these metals Ec should be above 1

Ry in order for the electronic structure of bulk metal to be close to that of the full QSGW,

while the interpolation errors for the metal/vacuum system with such Ec ≥ 1 Ry are non-

negligible. The difference with Al is that for Fe and Cu the LDA wave functions are not a

good approximation to the QSGW wave functions. The development of an universal method
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based on the QSGW scheme that could be applied to calculation of the work function of all

metals will be a subject of future study.

Figure 3 shows the work function, Φ, calculated for Al(111) and Al(100) surfaces with

NA = 4 and NV = 8 as function of the cutoff parameter Ec. It is seen that the calculated

work function is independent of Ec up to Ec ∼ 4 eV for Al(111) and Ec ∼ 5 eV for Al(100)

and changes rapidly after these thresholds. The work function dependence on Ec shown

on Figure 3 agrees well with what we would expect; the calculated work function starts to

change from a flat line due to increasing role of the k-interpolation errors as Ec approaches

Φ, approximately 4.2 eV for Al(111) and somewhat larger for Al(100). The independence

of calculated work function from Ec (for Ec < 4 eV) provides additional evidence that the

method (5) is suitable to describe the Al/vacuum interfaces. In all calculations presented

below the Ec parameter is fixed and equals to Ec = 2.72 eV.

Figure 4 shows the variation of the Φ as function of the number of Al layers, NA ≤ 12, for

Al(111) (top panel) and Al(100) (bottom panel) surfaces, calculated with LDA and QSGW

with following parameters: Ec = 2.72 eV, NV = 6, (22×22) kLMTO-mesh, and (6×6) kGW -

mesh in the surface BZ. For the LDA calculations the Barth-Hedin [32] DFT functional has

been used. We see that Φ oscillates when the film thickness increases. These oscillations are

well known [4] and could be attributed to the quantum-size effects (QSE). The positions of

the local maximums of the LDA Φ at NA = 5, 8, and 11 for the Al(111) surface and the

minimum at NA = 7 for the Al(100) surface agree well with previous DFT calculations [4].

The QSGW work function also shows the QSE oscillations, similar to that of the LDA. We

estimate the uncertainty in our calculated at NA = 12 values of the work function due to the

QSE as ±0.02 eV, that is larger then uncertainties due to other parameters of the method

(i.e. uncertainty related to the number of k points in the kGW -mesh).

The results of our calculations as well as results of many previous studies are shown in

Table I in comparison to the experimental data. It is seen that the fluctuations of calculated

values for the DFT work functions could reach 1 eV or more. The work functions calculated

by GGA method are about 0.2 eV smaller then average value of the LDA work functions.

As we noted in introduction, the large range of calculated values for the DFT work functions

suggests that beyond DFT method is required that does not depend on the choice of the

DFT functional.

Our values of the QSGW work functions are 4.17 eV for Al(111) relaxed surface, 4.19 eV
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FIG. 3: (Color online) The work function calculated for Al(111) and Al(100) surfaces with NA = 4

and NV = 8 as function of the cutoff parameter Ec.

for Al(111) unrelaxed surface and 4.36 eV for Al(100) unrelaxed surface. We checked that

these values do not depend on the LDA functional used for the first-iteration H0 Hamiltonian

and also for the LDA basis that define the QP Hamiltonian H0 (4). Specifically, we employed

the Barth-Hedin [32] and Ceperley-Alder [33] LDA functionals and obtained identical QSGW

results. The small effect of the surface relaxation on the Al(111) work function (reduction

by 0.02 eV relative to unrelaxed case) is similar to results of previous works (see, e.g. Ref.

4). Our LDA work functions obtained with the Ceperley-Alder parameterization are 0.10

eV smaller compare to that of the Barth-Hedin LDA parameterization.

Table I shows that our QSGW work functions differ by 0.07 eV and 0.05 eV from the

experimental photoelectric measurements carried out in ultrahigh vacuum conditions [15]
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FIG. 4: (Color online) The work function of Al(111) (top panel) and Al(100) (bottom panel)

surfaces calculated with LDA (squares) and QSGW (circles) as function of number of the Al

layers, NA.

for Al(111) and Al(100), correspondingly. This is an excellent agreement; both differences

are less then 0.1 eV and of the order of the sum of theoretical and experimental error bars.

Moreover, the difference between QSGW fork functions Φ(100) − Φ(111) = 0.19 eV is in

excellent agreement with the experimental data [15] Φ(100) −Φ(111) = 0.17 eV. An earlier

experiment [34] reports 0.21 eV smaller value for Al(100) work function compare to that

of Ref. [15]. Grepstad et al.[15] suggested that this discrepancy could be due to higher

impurity concentration, in particular oxygen, in earlier experiment.

12



TABLE I: A comparison of the QSGW Al work functions (given in eV) with previous calculations

and experimental result

Al(111) Al(100)

QSGW 4.17a 4.36a

Vxc(GW) 4.82[20] 4.59[20]

GGA 4.06[4] 4.06[5] 4.24[4] 4.25[5]

GGA 4.27[16]

LDA 4.32b 4.22c 4.56b 4.46c

LDA 4.23[5] 4.73[6] 4.42[5] 4.42[17]

LDA 3.70[7] 4.59[8] 3.36[17] 4.48[17]

LDA 4.09[9] 4.31[10] 4.44[17] 4.39[17]

LDA 4.54[11] 4.32[12] 4.82[17] 4.53[18]

LDA 4.49[13] 4.7[14] 4.50[13] 4.51[19]

Exp. 4.24± 0.02[15] 4.41± 0.03[15]

Exp. 4.26± 0.03[34] 4.20± 0.03[34]

aPresent work, QSGW

bPresent work, Barth-Hedin LDA functional

cPresent work, Ceperley-Alder LDA functional

IV. SUMMARY

We applied QSGW method to calculate the work functions of Al(111) and Al(100) sur-

faces. Obtained results are in excellent agreement with the experiment with errors of 0.07

eV and 0.05 eV for (111) and (100) surfaces correspondingly. Calculated values of the work

functions do not depend on the DFT functional used for the initial Hamiltonian H0. The

results suggest that QSGW method could be used for reliable and accurate calculation of

the work functions with accuracy of the order of 0.1 eV or better.

We found that modification of the original QSGW method [21–23] is required in order

to apply the method to the metal/vacuum surface. In particular, special care should be

taken to control the errors originated form k-interpolation of the self-energy matrix that, if

unchecked, could result in unproper mixing of the occupied and unoccupied states. In some

13



simple cases, such as Al, where LDA wave functions are already a good approximation to

the QP wave functions, simple truncation of corresponding matrix elements [see Eq. (4)]

could be enough to control these errors. For more difficult cases, where QP and LDA wave

functions are significantly different, another method to control the k-interpolation errors

should be developed. Thus, additional research is needed for development of an universal

method for calculation of the work function and other surface-related properties of materials

within QSGW method.
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