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Abstract

Fundamentals of ion transport in nanopores were studied through a joint experimental
and computational effort. The study evaluated both nanoporous polymer membranes and
track-etched nanoporous polycarbonate membranes. The track-etched membranes provide
a geometrically well characterized platform, while the polymer membranes are are more
closely related to ion exchange systems currently deployed in RO and ED applications.
The experimental effort explored transport properties of the different membrane materials.
Poly(aniline) membranes showed that flux could be controlled by templating with molecules
of defined size. Track-etched polycarbonate membranes were modified using oxygen plasma
treatments, UV-ozone exposure, and UV-ozone with thermal grafting, providing an avenue
to functionalized membranes, increased wettability, and improved surface characteristic life-
times. The modeling effort resulted in a novel multiphysics multiscale simulation model for
field-driven transport in nanopores [2]. This model was applied to a parametric study of the
effects of pore charge and field strength on ion transport and charge exclusion in a nanopore
representative of a track-eteched polycarbonate membrane.

The goal of this research was to uncover the factors that control the flux of ions through a
nanoporous material and to develop tools and capabilities for further studies. Continuation
studies will build toward more specific applications, such as polymers with attached sulfonate
groups, and complex modeling methods and geometries.
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Chapter 1

Introduction

Membrane-based desalination is a mature and efficient technology for extracting fresh water
from salty or otherwise impaired sources. The dominant technology is reverse osmosis (RO),
but electrodialysis (ED) has become an efficient alternative for purifying slightly impaired
water [40]. The ED method relies on electrophoretic transport of solute ions from a diluate
(source) stream through ion exchange membranes and into a concentrate (sink) stream. This
approach, thus, differs from reverse osmosis and thermal desalination methods in that solute
ions are removed from a water stream, rather than the other way around, and that only ionic
solutes are removed from the source stream. These characteristics facilitate the design of
flow-through electrodialysis systems (shown schematically in Figure 1.1), can help reduce the
effects of fouling and clogging of desalination membranes, but have also largely limited the
application of these methods to water sources with low salinity or in specialized deployment
areas [58].

Novel membranes that increase water flux are one of the principal routes to advancing wa-
ter treatment technology [43]. Since there is no single glaring limitation in membrane-based
desalination processes, improvements must come from a combination of overall throughput,
membrane stability, and ionic selectivity. Achieving progress in these areas requires improved
understanding of the physical processes involved in transport through the membranes [40].
Another compelling reason for seeking more detailed insight and rational membrane design
capabilities is to achieve selective electrodialysis, which is a relatively recent approach to
treatment of marginally impaired water. In selective electrodialysis, the ion exchange mem-
branes are chosen such that they facilitate transport of specific target ions more than those
of common, non-toxic ionic solutes. Since the amount of ions transported across the ion ex-
change membrane is now only a fraction of the overall salt concentration in the source stream,
these systems are expected to achieve substantially higher energy efficiency than reducing
the concentrations of all ionic solutes to levels dictated by the least desirable species [3].

Porous membranes that respond to pH [65, 61, 30], temperature [31, 46], or ionic strength
[65, 30], have repeatedly been the focus of research over past decades. A major reason for the
continued interest in stimuli-responsive porous membranes is due to applications in diverse
fields such as desalination of water [5, 6], separation of salts by reverse osmosis [64, 41], ultra-
and micro-filtration [19, 10], and their potential use as biological separation membranes [14].
Most commercial membranes used for these applications are polymers with favorable chem-
ical and thermal-mechanical bulk properties. Often, however, these same polymers chosen
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Figure 1.1. A schematic of an electrodialysis stack. Neg-
atively charged ions and membranes are shown in red, posi-
tively charged ions and membranes are shown in blue.

due to their bulk properties are hydrophobic; and result in surface properties that are un-
desirable and make the membranes less optimal for the intended application. For example,
research has demonstrated that hydrophobic membranes are more susceptible to fouling than
hydrophilic membranes [57, 49]. Fortunately, there are surface modifying techniques that
modify the surface properties of the substrate without changing the properties of the bulk
material. Early surface modification methods of polymer membranes included oxidative
techniques such as: plasma treatments [33, 56, 59], corona discharge treatments [51, 34], and
ultra violet light exposure [28, 21, 44]. Selection of a specific surface modification technique
depends on the chemical structure of the given support membrane and the desired charac-
teristics of the surface modification required. Although these techniques have proven to be
extremely simple, they do not impart permanent hydrophilicity to the membrane due to the
limited stability of the treated surface towards washing and storage.

More complex and advanced technologies, such as surface grafting, and coating polymer-
ization are being used to modify the surface properties of membranes. Among these methods,
graft polymerization is one of the most efficient methods to control the polar monomer ad-
sorbed onto the membrane surface and to durably modify the membrane surface properties.
Surface graft polymerization has attracted considerable interest as a simple and versatile
approach to introduce functional groups onto a variety of polymeric substrates. In graft
polymerization, active sites are first introduced on the membrane surface using the same
techniques described earlier such as plasma treatment, glow-discharge, ozone treatment, or
UV-ozone irradiation. However, the membranes undergo a subsequent monomer polymer-
ization step where adsorption of soluble polymer from solution grafts onto the active sites.
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This process provides a more robust functionalization of the grafted polymer chains since
they are chemically bonded between the substrate and polymer [13, 8, 63].

Studies of ED through some synthetic nanoporous membranes have shown ionic selectiv-
ity and conductance properties similar to those of biological ion channels [55, 11]. This raises
the possibility of achieving improved purification systems for impaired water by controlling
the ionic selectivity of the membrane system [3]. The transport involves multiple different
length scales, ranging from ion sizes, through the Debye length and nanopore radius, and up
to concentration polarization effects on a device level. The timescales involved are equally
diverse, ranging from sub-picosecond timescales for atomic motions to minutes for concen-
tration evolution. Simulations of ion channels have been tackled with a corresponding range
of simulation methods, ranging from explicit molecular dynamics models [17, 20], through
reduced-order particle models such as Brownian Dynamics [15] and continuum methods such
as Poisson-Nernst-Planck [23, 12]. Each model makes a variety of assumptions and approx-
imations regarding the nature of the simulation system, and lively debates regularly emerge
over the validity of the various assumptions for a given class of simulations [36, 42, 16, 22].

While significant advances have been made in membrane technology for water treatment,
most of the developments still occur on a trial-and-error basis. In order to enable a science-
based membrane design capability, a detailed insight will be required into the factors control-
ling the flux of ions through nanoporous membranes. Through a combined experimental and
computational approach, this works aims to acquire such insight and to develop the tools
and capabilities required for more detailed studies and engineering of membrane materials
used in electrodesalination. To achieve these goals, significantly improved insight is required
into the detailed chemical and physical interactions between the ion exchange membranes,
the ionic solutions, and the applied electric fields. In particular, improved understanding
is needed for the effects of membrane charge and chemical composition, the influence of
pore geometry and surface roughness, and non-equilibrium effects such as charge polariza-
tion. The platforms used in this study, nanoporous polymers [35], polymers modified with
ions [45], and track-etched nanoporous polycarbonate membranes, were chosen to provide
both a well-characterized platform for experimental and modeling studies and to provide a
clear path toward desalination membranes relevant to currently deployed membrane systems.

Ion track-etched membranes are formed by first irradiating polymer materials (e.g. poly-
carbonate sheets) with ions, which locally damage the polymer. Subsequent etching results
in a membrane with geometrically uniform, cylindrical pores at the locations where ions
went through the material. This simplified geometry is a good system for studying the ef-
fects of fluid – wall interactions, decoupled from the complex geometry of more conventional
nanoporous membranes. Track-etched membranes were therefore the main focus of both
the experimental and computational efforts in this project. In this work, surface modifica-
tions were made to track-etched membranes in order to study their effect on the membrane
characteristics and the associated ionic fluxes through the membranes. We used advanced
grafting techniques to modify the surface of polycarbonate track etched membranes using
oxygen plasma treatments, ultra-violet irradiation and UV-ozone exposure, and UV-ozone
followed by a thermal grafting process. These advanced surface modification techniques pro-
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vide an avenue to functionalize polymer membranes with various ionic monomers to create
fixed-charge ion-exchange membranes. Since the surface modifications increase the wetta-
bility of the membrane, they are less susceptible to fouling, and thirdly the grafted surface
modifications provide improved surface characteristic lifetimes. The modified membranes
surface properties were initially characterized by monitoring the water contact angles, and
subsequently by measuring the surface charge. The properties of the modified membranes
were investigated experimentally for both concentration and electric field driven transport.

The poly(aniline) membranes investigated in this work had a pore network that was
templated by molecules with a defined size. By adjusting the doping level, we were able
to show that the pore space was indeed affected and the flux could be controlled. While it
remains difficult to completely characterize the topology of the pore space in irregular pore
membranes well enough to connect experimental results in both regular and irregular pore
membranes, we believe the framework set forth in this project holds significant promise for
advancing fundamental understanding of transport in nanoporous membranes with various
surface chemistries and pore topologies.

To provide deeper insight into the key mechanisms of ion transport through the nanopores
of the membranes, the experimental work was complemented with a modeling and simulation
component. Given the wide range of spatial and temporal scales in electrodialysis and the
non-equilibrium nature of these systems, coupled multiscale simulations were chosen as the
most rigorous way to represent the chemical and physical detail needed at the membrane
pores and interfaces while permitting realistic handling of long-time evolution and field-
driven interactions. The most interesting properties of the system, ionic selectivity, response
to chemical functionalization, and susceptibility to fouling, are all determined by very small
scale interactions near the pore wall [9]; in fact, the emergence of selective transport is widely
believed to happen when the channel radius becomes narrower than the Debye length (or
double layer thickness), which can also be taken to be the length at which finite particle size
starts to matter and continuum approximations become less appropriate. A multiscale model
composed of a particle model for the confined nanopore and a continuum representation of the
surrounding area should provide the best of both worlds; a detailed view of ion distributions
and chemical interactions within the pore, and an efficient model for device-level transport
and long-timescale system evolution [32, 27].

The overarching goal of both the experimental and computational work was to uncover
the factors that control the flux of ions through a nanoporous material and develop tools
and capabilities for further studies. As the work on modeling and regular pore membranes
comes into agreement, the complexity of the materials can be increased to encompass mem-
branes that may be more applicable to specific applications, such as polymers with attached
sulfonate groups. More complex modeling methods and geometries may be used to test the
limits of the computational approaches developed.

The next section gives an overview of the membrane synthesis and modification methods
used in this work. Section 3 then covers the methods used to characterize the structural
and surface properties of the resulting membranes. The modeling formulation is covered in
section 4. A detailed discussion of the results is given in section 5.
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Chapter 2

Membrane Synthesis and
Modification Methods

Track-Etched Membrane surface modification

Commercially available track-etched membranes, purchased from Ion Track Technology for
Innovative Products (Belgium), were surface modified using oxygen plasma, UV-ozone, and
UV-ozone activated thermal grafting. The membranes have a 20 μm thickness, 10 nm
pore diameter, and a pore density of 4.0×109cm−2. Track-etched membranes, as shown in
Fig. 2.1, were chosen for their regular, cylindrical pore structure (which facilitates comparison
between the experimental and computational studies) and for the ease of polycarbonate
functionalization.

Figure 2.1. SEM micrograph of a native PCTE membrane.

We pursued three surface modifying techniques: 1) oxygen plasma, 2) UV-ozone, and 3)
UV-ozone followed by thermal grafting. The oxygen-plasma treatment led to improvements
in the membrane wetting properties, with water contact angle reductions from the native
70◦ to as low as 35◦. However, it was difficult to reproduce the results without etching and
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Figure 2.2. Monomers selected for the thermal grafting
copolymerization surface modification of PCTE membranes.

consequently enlarging the pores. Also, the surface modifications were not stable in time. To
avoid the pore etching and time-dependent effects, we tested 15, 30, and 60 min UV-ozone
treatments with and without surface grafting copolymerization of the activated membrane.

The UV-ozone treatment generates peroxides and hydroxyperoxides at the surface that
are capable of initiating radical polymerization of vinyl monomers, resulting in surface-
grafted chains. This thermal grafting process provides a method to chemically control the
surface charge properties of the membrane by choosing the proper monomer. For the current
studies we investigated acrylic acid (AAc), N,N-Dimethylacrylamide (DMAA), and 2(N,N-
Dimethylamino)ethyl methacrylate (DMAEMA) monomers, as shown in Fig. 2.2. The UV-
activated membranes were immersed in respective monomer aqueous solutions ranging be-
tween (0.1 – 2.0 wt%) for 5, 15, and 30 minutes at 65◦C. The membranes were then washed
with deionized (DI) water to remove the residual un-grafted homopolymer.

Polyaniline Irregular Pore Membrane Synthesis

Irregular pore membranes were fabricated using a molecular doping approach to create ma-
terials with controlled pore size and porosity. Poly(aniline) (Panipol, Porvoo Finland) was
doped with strong acids of various molecular sizes. The pore size was controlled by the
molecular size of the dopant, and the total pore volume was controlled by the doping ratio,
moles of acid dopant per mole of poly(aniline) (PANI) repeat unit. The molecular doping
mechanism of PANI with a strong acid is shown in figure 2.3. Also shown in figure 2.3 is a
schematic of how the anion size changes the average distance between PANI chains thereby
creating pore space within the material.

A series of acids is shown in table 2.1 along with their calculated molecular size and
anticipated porosity as a function of doping ratio. This table served as a guide for selection
of dopant molecules and doping ratios to affect the desired transport properties. In a general
preparation, 0.25 g of PANI was dissolved in 20 mL of formic acid. The desired amount of
dopant was dissolved in approximately 5 mL of formic acid. After total dissolution of both
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Figure 2.3. Molecular doping mechanism and doping
schematic for poly(aniline) membranes.

PANI and acid (approximately 5 hours), the two solutions were combined and left to stir
for at least 12 hours. Longer stirring times before casting between 24 and 72 hours often
yielded higher-quality films.

In order to obtain membrane in thin-film format, the doped PANI membranes were spun
cast onto porous poly(sulfone) support membranes (avg. pore size 0.22 μm) (Sterlitech,
Kent WA. A porous support was affixed to a silicon wafer using a silicone rubber gasket.
The gasketed porous support membrane was then spun at 2000 RPM. Approximately 2 mL
of hexane was dispensed onto the porous support to completely wet the substrate and fill
the pores. The doped PANI solution in formic acid was then dispensed onto the hexane-
filled membrane and allowed to dry under spinning, about 2 min. The resulting asymmetric
membranes were characterized for active layer thickness by cryo fracturing under liquid
nitrogen and examining the fracture surface by FESEM. Figure 2.4 shows the cross section
of a typical membrane. The thickness of the active layer could be controlled by the spinning
speed and PANI solution concentration. Dry membranes were equilibrated in DI water before
measurement or dedoped in 0.1 M NaOH and then rinsed and equilibrated in DI water before
measurement.
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Table 2.1. Possible strong-acid poly(aniline) dopants and
their anticipated pore size and porosity as a function of
dopant level.

Figure 2.4. Scanning electron cross-sectional micrographs
of dense poly(anline) 1.6 micron thick membranes supported
on porous substrates.
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Chapter 3

Membrane Characterization Methods

Measurement of zeta potential

A SurPASS (Anton Paar GmbH, Graz, Austria) electrokinetic analyzer was used to measure
the zeta potential of the poly (acrylic acid) grafted PCTE membranes across a range of
pH values [39]. A 0.001 M KCl solution was used as the electrolyte and HCl (0.1 M) and
NaOH (0.1 M) were used to adjust the pH. The zeta potential (ζ) of the grafted surface was
computed from measured streaming current and the measured dimensions of the flow cell
using the Helmholtz-Smoluchowski equation:

ζ =
dI

dp
· η

εε0
· L

A
(3.1)

where dI/dp is the slope of streaming current versus pressure curve, η is the electrolyte
dynamic viscosity, ε0 is the vacuum permittivity, ε is the dielectric constant of the electrolyte,
L is the length of the streaming channel and A is the cross-sectional area of the streaming
channel. A schematic of the membrane slit geometry for the measurements and an example
of the data is shown in Figure 3.1.

NaCl transport

The permeation of NaCl through PCTE membranes was carried out at 30◦C, using a 0.15M
NaCl concentration gradient. The NaCl concentration change during permeation measure-
ments was monitored using a refractive index detector (Waters 2414). The permeability
of the membrane was computed using a standard analysis for a membrane separated diffu-
sion cell [18]. A schematic of the membrane separated cell used for both NaCl and glucose
transport and an example of the data is shown in Figure 3.2.

The potential driven current through the PCTE membranes was measured using a So-
lartron 1286 electrochemical interface, using 0.15M NaCl on both sides of the membranes as
electrolyte. Ag/AgCl wire electrodes were placed on each side of the membrane to sense the
potential drop across the membrane and platinum mesh electrodes were placed 1.5 cm from
the surface of the membrane to drive the ionic current as shown in Figure 3.3. Current versus
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Figure 3.1. Schematic of streaming current measurement
to compute zeta potential and example of raw data showing
linear relationship between streaming current and pressure
drop.

Figure 3.2. Experimental set-up for diffusion measure-
ments and representative data showing the increase in salt
concentration as a function of diffusion time.
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Figure 3.3. Experimental apparatus for potential-driven
flux measurements.

time plots were recorded at +/- 50, 100, 200, and 300 mV across the Ag/AgCl electrodes.
Note that during the experiments, the voltage was reversed on a regular basis in order to
avoid excessive changes in the ion concentrations on both sides of the membrane. A current
versus potential plot could then be constructed with the resistance of the membrane being
the slope of the curve as shown in Figure 3.4. The resistance of the open cell was subtracted
from the membrane measurements to compute the final ionic transport resistance of the
membrane.

Microscopy of Membrane Surfaces

For inspection of the membrane surfaces, before and after modifications, field emission scan-
ning electron micrographs were acquired of membrane surfaces with a JEOL 6700F instru-
ment at 10 kV acceleration voltage. Before imaging, the membrane surfaces were first coated
with a sub 4 nm layer of iridium metal.
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Figure 3.4. Raw data for potential flux experiments show-
ing current trace as a function of time and the resulting linear
current voltage relationship used to calculate the membrane
resistance.
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Chapter 4

Simulation Model

Problem Definition

To study ionic flux through nanoporous membranes, we consider a membrane containing
cylindrical pores normal to the membrane surface, as depicted in the cross-section on the left
side of Fig. 4.1. While this geometry would be a gross over-simplication of the tortuous path
nanoporous membranes that are commonly used in industrial water treatment applications,
it is representative of the structure of ion track-etched membranes.

The computational domain for a single-pore simulation is shown on the right side of
Fig. 4.1. It shows a single pore through the membrane (hashed section) in the center. The
computational domain also includes an entrance and exit section that extend several pore
diameters away from the pore. Ions are transported through the pore by an applied potential
and/or concentration gradient. The transport in zone I, a little distance away from the pore,
can be modeled using a continuum representation. In zone II, however, inside the pore
and near the pore entrance and exit, particle-based representations are more appropriate to
account for finite ion sizes as well as ion-ion and ion-wall interactions. Information between
the models in zones I and II is exchanged at the surface separating them. While a 3D particle
model is used in zone II, the continuum model uses an axisymmetric 2D formulation. If the
continuum domain is wide enough in the radial direction, we can assume that ions only
enter the domain through the planes parallel to the membrane, allowing the use of no-flux
boundary conditions on the edges of the computational domain in the radial direction. The
various models for the ionic transport are explained in more detail in the following sections.

Continuum Model

In the areas of the computational domain where continuum assumptions hold, namely that
the flow length scales are sufficiently large with respect to molecular length scales, species
transport is modeled by the Poisson-Nernst-Planck (PNP) equations [48]. Bulk flow is as-
sumed to be negligible given the large flow-area change in going through the membrane pores,
so the bulk velocity field is set to zero and the momentum equation is not solved. The sections
below describe the PNP equations, their non-dimensionalization and their implementation.
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II

Ic1

φ1

c2

φ2

Figure 4.1. Membrane and pore geometry: cross section
of membrane with cylindrical pores (left). A control volume
around one of the pores forms the computational domain for
the single-pore multiscale model in this work (right). Ions
are driven through the pore by a combined applied concen-
tration and potential gradient. Different models are used
in the different sections of the domain: I: Continuum, II:
Particle-Based.

Formulation

The PNP equations consist of a transport equation for the species concentrations ci:

∂ci

∂t
+ ∇ · [ci(u + ue

i )] = ∇ · (Di∇ci) (4.1)

coupled with the Maxwell equation for the electric potential φ:

∇ · (ε∇φ) = −ρe − ρp (4.2)

In these equations, Di is the diffusion coefficient, u is the convective velocity field, and ue
i

is the electrophoretic velocity of species i, obtained from

ue
i = −βiziF∇φ (4.3)

where zi is the valence, F is the Faraday constant, and βi is the electrophoretic mobility,
related to the diffusion coefficient through the Nernst-Einstein equation: Di = RTβi, with
R the universal gas constant and T the absolute temperature. In equation (4.2), ρe is the
ionic charge density in the solution, computed as ρe = F

∑
i zici, ρp is the density of fixed

charges (e.g. on the membrane), and ε is the electrical permittivity of the medium.
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To non-dimensionalize these governing equations, we choose a reference concentration,
length, diffusion coefficient and temperature:

cref = 1 mol/m3 (4.4)

Lref = 10−9 m (4.5)

Dref = 10−9 m2/s (4.6)

Tref = 298 K (4.7)

from which the following reference quantities can be derived:

φref =
FcrefL

2
ref

ε0
= 1.09 × 10−2 V (4.8)

uref =
Dref

RTref

F
φref

Lref

= 0.424 m/s (4.9)

τref =
Lref

uref

= 2.36 × 10−9 s (4.10)

Peref =
urefLref

Dref
(4.11)

ρref = Fcref (4.12)

where we have used the vacuum permittivity ε0 = 8.85×1012 F/m as the reference electrical
permittivity.

By substituting each dimensional variable in equation (4.1) by its corresponding non-
dimensional variable multiplied by its associated reference quantity, and, for convenience,
reusing the same nomenclature for the non-dimensional variables in the rest of the document,
we obtain the following set of non-dimensionalized equations:

∂ci

∂t
+ ∇(uci) −∇[(Dizi∇φ)ci] =

1

Peref

∇ · (Di∇ci) (4.13)

∇ · (ε∇φ) = −ρe − ρp (4.14)

ρe =
∑

i

zici (4.15)

Finite element PNP model

We use a Galerkin finite element method to solve this PNP system. Among the advantages
of this approach is that it lets us deal with complex geometry, with boundary conditions at
material interfaces, and with sampled particle distributions in a very natural way.
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Weak electrostatic equations

Let Ω be the entire computational domain and ∂Ω be its boundary. The outer subdomain
region (I) will be called Ωc, and the water-membrane interface will be ΓI . The surface charge
density at this interface is σp. The weak formulation of the Poisson equation is

∫
Ω

[ε∇v · ∇φ − vρe + vρp] +

∫
ΓI

vσp −
∫

∂Ω

εv∇φ · n̂ = 0 ∀ v ∈ H1(Ω)

where H1(Ω) is the Sobolev space of all scalar-valued functions whose gradients are square
integrable over Ω. The functions v are called “test functions.” Note that the space H1

includes functions with discontinuities in the normal components of their gradients, which
is necessary because the normal component of the electric field will be discontinuous at
dielectric interfaces. The boundary conditions for the Poisson equation are

• Specified potential drop between the inflow and outflow surfaces.

• The jump condition
ε1∇φ1 · n̂ − ε2∇φ2 · n̂ = σp

applies at the interface ΓI . Note that this boundary condition is automatically satisfied
by the solution to the weak equation above, and need not be included explicitly.

• ∇φ · n̂ = 0 on the radial boundaries of the computational domain.

Weak transport equations

For the cases studied in this work, only steady-state conditions with no bulk convective
velocity are considered. Therefore, the first two terms on the left hand side of equation (4.13)
are zero. Employing the Galerkin finite element method, this equation becomes, in weak
form,

−
∫

Ωp

ji · ∇vi +

∫
∂Ωp

vin̂ · ji = 0 ∀ vi ∈ H1(Ωp)

where the particle flux ji is

ji = −Dizici∇φ − Di

Peref
∇ci.

The boundary conditions for the transport equation are

• Zero normal flux on the pore surface and on the side walls of the computational domain.

• Specified concentrations at the inflow and outflow surfaces.

• Specified fluxes at the handshake surfaces.
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Implementation

The model was implemented using the Sundance finite element toolkit, which allows rapid
development of a high-performance simulator from a high-level “math-like” specification.
Sundance is in turn built on the Trilinos family of solver components [38, 37, 26].

Particle-Based Model

There has been extensive research into ion transport in biological and synthetic nanopores
using particle-based methods [52, 42, 17]. In general, the long time scales and large sizes
of these systems makes overdampened Brownian dynamics (BD) the simulation method of
choice, although attempts have also been made to use molecular dynamics (MD) simulations
for short simulations of fairly small ion channels [47, 17, 20]. In general, particle based
models permit inclusion of chemical effects, concentration effects and finite particle sizes, in
exchange for substantially higher computational costs than continuum based models [7, 15].
For this reason, particle-based simulations are normally applied to fairly small simulation
sytems where finite particle size and concentration effects over relatively short timescales
are important. At the current time, all-atom MD simulations are generally restricted to less
than 105 total particles and timescales well below one microsecond, while BD simulations
can handle a similar or larger number of solute molecules (excluding water) and timescales
that are orders of magnitude longer.

Formulation

Stochastic particle dynamics are based on the Langevin equation

mi
d2xi(t)

dt2
= Fi(xi(t)) − miγi

dxi(t)

dt
+ Ri(t) (4.16)

where i is a particle index (i = 1, 2, ..., N), mi, and xi are the mass and position, γi is
the (possibly position-dependent) friction coefficient, Fi is the systematic force, and Ri(t) is
the random force acting on the i-th particle at time t

Overdampened Brownian dynamics are a special case of the above equation in which the
time step dt is sufficiently long that any particle momentum at time t is fully dissipated at
time t + Δt (equivalent to γΔt � 1). In this case, the Langevin equation can be integrated
using a simple explicit scheme [60]

xi(t + Δt) = xi(t) + Fi(t)
Δt

γimi
+ Xi(Δt) (4.17)

where Fi(t) is the systemic force acting on particle i at time t and Xi(Δt) is a Gaussian
distributed noise with zero mean and standard deviation 2kBTΔt(miγi)

−1.
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The systemic force contribution, Fi(t) consists of contributions from an applied electric
field (Ffield), interactions with charges on the membrane wall (Fmembrane), and the reaction
field interaction (steric and electrostatic) between this ion and all other ions in solution
(Freaction):

Fi(t) = Fi,field + Fi,membrane + Fi,reaction (4.18)

While Ffield and Fpore can be pre-computed onto a grid and evaluated efficiently at each

time step, the evaluation of the reaction field, Fi,reaction =
∑N−1

i

∑N
j=i+1 Fi,j,electrostatic +

Fi,j,steric, is inherently an O(N2) calculation. Due to the non-uniform dielectric environment,
commonly used accurate ways of accelerating long-range electrostatic calculations for multi-
particle systems, such as Particle Mesh Ewald summation and Fast Multipole methods, are
not appropriate for this system. While it should be possible to derive a way to accurately
compensate for the presence of the membrane and pore in the long-range electrostatics, the
development of such a model is outside the scope of this paper. Instead, we are applying
switched electrostatics that smoothly scale electrostatic energies (and their first and second
derivatives) to zero at the desired cutoff. When the shortest path between particles intersects
the membrane, the electrostatic intereaction between the particles is computed along the
shortest path through the solution and the steric interaction between the particles is omitted.
This represents the exact solution for electrostatic forces in the presence of a perfect insulator,
but is at best an approximate solution for membranes that are imperfect insulators. Earlier
studies [24] have shown that the force lines do not penetrate the membrane when the ratio of

channel diameter to membrane thickness is greater than
√

ε1
2ε2

ln ε1
ε2

, or about 0.12 at ε1 = 80

and ε2 = 2, justifying the use of the shortest path approximation for the current simulation
systems.

In reduced units, the modified electrostatic potential function Φij for interaction between
particles i and j with charges qi and qj is:

Φij(r) =

⎧⎪⎨
⎪⎩

qiqj

r
if r < r1

qiqj

(
1
r
− A(r − r1)

3 − B(r − r1)
4 − C

)
if r1 ≤ r < rc

0 if rc ≤ r

(4.19)

where the constants A, B, and C for the switcing function are

A = − 5rc − 2r1

r3
c (rc − r1)2

B =
4rc − 2r1

r3
c (rc − r1)3

C =
1

rc
− A

3
(rc − r1)

3 − B

4
(rc − r1)

4

The choice of the cutoff length parameters r1 and rc represents a tradeoff between accu-
racy and performance. In the studies presented in this work, a range of cutoff parameters
were tested; the results presented in the following sections were run with cutoffs sufficiently
large to achieve complete interactions between all ions in the particle system.

28



Implementation

The simulation domain for the particle model is a three-dimensional model of an axisym-
metric cylinder of length lc and radius rc centered on the coordinate origin and aligned with
the z-axis. The cylinder is capped at each end by a hemisphere of radius rh. The medium
inside the cylinder and the hemispherical domains is assumed to be an aqueous medium with
dielectric ε = 80; the volume between z = −lc/2 and z = lc/2 that does not fall inside the
cylinder is assumed to be an insulator with dielectric ε = 1. Other volume outside the hemi-
spheres is assumed to be handled externally (e.g. by the continuum simulation environment),
but this system could also be modified as a simple reaction field if desired.

The hemispheres at the two ends of the cylinder are arbitrarily labeled “inlet” and “out-
let.” Each hemisphere has radius rt which is divided into two regions, an inner region of
radius ri and an outer handshake shell of radius rh = rt − ri. Each region is individually
concentration controlled such that the average concentrations of ionic species in the hemi-
sphere and the associated half of the channel is maintained at the desired levels. When a
charged particle crosses the midplane boundary perpendicular to the center of the channel,
a particle is randomly chosen from one handshake region and placed in the other handshake
region to maintain the desired concentration gradient across the simulation system.

Chemical and electrostatic effects of the surface of the membrane are handled explicitly
using an atomic representation of the membrane. Since the pore geometry is not varied
during the course of the BD simulation, electrostatic and steric effects are precomputed onto
a structured grid. Forces acting on particles in solution are computed from the grid using
Hermite interpolation. In the case of an axisymmetric simulation system, this interpolation
can be performed on a two-dimensional grid. To improve the stability of the simulation at
long integration timesteps, solution ions that come within van der Waals contact with the
membrane surface are reflected outward from the wall before their steric interactions are
computed. This results in capping of steric interactions in the immediate contact layer at
the membrane, which in turn reduces the incidence of particles being ejected from the walls
due to the sharp (twelfth-power) repulsive Lennard-Jones potential. Charges are distributed
uniformly on all membrane atoms falling within 0.25 nm of the channel wall, and are scaled
to obtain the desired charge per unit area.

Electromotive force due to applied electric potentials is supported only in the multi-
scale atomistic-to-continuum multiscale simulations. The details of this implementation are
described in the section on multiscale coupling.
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Multiscale Coupling

Introduction

The term multiscale simulations is commonly used to describe model systems whose char-
acteristic scales (typically spatial or temporal) permit the system simulation to be divided
into two or more separate simulation models linked through a shared boundary. Multi-
scale simulations are finding increasing use for modeling systems where the actions of small-
scale, tight-binding events have looser coupling to the larger-scale system evolution. Multi-
scale multiphysics simulations (sometimes referred to as “hybrid methods”) apply disparate
physics models for fine-grained and coarse-grained regions of the multiscale simulation. Since
these types of simulations are the focus of this report, we will from here on use the term
“multiscale” to mean “multiscale multiphysics.”

Multiscale simulations can be coarsely divided into two main categories. In concerted
multiscale simulations, the differently represented sections of the simulation system are
evolved together, with information transfer performed between the models at every step.
In stepwise multiscale simulations, the models progress independently, and the simulation
results from each stage are used as initial parameters or boundary conditions for subsequent
stages. Each of these approaches is appropriate for different simulation types; concerted mul-
tiscale simulations permit very tight integration of coarse-grained models into fine-grained
simulations while stepwise multiscale simulations are better suited for providing fine-grained
foundations for long-timescale coarse-grained simulations.

Multiscale simulations have gained significant traction in select simulation fields such as
coupled quantum-mechanical/molecular mechanics (QM/MM) systems [62]. Domain decom-
position for multiscale simulations of fluidic systems was explored by Hadjiconstantinou [25],
who showed that high efficiencies can be achieved when a multiscale system is appropriate
for the Schwarz alternating method [53], in which the problem is divided into subdomains
that are solved in an alternating fashion until convergence is reached. Later research applied
similar methods to various microfluidic and nanofluidic simulation systems [4, 50]. For a
thorough review of multiscale phenomena in micro- and nanofluidics, the reader is directed
to a recent review by Hu and Li [29].

In the current work, for the simulation of steady state ionic fluxes, a multiscale cou-
pling method was developed based on the Schwarz alternating method. The sections below
highlight the main aspects of this method; more details can be found in our paper on this
topic [2].

Multiscale formulation

As detailed in the previous sections, a BD particle model is used to achieve a good physical
representation in the confined geometry of the nanopore, while a computationally less de-
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manding continuum PNP model is used to resolve phenomena in the far-field, away from the
nanopore, as illustrated in Figure 4.1. Since the phenomena in those areas are coupled, it is
necessary to exchange information between the two models in order to obtain a consistent
solution throughout the domain.

More specifically, on the particle side, information is needed to compute all contributions
to the forces in equation (4.18). While this force computation is straightforward in a pure
atomistic system, the solution here is complicated by the fact that the force contributions
are strongly coupled between the atomistic and continuum regions. This is especially true
for the electrostatic interactions, which are very long-range. For a sufficiently small number
of particles, the force contribution could be obtained by solving all electrostatic interactions
at the continuum level, with explicit charges placed at the particle positions in the atomic
simulation. This becomes computationally intractable however, for large numbers of particles
or for long simulation durations. Therefore, in order to make the force computation in the
particle domain tractable, some core assumptions are made regarding the treatment of the
electrostatic interactions:

• The electric field resulting from the applied (driving) electric potential is computed
from an all-continuum solution over the full simulation domain, permitting Fi,field to
be obtained through O(N) evaluations at the continuum level.

• The contributions of membrane charges on the area of the membrane outside of the
BD domain as well as the contributions of bulk charges in the continuum fluid zone
are similarly taken into account on the continuum level.

• Membrane charges within the atomistic domain are assumed to be invariant. This
permits Fi,membrane to be pre-computed onto a grid using direct summation on the BD
level and then evaluated throughout the domain with Hermite interpolations.

• The contributions from ions in the fluid in the BD domain are taken into account
through direct summation of the Coulomb interactions on the BD level, as discussed
in the particle model section.

The other piece of information that is needed on the particle level is the concentration
of the ionic species at the interface between the continuum and the particle domain, to be
used as concentration boundary conditions at those locations for the particle model. At
each interface, the averages of the concentrations over that interface, as obtained from the
continuum model, were used as the corresponding values for the particle level boundary
conditions.

On the continuum level, values for the species flux boundary conditions are provided by
the flux values extracted from the particle simulations (averaged over all replica simulations).
The electric potential is computed by the continuum solver over the full domain (far-field
fluid, membrane, and pore area), and takes into account the contributions of the externally
applied field, the membrane charges, and the bulk charge density. In the current work, the
contribution of both the membrane charges and the bulk charges that are located inside the
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Figure 4.2. Flow chart for multiscale electrodesalination
simulations.

particle domain are neglected on the continuum level. As long as the particle domain extends
far enough away from the pore entrance and exit, this is assumed to be a minor approximation
on the continuum level as the ions in the bulk of the pore shield the membrane wall charges
inside the pore. Note that on the particle level, those contributions are properly taken into
account through direct summation of Coulomb interactions over the charges involved.

We are investigating making the bulk charge density inside the particle domain available
to the continuum solver by sampling the particle fields. This could result in significant
performance gains on the particle level as it would make it possible to account for long range
interactions on the continuum level. The noise in sampled particle fields is a concern for the
continuum solver, however. Proper smoothing of the sampled fields is the topic of ongoing
research.

Timescales between the continuum and atomistic models have notable overlap, but the
overall time evolution of the system is still far too great to track the entire simulation using
BD methods. In a fully time integrated scheme, this could be accommodated through projec-
tive integration [54]. In the current study the focus was on steady-state transport through
the nanopore. Therefore, the continuum and particle simulations were run alternatingly,
until they converged to a steady state solution.

Implementation

The sequence of the multiscale algorithm and the flow of information between the continuum
and particle components is summarized in Figure 4.2. Note that this simulation approach
deviates from a traditional Schwarz-decomposition scheme due to the field evaluation call-
backs between the BD and continuum components. The “puppeteer” component sets up the
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Figure 4.3. Schematic management of a multiscale simu-
lation on 32 nodes with MPI-unaware continuum simulations
and four replicate BD simulations. The rows in this table rep-
resent successive steps in the program execution. The colums
represent the nodes on which the steps are executed.

problem and contains all higher-level logic to coordinate the simulation iterations.

Independent components for the continuum and particle simulations were written as C++
libraries, while the higher-level logic puppeteer was written in Python. Using SWIG [1], the
C++ components were made available to Python, and vice versa. More details on this
implementation can be found in [2].

Note that since destructive updates to the continuum simulation are not permitted during
the BD simulations, callbacks from the BD simulation to the continuum component can
be performed in parallel environments where the communication group size for the BD
simulation differs from that of the continuum simulation. A conceptual schematic of this
is shown in Figure 4.3. In this specific example, the BD simulation relied on 4 replica
simulations, each running on 8 nodes with MPI. As the continuum simulation is very fast
compared to the particle simulations (minutes vs. hours), the continuum simulations were
run in serial, with identical continuum components assigned to all processors. The added
cost in replicating continuum data between nodes is negligible (at most a few megabytes)
and eliminates any MPI communication associated with the 106 evaluations of external field
effects on the BD particles.

As is indicated in Figure 4.2, the high-level (Python) puppeteer component mediates both
the transfer of boundary conditions and field-evaluation callbacks between the continuum and
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BD components. The performance cost associated with transferring boundary conditions is
near-zero (sub-milliseconds for multiple hours of BD simulations), and the total cost imposed
for field evaluation callbacks is close to 1% of total simulation time. For this reason, we
feel that the improved flexibility and loose coupling obtained by routing the field callbacks
through the high-level puppeteer component is well justified.
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Chapter 5

Results and Discussion

Membrane Characterization

Track-Etched Membrane Contact Angle Measurements

Although we initially modified the track-etched membranes using oxygen plasma with some
success, we focused our efforts on UV-ozone followed by thermal grafting for two reasons:
1) it provides an avenue to fix charges of either polarity, and 2) this technique provides
a more permanent surface modification compared to either oxygen plasma, or UV-ozone
treatment itself. Using SEM micrographs we determined that membranes exposed to UV-
ozone longer than 60 minutes were irreversibly damaged as shown in Figure 5.1. As a
result, we studied UV-exposure times necessary to successfully graft the monomers with
minimal surface damage and found that 15 minute UV-exposures were sufficient for surface
activation and caused no visible damage to the surface or pores. In addition, we found that as
the monomer concentration was increased, the likelihood of the grafted material to plug the
pores was more prevalent. For this reason we concentrated on using monomer concentrations
ranging between 0.1 – 1.0 wt% and 5 minute grafting. A SEM micrograph of an (1.0 wt% :
5 minute) AAc grafted membrane is shown in Figure 5.2. The modified membranes’ wetting
properties were characterized using contact angle measurements. Figure 5.3 compares the
contact angle measurements for modified membranes stored in ambient conditions after two
weeks verses a native polycarbonate track etched membrane. The contact angles decreased
between (5 – 20◦) versus the unmodified polycarbonate track etch membrane depending on
the grafted monomer.

Track-Etched Membrane Surface Characterization

The surface functional groups grafted onto the track-etched membranes were not detectable
by X-ray photoelectron spectroscopy or by FTIR. Therefore, surface morphology was ex-
amined using high resolution FESEM. Shown in Figure 5.4 are the surface features of an
untreated track-etched membrane. Both pores and surface cracks (from the etching process)
are visible. Figure 5.5 shows a series of micrographs for membranes that have been grafted
with monomers on one surface as described above. (a) and (b) correspond to the front and
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Figure 5.1. SEM micrograph of a PCTE membrane dam-
aged by a 60 minute UV-ozone exposure.

Figure 5.2. SEM micrograph of a PCTE membrane ex-
posed to UV-ozone for 15 minutes, with subsequent 5 minute
thermal graft of 1.0 wt % AAc.
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Figure 5.3. Contact angle comparison of thermally grafted
monomers verses an un-modified PCTE membrane. The data
represents contact angles taken for two week old membranes.

back sides of a membrane grafted in 1 wt % acrylic acid solution. (c) and (d) correspond
to the front and back sides of a membrane that was grafted in 1 % dimethylacrylamide
solutions. (e) and (f) are the front and back sides of a membrane that was grafted in 1 %
Dimethylaminoethyl methacrylate solution. For the grafted sides of the membranes in (a),
(c), and (e) no pores or only very light dimples are observed indicating that the pores are
partially or completely covered by the grafting monomer. In (b), (d), and (f), clear pores are
still observed. A schematic of what the pores may look like when grafted in 1 wt % monomer
solutions is shown in Figure 5.6. It is unknown at this point how thick the grafted layers are,
their graft density (chains/nm2), or how deeply the grafted polymers may penetrate into the
pores.

Track-Etched Membrane Surface Charge

The surface charge of each of the membrane samples was measured using the streaming
current technique. As shown in Figure 5.7, the ungrafted PCTE membranes had a more
positive surface charge than all of the grafted membranes. Membranes grafted with acrylic
acid had the most negative surface charge at high pH. This result is reasonable given that
the acrylic acid grafts introduce weak carboxylic acid groups to the membrane surface.
Under high pH conditions, the carboxylic acids become deprotonated and a negative surface
charge results. The sample grafted with 1 wt % monomer solution had a more negative
zeta potential than the 0.1 wt % monomer solution indicating that more surface charges
were present and that most likely a higher grafting density was obtained with the 1 wt %
solution. The DMAA and DMAEMA grafts also moved the zeta potential to more negative
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Figure 5.4. Surface features of an unmodified PCTE mem-
brane.

values compared to the ungrafted PCTE membrane, but to a lesser extent than with the
charged, acrylic acid grafts. The DMAA and DMAEMA grafts introduce polar species onto
the membrane surface which may increase their adsorption capacity for negatively charged
ions from solution, thus pushing the zeta potential more negative.

Membrane Transport Properties

Measurements

Polyaniline Membrane Transport

Doped and dedoped PANI membranes were characterized for their pore structure and trans-
port properties. Small angle neutron scattering (SANS) was performed on PANI membranes
doped with camphorsulfonic acid at a 3:1 molar ratio. SANS measurements were conducted
on both as cast and dedoped PANI membranes filled with D2O. The neutron scattering in-
tensities as a function of scattering vector are shown in Figure 5.8. Scattering features are
observed for both curves at scattering vectors around 0.1 Å−1 which indicates that similar
size features are present in both samples. A small scattering length density contrast existed
in the doped membranes between camphorsulfonic acid and PANI, probably as a result of the
proton density in each species. When the membrane was dedoped, the scattering intensity
increased greatly indicating that D2O-filled pores were created.

Glucose permeability was used as a probe of the membrane transport properties as a
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Figure 5.5. Front and back comparison of membranes
grafted with various monomers: (a) and (b) correspond to
the front and back sides of a membrane grafted in 1 wt %
acrylic acid solution. (c) and (d) correspond to the front and
back sides of a membrane that was grafted in 1 % dimethy-
lacrylamide solutions. (e) and (f) are the front and back sides
of a membrane that was grafted in 1 % Dimethylaminoethyl
methacrylate solution.
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Figure 5.6. Schematic of pore cross section showing grafted
membrane surface.

Figure 5.7. Computed zeta potential of modified PCTE
membranes as a function of pH.
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Figure 5.8. Small-angle neutron scattering curves for as
cast and undoped membranes immersed in D2O.

function of doping ratio. Shown in Figure 5.9 is the glucose permeability of thin-film com-
posite membranes as a function of doping ratio - after the membranes were dedoped. The
thickness of the membranes in this study was kept constant by controlling the PANI con-
centration and spin speed. This permeability data demonstrates that the porosity and thus
the transport properties of molecularly doped PANI membranes can be controlled using this
approach. Further studies will focus on the size and doping ratio effect for other strong acid
dopants. Additionally, other types of permeant molecules and ions will be investigated.

Track-Etched Membrane Transport Properties

The sodium chloride permeability and field-driven transport resistance for the track-etched
membranes is shown in Figure 5.10a. Both of these transport measurements tend to track
with one another. This correlation is interesting given that the permeability is a concen-
tration gradient-driven phenomenon and the resistance was determined using a field-driven
measurement. Interestingly, the acrylic acid grafts that introduced negative charges on the
surface, had the lowest permeability and highest resistance values. It appears as though the
negative surface charges decreased transport by screening charges from entering the pores.
The case of the uncharged grafts is not so clear. There could be two mechanisms to con-
sider. Both the DMAA and DMAEMA grafts were shown to partially or completely cover the
pores which would impede transport. However, contact angle measurements show that both
of these grafts increase the hydrophilicity of the membrane which could in turn increase the
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Figure 5.9. Glucose diffusion as a function of doping ratio
in PANI membranes.

transport through the nanopores. Figure 5.10b shows the correlation between surface charge
and sodium chloride permeability. The results are consistent between surface charge density,
monomer grafting concentration, and transport properties for the acrylic acid grafts. The
picture is not so clear for the DMAA and DMAEMA grafts. DMAA has higher resistance
and lower permeability than the ungrafted PCTE sample, which could be expected from the
pore blockage effect. DMAEMA has a much higher permeability than the ungrafted sample,
but a higher resistance as well. Therefore in concentration-gradient driven measurements,
the passage of sodium chloride is relatively facile as compared to the ungrafted sample, but
there is more resistance to transport in the field-driven experiments. A possible explana-
tion for this difference between DMAA and DMAEMA grafts is that the DMAEMA grafts
are longer and may respond to the potential applied to the membrane during field-driven
experiments. These effects between surface charge and transport properties warrant further
investigation.

Simulations

The multiscale coupling scheme outlined above has been applied to the simulation of ionic
fluxes through a nanopore, with a diameter of 5 nm and a length of 50 nm (Figure 5.11).
In the simulations, the three-dimensional Brownian Dynamics (BD) domain covered the full
nanopore as well as two hemispheric regions with a 10 nm radius at the entrance and the exit
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Figure 5.10. Comparison of modified PCTE membranes
showing relationship of potential-driven and diffusive fluxes
to zeta potential.

of the pore. The continuum species transport equations were solved on a 2D axisymmetric
domain extending from the edge of the BD domain up to 50 nm away from the pore in the
streamwise direction, and 25 nm in the radial direction, both upstream and downstream from
the pore. The Poisson equation for the electric potential was solved on a 2D axisymmetric
domain, 150 nm long and 25 nm in the radial direction, containing an axial slice of the pore,
the membrane as well as the continuum species transport zones upstream and downstream
from the pore. In the fluid, the relative dielectric permittivity was set to 78, while in the
membrane, it was set to 2.
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Figure 5.11. Computational domain

Starting from an analytical guess for the species fluxes, the simulations iterate between
the continuum and the BD modules until the species flux through the nanopore converges
to a steady value. For the computation of the ionic fluxes through the nanopore region
with BD, 10 replica simulations were used, which were run for 10 μs each. As Figure 5.12
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Figure 5.12. Convergence of ion concentrations and fluxes
with PNP/BD iteration count for a case with an applied po-
tential of 0.2 V, c1 = 150 mM, c2 = 050 mM, and a wall
charge inside the pore of +0.1 C/m2

illustrates, after 2–3 iterations, the changes in the flux values between successive iterations
were generally of the same order as the standard deviation of the fluxes across those 10
replicas.

Figure 5.13 shows the steady state concentration fields for the sodium and chloride ions
for the case with a 150 mM NaCl concentration at the domain inlet and 50 mM at the
outlet. A 200 mV potential difference was applied across the membrane. The pore surface
inside the membrane had a surface charge of -0.01 C/m2. The values of the concentration
fields in the continuum zone were extracted directly from the Sundance solver. To get
the concentration fields inside the nanopore, sampled particle fields from the BD solver
were binned and projected onto a mesh on the continuum level. Despite the noise in the
sampled concentration fields, it is clear that the concentration fields match up well at the
interfaces between the continuum and particle models. As can be expected, the bulk of the
concentration drop occurs across the nanopore region, with only about 1 mM concentration
drop across the continuum entrance and exit regions.

Given the negative charge on the pore surface inside the membrane, the positive ions
preferentially migrate towards the pore surface to shield the negative wall charge. As a
result, the sodium ion concentration shows a maximum near the pore wall and the chloride
ion concentration a minimum. The net result is a positive bulk charge in the fluid near
the pore wall, as indicated by Figure 5.14, which shows the sum of the concentration fields
in Figure 5.13. The predicted ionic fluxes through the pore for this case were 8.0 ± 0.1 ×
10−16mol/s for the sodium ion and −5.7 ± 1.6 × 10−17mol/s for the chloride ion (where a
negative flux indicates an upstream flux from right to left).
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Figure 5.13. Sodium (top) and chloride (bottom) concen-
tration fields in electrodialysis through a negatively charged
pore through a membrane. An axial cross section of the pore
is shown in the center, in between a continuum species trans-
port zone upstream and downstream. The membrane mate-
rial surrounding the pore is not shown. Black dotted lines
indicate the location of the handshake region between the
continuum and BD models.

Figure 5.14. Solution charge density (represented as
signed electrolyte concentration) in electrodialysis through
a negatively charged nanoporous desalination membrane.
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The particle representation inside the nanopore is essential in these simulations, as the
continuum PNP formulation ignores particle diameters, and would therefore pack too many
ions too close to the surface in order to shield the negative wall charge. The continuum
formulation, on the other hand, is well suited to compute the effect of the externally applied
potential difference across the membrane, taking into account the different dielectric permit-
tivities between the membrane and the fluid. The two formulations therefore complement
each other well.
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Figure 5.15. Fluxes for 0.2V, c1 = 150 mM, c2 = 150 mM

The multiscale simulation system described above has further been applied to a paramet-
ric study of the effects of membrane surface charge on electrodialysis in nanopores. These
studies demonstrate that, at physically relevant NaCl concentrations and electric field gra-
dients, a nanopore with 5 nm diameter can be made completely anion or cation selective by
introducing a pore charge of modest magnitude and an opposite sign. Figure 5.15 demon-
strates the dependence of field-driven transport through the nanopore with identical salt
concentration on both sides of the pore (150 mM) with a 0.2 V electric potential applied
across the simulation system. From these results, it is evident that the gating effect is rel-
atively symmetrical, with the differences in Na and Cl fluxes through an uncharged pore
being proportional to their diffusivity coefficients. The results at the highest pore charges
(-0.2 C/m2 and 0.2 C/m2) are somewhat less reliable than the lower pore potentials due to
limitations with the way ion concentrations at the boundaries between the continuum and
atomistic regions are handled, but these parametric studies show complete gating well before
these higher potentials.

The gating effect created by the pore charge can overcome concentration gradients across
the nanoporous membranes, as illustrated in Figure 5.16. These conditions are particularly
important for the operation of electrodialysis membranes, since the diluate stream will by
design always have a lower salt concentration than the concentrate stream (see Figure 1.1).
In a coflow electrodialysis system, this salt gradient will increase along the length of the
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Figure 5.16. Fluxes for c1 = 150 mM, c2 = 050 mM

membrane, whereas a counterflow system will have constant concentration gradient across
the membrane. The simulation systems in Figure 5.16 are identical except for the direction
of the applied electric potential, showing that a combination of the electric potential and
pore charge can be used to exclude a given ionic species and to force a desired species against
a reasonable concentration gradient. Efforts are ongoing to assess the effects of higher pore
charges and electric potentials on the exclusion or forced transport of ionic species through
the pores.
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Figure 5.17. Total currents as a function of wall charge
inside pore.

The total currents from the parameteric studies above are illustrated in Figure 5.17. Like
the preceding results, these show that all the systems experience accelerated transport of the
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non-blocked species through the membrane as the pore potential is increased. This effect is
presumably due to the increased effective ion concentration inside the pore, which is required
to counteract the electric charge on the pore wall. Further studies are planned to better iden-
tify the limits of this effect and to identify possible non-physical solute behavior at very high
pore charges. These observation stand in contrast to the experimental measurements in
this study, in which the membranes with highest ζ-potential were observed to have lower
ionic fluxes than less charged membranes. Further studies, both experimental and computa-
tional, will be needed to quantify the influence of finite reservoir volumes in the experimental
measurements and to better establish the relation between the ζ-potential measured at the
membrane surfaces and the potential conditions existing inside the nanopores.

The detailed concentration profiles obtained for the system in Figure 5.16(a) are illus-
trated in the following figures. This shows clearly that as the wall potential inside the pore is
varied, the concentration profiles of Na (Figure 5.18) and Cl (Figure 5.19) respond strongly,
resulting in significant gating effects at pore potentials of ±0.05 C/m2 and near-complete
exclusion of an ionic species at ±0.1 C/m2.
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Figure 5.18. [Na+] from sampled BD fields for case of
0.2V, c1 = 150 mM, c2 = 050 mM as a function of the
wall charge inside the pore. The wall charge was varied
from -0.1 C/m2 (top panel) to 0.2 C/m2 (bottom panel) in
0.05 C/m2 increments.
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Figure 5.19. [Cl−] from sampled BD fields for case of 0.2V,
c1 = 150 mM, c2 = 050 mM as a function of the wall charge
inside the pore. The wall charge was varied from -0.1 C/m2

(top panel) to 0.2 C/m2 (bottom panel) in 0.05 C/m2 incre-
ments.
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Figure 5.20. Bulk charge concentration from sampled BD
fields for case of 0.2V, c1 = 150 mM, c2 = 050 mM as a
function of the wall charge inside the pore. The wall charge
was varied from -0.1 C/m2 (top panel) to 0.2 C/m2 (bottom
panel) in 0.05 C/m2 increments.
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Chapter 6

Conclusions

This research effort was aimed at uncovering the factors that control the flux of ions through
nanoporous materials and at developing the methods, tools, and capabilities required to
build scientific insight and predictive capabilities for the analysis and design of materials
and systems for membrane-based desalination of water. This work was carried out as a joint
experimental and modeling effort involving researchers with expertise in membrane synthesis,
structural and chemical analysis methods, atomistic-to-continuum simulation methods, and
high performance parallel computing. This effort has laid the groundwork for future research
into advanced desalination systems, experimental platforms for testing of novel membranes,
and multiscale modeling methods for a wide range of non-equilibrium transport through
nanoporous materials.

The experimental effort described in this report has provided significant insight into meth-
ods for surface modification and grafting of nanoporous polycarbonate materials, preparation
of ion selective polyaniline materials, and a platform for experimental measurements of trans-
port through desalination membranes. These studies have provided initial insight into the
effects of surface charge and chemical modification of membrane materials on transport of
concentration-driven and field-driven transport through ion exchange membranes. Thermal
grafting of UV-ozone activated membranes was found to be an effective way to tune transport
properties by altering the membrance surface characteristics. These studies will form the
foundation for further studies on advanced membrane materials and the effect of chemical
or structural membrane modifications.

The computational effort has resulted in a novel multiscale simulation framework for
atomistic-to-continuum simulations of transport through nanopores. The model permits
a wide range of representations of chemical and electronic detail, direct incorporation of
experimental or computational parameters for transport or particle interactions, and fully
coupled multiscale coupling of unbounded interactions such as electric field effects across
the particle and continuum simulation domains. Parametric studies highlighted the role
of membrane charges on ion selectivity and throughput. This model will continue to be
developed and refined, with future applications expected across a wide range of simulations
of nanopore transport properties.
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