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ABSTRACT 
Metal organic frameworks (MOF) are a recently discovered class of nanoporous, defect-free crystalline 
materials that enable rational design and exploration of porous materials at the molecular level. MOFs 
have tunable monolithic pore sizes and cavity environments due to their crystalline nature, yielding 
properties exceeding those of most other porous materials. These include: the lowest known density 
(91% free space); highest surface area; tunable photoluminescence; selective molecular adsorption; and 
methane sorption rivaling gas cylinders. These properties are achieved by coupling inorganic metal 
complexes such as ZnO4 with tunable organic ligands that serve as struts, allowing facile manipulation 
of pore size and surface area through reactant selection. MOFs thus provide a discovery platform for 
generating both new understanding of chemistry in confined spaces and novel sensors and devices based 
on their unique properties. 
 
At the outset of this project in FY06, virtually nothing was known about how to couple MOFs to 
substrates and the science of MOF properties and how to tune them was in its infancy. An integrated 
approach was needed to establish the required knowledge base for nanoscale design and develop 
methodologies integrate MOFs with other materials.  
 
This report summarizes the key accomplishments of this project, which include creation of a new class 
of radiation detection materials based on MOFs, luminescent MOFs for chemical detection, use of 
MOFs as templates to create nanoparticles of hydrogen storage materials, MOF coatings for stress-
based chemical detection using microcantilevers, and “flexible” force fields that account for structural 
changes in MOFs that occur upon molecular adsorption/desorption. Eight journal articles, twenty 
presentations at scientific conferences, and two patent applications resulted from the work. The project 
created a basis for continuing development of MOFs for many Sandia applications and succeeded in 
securing $2.75 M in funding from outside agencies to continue the research. 
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Introduction 
 

 
Chemistry in confined environments such as pores, protein active sites, and at interfaces is a critical 
aspect of many technical problems of importance to Sandia, including water purity, transport of 
materials through rock formations, chemical and biological separations, membranes for fuel cells, and 
gas storage. Nanoporous materials also hold great promise for the development of next-generation 
electro-optical-chemical sensors and other devices with exceptional capabilities. Probing porous 
environments and controlling their properties represents a major challenge, since tailoring the 
geometrical and chemical environment of a pore in a controlled manner is very difficult. 

 

Metal organic frameworks (MOF), a recently discovered class of nanoporous, defect-free crystalline 
materials, offer a solution to these problems. MOFs have tunable, monolithic pore sizes and cavity 
properties due to their structure and crystalline nature, enabling rational synthetic design of porous 
materials at the molecular level. MOFs have properties exceeding those of most other porous materials, 
including the lowest known density, highest surface area, tunable photoluminescence, highly selective 
molecular adsorption, and methane sorption rivaling gas cylinders. These unusual properties are 
achieved by coupling inorganic metal complexes such as ZnO4 with tunable organic ligands that serve 
as struts, allowing facile manipulation of pore size and surface area through reactant selection (for 
example, see Fig. 1.1). However, virtually nothing is known about the factors controlling pore 
chemistry or how to use MOFs to create useful devices. The objectives of this project were thus to 1) 
establish MOFs as a discovery platform for exploring and understanding confined-space chemistry and 
2) to enable the exploitation of their unique properties by creating for the first time MOF thin films on a 
range of useful substrates. These goals are synergistic: understanding the pore chemistry is the 
foundation for rational device design, while coupling MOFs with other materials facilitates and expands 
their use as an experimental tool for understanding confined-space phenomena.  

 

  

a b 

 

Fig. 1.1 The MOF-5 structure and its topology. a), The MOF-5 structure shown as ZnO4 tetrahedra (blue polyhedra) 
joined by benzene dicarboxylate linkers (O, red and C, black) to give an extended 3D cubic framework with interconnected 
pores of 8 Å aperture width and 12 Å pore (yellow sphere) diameter. (Yellow sphere represents the largest sphere that can 
occupy the pores without coming within the van der Waals size of the framework). b) The structure shown as the envelopes 
of the (OZn4)O12 cluster (red truncated tetrahedron) and benzene dicarboxylate (BDC) ion (blue slat). (adapted from Yaghi 
et al. Nature 423 (2003), 705). 
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Technical Approach 

To achieve the two objectives listed above we applied and expanded Sandia’s expertise in interfacial 
chemistry, multiscale modeling, and material systems integration. The project comprised three tasks 
described in detail below. In Task 1 we synthesized MOFs with tunable pore size and chemistry, 
thoroughly characterize their properties, and identified suites of MOFs to address key SNL missions.  In 
Task 2, validated and robust models were developed that reveal the links between pore electronic 
structure and macroscopic observables such as molecular adsorption. In Task 3 we developed methods 
to create MOF films on a range of materials, a key advance that enables these materials to be 
incorporated into device structures.  
 

To accelerate this effort, we formed several important collaborations:  

 

 Prof. Roland Fischer (Institute of Inorganic Chemistry, Ruhr Universität Bochum, Germany); 
expertise in the synthesis of MOF compounds.  

 Prof. Tatiana Timofeva (New Mexico Highlands University); single-crystal x-ray 
crystallography 

 Prof. David Bahr (Materials Science and Engineering, Washington State University); 
nanoindentation and mechanical properties of materials. 

 Prof. Jeffery Long (Dept. of Chemistry, University of California, Berkeley); synthetic inorganic 
chemistry; provided access to the Advanced Light Source at Lawrence Berkeley National 
Laboratory to perform x-ray diffraction measurements on very small crystals. 

 Dr. Jeffery Grossman (Berkeley Nanoscience and Nanotechnology Institute, University of 
California, Berkeley); computational nanoscience 

 

In Task 1 we synthesized a variety of MOF materials and characterized their properties. This work 
generated data for validating models of confined-space phenomena developed in Task 2 and established 
a general capability for synthesizing MOFs with potential for particular applications. We synthesized 
specific crystalline MOFs already known to possess useful properties, including two new zinc oxide 
MOFs having unique luminescent properties (see Sect. 2, a – c) that can be used as scintillators to detect 
ionizing radiation (Sect.. 3) Composition and crystalline phase, specific surface area, gas sorption 
isotherms, and spectroscopy properties were determined. Mechanical properties were determined for the 
first time using nanoindentation (Sect. 4). These results, combined with guidance from the 
theory/modeling task, allowed us to identify suites of MOFs for development to address key SNL 
missions. Finally, we made use of the nanoporosity of MOFs to create hybrid materials by infiltrating 
with either luminous lanthoid ions (Sect. 2d) or metal precursors to create nanoclusters of metal 
hydrides for hydrogen storage (Sect.. 7). 

 

In Task 2 developed predictive tools, validated by experimental data from Task 1 and the literature, 
which simulate the electronic environment within a MOF pore. This work provides the essential link 
between nanoscale structure and macroscopic properties that will enable MOFs to be used as a 
discovery platform for probing confined-space chemistry. Although a large number of MOF compounds 
have been synthesized, it is by no means clear what structural or chemical features lead to unique 
properties such as high gas sorption, molecular selectivity, etc. Identifying these will vastly simplify 
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synthetic efforts to develop new MOFs with tailored properties and create the theoretical underpinning 
needed to test theories of such important confined-space phenomena as gas sorption, molecular 
transport, and separations. Our approach was comprised of two components: 1) ab initio calculations on 
MOFs or molecular analogs to determine molecular structure, atomic charges, and short-range (van der 
Waals) interactions, and 2) large-scale force-field (FF) and molecular dynamics (MD) calculations to 
predict macroscopic phenomena such as adsorption isotherms so that models can be tested and 
validated. In Year 1 we will used ab initio electronic structure codes to calculate structures and atomic 
charges on representative MOFs and used these to establish force fields required for large-scale 
atomistic simulations. Predicted structures, vibrational data, and gas sorption data were compared with 
experimental measurements 1 to validate method/basis set selection. The results of this work are 
discussed in Sect.. 5. 

 

The Task 3 objective was to create MOF thin films on a variety of substrates, thus bringing them out of 
the lab flask and into the world of applications. At the outset of this project, MOFs were available only 
as crystals, inhibiting their use in electronic devices and sensors. Coupling them to other materials 
enables both device fabrication and provides a robust platform for conducting experiments to probe the 
effects of pore size/electronic structure on confined-space phenomena. Metals, semiconductors, optical 
materials, plastics, and ceramics are all attractive. To do this, however, requires an ability to nucleate 
MOF growth on these materials. The results of this work are discussed in Sect. 6  

Key products of this research 
 

By any standard this LDRD project has been extraordinarily successful. Many results were obtained that 
could not have been envisioned at the outset of the project, consistent with the “discover” nature of the 
work. The body of new science developed here provides the basis for expanded work on MOFs in areas 
of key importance to Sandia. Some of this work has already been funded by outside agencies. The key 
concepts that were spawned as a result of this research include: 

 

 Scintillating MOFs, the first new class of radiation detection materials since the advent of plastic 
scintillators in 1950 

 Doped MOFs for that enable detection of organic compounds via luminescence 
 MOF templates that enable synthesis of nanoparticle hydrogen storage materials of defined size 

and composition 
 MOF coatings that enable stress-based chemical detection 
 “Flexible” force fields that account for structural flexibility in MOFs that is key to many of their 

unique properties 
 

From a quantitative point of view, the project produced the following: 

 

 Nine articles published, accepted, or submitted to peer-reviewed journals 
 Twenty-two presentations at international conferences or universities (3 invited) 

o Two  patent applications: “A hybrid metal organic scintillator materials system and 
particle detector,” filed May 4, 2007 
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o “Chemical detection using lanthanoid-infiltrated metal organic frameworks,” provisional 
application filed August 2008. 

 New project funded by the Defense Threat Reduction Agency (DTRA): “Structural Origins of 
Scintillation: Metal Organic Frameworks as a Nanolaboratory,” $250 K/year for three years 

 New project funded by Dept. of Energy Office of Hydrogen, Fuel Cells, and Infrastructure 
Technologies: “Tunable Thermodynamics and Kinetics for Hydrogen Storage: Nanoparticle 
Synthesis using Ordered Polymer Templates,” ($650 K/year for three years). 

 

The remainder of this report describes in detail many of the most important results. Sections 2a, 2b, 3, 4, 
and 5 are taken from published or submitted journal articles. The remaining sections summarize work 
that as of the date of this report is at a preliminary stage, with follow-on funding expected.  

  

9

 



2.  Fluorescent Metal-organic Frameworks 

2a. Influence of Connectivity and Porosity on Ligand-Based Luminescence in 
Zinc Metal-Organic Frameworks1 
 

Introduction 
 

Understanding and predicting the photophysical properties of chromophores in the solid state is 
important for an increasing number of organic materials applications, where control over the spatial 
interactions of chromophores represents a significant challenge.1-3 The geometry of a molecular 
assembly is often difficult to predict due to the large number of intermolecular forces that can influence 
the packing of molecules in a crystal. Metal-organic frameworks (MOFs) are a class of crystalline 
coordination polymers with the potential to control these interactions through appropriate choice of the 
constituent metal and ligand units.  MOFs consist of metal ions or clusters connected by organic linker 
groups, which can lead to structural rigidity, high porosity, and well-defined architectures.4-6 These 
properties are desirable for a variety of applications, and the use of MOFs for gas storage,7,8 drug 
delivery,9 separations,10-12 and catalysis13,14 is currently being explored.  The structural stability of 
MOFs results from strong metal-ligand coordination, which can afford some degree of predictability to 
the framework geometry and leads towards rational methods of crystal engineering. This has been 
utilized as a strategy to engineer non-centrosymmetric crystals for nonlinear optics (NLO) 
applications15 and asymmetric catalysis,14 for example. This led us to postulate that MOFs could offer 
predictable, well-defined environments for chromophores in solid-state materials. 
 
Despite the large number of MOF materials described in the literature, however, reports of luminescent 
MOFs are scarce, especially those that display ligand-based emission.5,16,17 The majority of materials in 
this class exhibit metal ion-centered luminescence due to the incorporation of lanthanide elements into 
their framework.18-20 One potential advantage for the use of ligand-based emission in MOFs is that it 
should readily be tunable through variation of the nature of the linker and/or the structure of the 
framework. Additionally, calculations regarding the electronic structure of prototypical porous 3-D 
MOFs have suggested that the bandgaps of these materials can be altered by changing the degree of 
conjugation in the ligand.21 Such factors may prove important for the practical application of these 
materials. 
 
In this paper, we describe a ligand-based approach to the synthesis of new luminescent MOF 
compounds.  Zinc-based MOF motifs are used to prepare two new extended structures that differ in 
dimensionality, but feature rigid metal-ligand coordination geometries that provide support for a 
luminescent linker with an inherent degree of flexibility, trans-4,4'-stilbene dicarboxylic acid (LH2; 
linker unit L).  Stilbene has a range of technologically-important uses. For example, it is an important 
component in solid-state scintillating materials, as its luminescence can be used to discriminate neutron 
and gamma-ray radiation.22  Additionally, stilbenes are commonly employed as a backbone motif in 
organic NLO materials,23-25 and may be considered the fundamental unit of the electro- and 
photoluminescent conjugated polymer, poly(para-phenylenevinylene) (PPV).26-28   
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1 This section is taken from C. Bauer, T. Settersten, B. Patterson, T. Timofeeva, V. Liu, B. Simmons, M. D. Allendorf 
“Influence of connectivity and porosity on ligand-based luminescense in zinc MOFs,” J. Amer. Chem. Soc. 129 (2007), 
7136. 

 



Our interest in stilbene-based MOFs is two-fold: first, stilbenes can undergo a light-induced trans-cis 
isomerization, a nonradiative decay pathway that significantly decreases the photoluminescence 
quantum yield (QY).29 However, the QY can theoretically approach 100% when this mechanism is 
suppressed. Various efforts have been made to rigidify stilbenes, such as increasing media viscosity,30 
incorporation into zeolite pores,31 binding to antibodies,32 or synthetically locking the ethylene unit into 
the trans configuration by ring closure.33,34 Incorporation of stilbene as the linker into a MOF lattice 
could potentially suppress this isomerization by fixing the ligand configuration through rigid 
coordination, affording a material with increased QY and brightness. Second, the low density and 
regularity of MOFs allows for well-defined interactions between linkers within the framework and with 
their environment, which may be investigated spectroscopically by suitable choice of ligand 
chromophore. Stilbene excimer luminescence has been used for sensitive detection of DNA35 and 
antibody binding events.32 We are, therefore, interested in probing structural- and guest-dependent 
luminescence of stilbene-based MOF materials as model systems and for their potential sensing 
capabilities. 
 
It is well-established that different crystal structures can result from the same starting materials under 
different synthetic conditions.36,37 For example, the use of Zn(NO3)2·xH2O and 1,4-benzene 
dicarboxylic acid can yield a variety of MOF structures by varying reaction conditions. These can differ 
in connectivity and porosity depending on the nature of the secondary building unit (SBU), often 
forming networks with di- and trinuclear cluster SBUs, and 3-D cubic frameworks with tetranuclear 
SBUs.37 With this in mind, we sought to form two different zinc-stilbene MOFs, allowing for the study 
of their luminescence in both 2-D and 3-D extended structures. We report here the synthesis, structure, 
and luminescent properties of these MOFs, along with their optical response to the exchange of solvent 
guest molecules. These results show that coordination to the metal clusters in the frameworks imposes 
structural rigidity on the stilbene moieties, leading to longer luminescence lifetimes and presumably 
increased QY; this is similar for both structures although a variation in porosity and inter-chromophore 
coupling is observed between the 2-D and 3-D structures. In addition, reversible, guest-dependent 
luminescence suggests that our approach may allow for the design of high-efficiency chromophore 
assemblies with optical properties suitable for sensing applications. 
 

Results and Discussion 
 

Structure and Characterization. Yellow, needle-like crystals resulted from solvothermal reaction of 
Zn(NO3)2·6H2O and LH2 in N,N-dimethylformamide (DMF) at 70 ºC for 16 hrs, then 85 ºC for 4 hrs. 
Their formula and structure were determined via single-crystal X-ray diffraction and elemental analysis 
to be Zn3L3(DMF)2, 1; these were obtained phase-pure, as indicated by powder X-ray diffraction 
(PXRD). 1 is two-periodic, consisting of hexagonal networks composed of trinuclear Zn3(RCO2)6 SBUs 
connected by the organic trans-4,4'-stilbene links (Figure 1.1a). Figure 1.1b shows that the SBU 
contains a linear array of three zinc atoms lying on a 3-fold axis; the central zinc atom rests on a 
crystallographic inversion center. The overall symmetry of the SBU is S6, so that the carboxylate groups 
bridge the zinc atoms in a non-planar syn-skew fashion (cis-O-Zn-O angles deviate only slightly from 
90o), allowing the stilbene linker to remain planar (torsion angles between phenyl rings <2°). The 
central zinc atom has octahedral coordination, while the terminal zincs are tetrahedral; their apical sites 
are occupied by O atoms of DMF molecules, which themselves exhibit disorder over three possible 
orientations. The terminal monodentate DMF ligands are disordered relative to the 3-fold axis. The Zn-
O bonds of the central hexa-coordinated zinc atom are evidently longer than those of the tetra-
coordinated zinc atoms; moreover, the Zn-O(DMF) bond length lies between the Zn-O bond lengths for 
tetra- and hexa-coordinated zinc atoms. The Zn…Zn separation of 3.515 Å does not indicate any 
significant direct interaction between the metal atoms; this distance is constrained by the bridging 
geometry. 
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The SBUs are connected by linker units in a hexagonal pinwheel geometry, affording a 2-D, layered 
arrangement (Figure 2.1c and 2.1d) with disordered DMF filling space above and below the layer units 
(Figure 1e). Individual layers stack together with a cubic ABCABC motif, resulting in a dense structure 
(d = 1.52 g/cm3), without significant overall porosity (i.e. triangular pores visible in Figure 1d are, in 
fact, partially occupied by the packing of additional layers). 1 is isostructural with a recently reported 
Co-stilbene MOF, also prepared in DMF.38 

 

 

 

 

 

 

 

Figure 2.1.  (a) trans-4,4'-Stilbene dicarboxylate linker, L. (b) View of X-ray crystal structure of 1 parallel to the c-axis, 
showing Zn3(RCO2)6(DMF)2 SBU along with C(4) atoms of stilbene rings. Only one orientation of disordered DMF is 
shown; Oh Zn coordination polyhedron is yellow, Td polyhedra are green. (c) View of 1 looking down onto this SBU, 
showing the hexagonal pinwheel connections between adjacent SBUs made by the linker units. (d) Space-filling model of 1 
looking down c, showing the 2-D network formed. (e) Space-filling model of a single layer of 1 looking down b, showing 
terminal Td Zn atoms capped by disordered DMF molecules above and below the layer, with the Zn-L network extending in 
the ab-plane.  

Variation of the solvothermal synthesis of 1 substituting N,N-diethylformamide (DEF) as the solvent at 
105 °C for 16 hrs afforded colorless, prism-like crystals. Single-crystal XRD reveals these to have a 
porous 3-D framework structure, 2, consisting of two interpenetrated networks with formula unit 
Zn4OL3 which exhibit a distorted primitive cubic topology with elementary cage size a ≈ b ≈ c ≈ 19.4 Å 
and α ≈ β ≈ 90, γ ≈ 77 o (Figure 2.2). Growth of these crystals requires temperatures above 100 °C to 
yield phase-pure materials, otherwise traces of other unidentified phases (possibly including 1) are 
observed in the PXRD patterns. However, 2 was never observed by PXRD as a by-product of the 1 
syntheses described above. 
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Figure 2.2. X-ray crystal structure of 2, showing cubic framework of Zn4O(RCO2)6 SBUs connected by trans-stilbene 
linkers and green Td Zn coordination polyhedra (a), and (b) a space-filling model showing interpenetrated, porous lattice of 
two distinct cubic nets (light and dark green Zn atoms respectively).  The pores extend through the crystal, as shown for the 
[010] projection in (c). 

Each of the frameworks in the structure of 2 is constructed from basic zinc carboxylate units 
Zn4O(RCO2)6 as the SBUs which are bridged by the organic trans-4,4'-stilbene links. Figure 2a shows 
this SBU is a cluster with tetrahedral local coordination about each zinc atom; the carboxylate C atoms 
of each cluster serve as points-of-extension that define the vertices of an octahedron. The stilbene units 
are essentially planar, if slightly more distorted than in 1 (torsion angles between phenyl rings <5°). 
Although the positions of the framework atoms were determined accurately, the free guest chloroform 
and DMF molecules filling the pores were not located due to the highly porous nature of 2 and the 
disorder problems usually encountered in this type of structure. Despite being interpenetrated, the 
structure of 2 contains large cavities; in particular, there are 17.1 × 17.1 Å channels in the [010] 
projection, as shown in Figure 2.2c.  
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Moreover, in the overall crystal structure of 2, there exist no specific interactions between the two 
interpenetrated frameworks, so the maximum internal pore size can be represented as a sphere with 
diameter 16.5 Å, where the diameter of this sphere is equal to the distance of separation between the van 
der Waals surfaces of the frameworks. 

 

This framework structure is analogous to the so-called IRMOF series, all of which are three-periodic, 
cubic-type structures with Zn4O(RCO2)6 SBUs. Interestingly, the synthesis of 2 required conditions 
similar to those reported by Yaghi and co-workers to favor construction of this particular SBU, a 
compelling illustration that chemical control may be used to give materials with tunable properties, but 
similar topologies.7,39 

 

Crystals of 1 are air-stable and maintain their structure after evacuation at 100 oC, as determined by 
PXRD (see Supporting Information) and elemental analysis. Thermogravimetric analysis (TGA) 
indicates loss of 2 equivalents of DMF (13 wt%) above 250 ºC, followed by full decomposition at 
higher temperature, as shown in Figure 2.3. Unfortunately, attempted removal of coordinated DMF 
from crystals of 1 by evacuation at 250 oC in an effort to generate a structure with unsaturated zinc 
centers gave substantial decomposition. 
 
 

 
 
 

 

Figure 2.3.  Thermogravimetric analysis 
(TGA) data for 1 (red circles) and 2 (blue 
diamonds). For the 2-D MOFs (1), mass 
loss of strongly coordinated DMF occurs 
(13%, see arrow), followed by steady 
decomposition which continues until 520 
°C. For the 3-D MOFs (2), initial mass loss 
from solvent incorporated into the pores is 
evident until approximately 200 °C (15%, 
approximately 1 eq. DMF and 1 eq. 
CHCl3), followed by a plateau after which 
a relatively sharp decomposition occurs at 
400 °C.   

Crystals of 2 contain incorporated guest solvent 
molecules that can be exchanged, although extended evacuation results in an irreversible structural 
change and significant loss of crystallinity (determined by PXRD, see Supporting Information). Similar 
behavior has been found previously for a zinc MOF with a  comparable, interpenetrated structure 
(IRMOF-9, linker = 4,4'-biphenyl dicarboxylate); this has been attributed to a weakening of the 
interactions between interpenetrated units when the ligand is relatively long and flexible, and the 
misalignment of these units upon solvent removal.7 Luminescence studies for 2 (see below) suggest 
that, in the solvated structure, no significant interaction occurs between the stilbene units of the 
interpenetrated frameworks and, thus, the lack of substantial cohesive forces between these units results 
in a similar structural collapse after evacuation. Although interpenetration decreases the pore size 
compared to a fully-open structure, the calculated solvent accessible portion accounts for 76.2% of the 
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crystal volume, with a pore diameter of 16.5 Å and density 0.50 g/cm3 (respective values for IRMOF-9 
are 74.7%, 14.5 Å  and 0.66 g/cm3).39 TGA data shown in Figure 2.3 reveal that, after mass loss from 
incorporated solvent in the pores (~15 wt%), 2 is thermally stable up to 410 ºC before the onset of 
further mass loss. 
 
Crystals of 1 display no significant surface area through gas sorption measurements, as expected due to 
their high density and the pore occlusion evident in their crystal structure. In contrast, surface area 
measurements for 2 exhibit a Type I sorption isotherm (indicative of homogeneous micropores) with a 
Langmuir surface area of 580 m2/g. This value is lower than typical for comparable MOF structures 
(commonly 1000-4300 m2/g)7,39 presumably due to the structural change upon evacuation resulting in a 
partial collapse of the framework; however, this indicates that the evacuated structure still retains some 
porosity. The adsorption/desorption profile displays significant hysteresis (see Figure 2.4), indicating 
that there may also be a structural alteration during measurement, possibly due to a change in 
interaction between the catenated units and/or the linker exhibiting flexibility (e.g. about the double 
bond) under these conditions. Recently, MOFs containing a similar linker (trans-4,4'-bis(4-
pyridyl)ethene) have been shown to display anomalous sorption behavior due to dynamic shape 
changes, which can also be induced by variation of incorporated guest molecules.40 Dynamic structural 
changes in the framework may be desirable for advanced applications, such as combined sensing and 
separation. For example, MOFs with similar interpenetrated structures have been reported to undergo 
structural changes that allow for size- and shape-matching of guests and their use in GC separations of 
alkanes.12   
 

 
 
Figure 2.4. Nitrogen sorption isotherm for 2 measured at 77 K. Adsorption is shown in black hatches, desorption in red 
circles. Langmuir surface area is estimated to be 580 ± 6 m2/g. 
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Figure 2.5. Normalized excitation (red circles) 
and emission (blue squares) spectra for LH2 (as 
a powder sample, top), 1 (middle), and 2 
(bottom). Spectra of 1 and 2 were obtained for 
individual crystals soaked in CHCl3. ex = 350 
nm for LH2 and 1, 325 nm for 2. Emission 
maxima for the first three vibronic bands are 
indicated.  Excitation spectra were detected at 
450 nm. 

 
 

Photoluminescence studies 
 
Crystals of 1 and 2 contain the same linker in two different, well-defined geometries, allowing for a 
comparative study of their photoluminescence and its interpretation with regard to the local linker 
environment within each structure. Both appear very bright to the eye upon illumination with UV light, 
but differ in color. Crystals of 1 are yellow in color and produce blue emission, while crystals of 2 are 
colorless, with purple/blue emission, consistent with their structural differences as outlined below. 
Figure 2.5 shows combined excitation/emission spectra of crystalline 1 and 2 soaked in chloroform, 
compared to a powder sample of trans-4,4'-stilbene dicarboxylic acid (LH2) precursor. The emission 
spectrum of 2 in the solid is nearly identical in position to dilute solutions of LH2 in DMSO/H2O (100:1 
v/v) (see Supporting Information), suggesting little contribution from the Zn4O clusters to the emission; 
the red-shift observed for these species compared to trans-stilbene itself30 is consistent with the small 
increase in conjugation due to the carboxylate units.  
 
The differences observed in the electronic spectra for 1 and 2 likely have their origins in a number of 
factors, including the local coordination environment of the ligand and the steric proximity of ligands to 
each other and to other species present in the unit cell. The zinc cluster types in 1 and 2 may potentially 
exert disparate influences on the local electronic structure of the linker unit (for example, the clusters 
may differ significantly in Lewis acidity). However, studies of related MOFs suggest that the electronic 
influence of this cluster type is likely to be small. The excitation spectrum of IRMOF-1 is reported to be 
very similar to that of powdered 1,4-benzene dicarboxylic acid disodium salt; that is, the Zn4O clusters 
in the framework do not perturb the electronic structure of the linker significantly.41 Theoretical studies 
of this MOF indicate that the highest occupied valence levels are dominated by p-orbitals of the 
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aromatic carbon atoms with a small contribution from the carboxylate atoms;21 additionally, related 
studies suggest that the band gap in IRMOF-1 remains unchanged when the Zn atom is replaced by Be, 
Mg, Ca, or Cd.42 Very recently, 2-D cadmium MOFs containing the fluorophore 5-sulfosalicylic acid 
(SSA) were found to display intense ligand-based emission with a small red-shift observed between 
solid samples of the free ligand and the complex (388 nm vs. 394 nm); DFT MO calculations suggest 
that this bathochromic shift is due to deprotonation of H3SSA and not coordination to Cd2+.43 We have 
found that the differences observed between dilute solutions of LH2 and its disodium salt (8 nm red-shift 
in emission for Na2L, see Supporting Information) are small in comparison to the differences observed 
between the electronic spectra of 1 and 2 (30 nm difference in emission). 
 
Furthermore, two 2-D zinc MOFs based on norfloxacin are reported to exhibit ligand-based emission; 
they have similar coordination environments (both octahedral Zn2+ bound to two carboxylate ligands), 
but their emission properties differ. A significant blue-shift (420 nm vs. 440 nm) is observed for the 
lower-density structure compared to both the higher-density material and the powdered ligand (which 
display very similar emission). These differences are attributed to a decrease in inter-ligand  
interactions in the lower density structure.44 Therefore, we believe the differences between spectra of 1 
and 2 are likely a result of crystal density, as the evidence indicates that the influence of the different 
types of zinc cluster on the electronic spectra observed is small compared to that of the differences in 
inter-chromophore interaction within each structure. This is supported by time-resolved studies 
described in detail below. 
Crystals of 1 and 2 both show structured emission bands similar to that for LH2 in the solid state (Figure 
2.5) and in solution, with several vibronic bands evident. This supports our interpretation that emission 
is essentially ligand-based, with little contribution from the metal cluster units in the framework. The 
behavior observed for 2 differs from that described in the literature for IRMOF-1, for which green 
luminescence is attributed to energy transfer from the relatively non-fluorescent linker (1,4-benzene 
dicarboxylate) to the Zn4O units.41 The emission spectrum of 2 is similar in structure to trans-stilbene in 
dilute solution1 and in the crystalline state45 (which has a herringbone packing structure),46 although for 
both 1 and 2 the vibronic structure is more pronounced at room temperature. This indicates that the 
stilbene units are rigidified in 1 and 2; indeed, this structure resembles that for synthetically-locked 
stilbene derivatives,33 as discussed in more detail below. The local site symmetry of the ligand in each 
structure is likely to have a significant influence on the relative intensities of the vibronic bands 
evident;47 however a detailed interpretation of the differences observed between 1 and 2 in this context 
is beyond the scope of the current study. We note, however, that the relative ratios of the vibronic peaks 
were found to vary between samples of 1, yet remained nearly identical amongst many different crystals 
of 2. 

 
The fine structure displayed in solid-state electronic spectra of conjugated organic molecules has 
received a great deal of attention, as analysis can reveal information about the interactions between 
chromophore units and chromophore rigidity, along with variations in the environmental geometry.33,48 
The intensity of the lowest energy emission peak (0-0) is sensitive to the degree of inter-chromophore 
coupling, decreasing significantly upon chromophore aggregation. Cofacial arrangements ≤ 4 Å apart 
typically show strong intermolecular coupling via  overlap,26 resulting in substantial loss of 
electronic fine structure. Non-cofacial chromophore assemblies and/or those further apart in space (ca. 
4 Å to 8 Å) can show an intermediate degree of coupling, the details of which depend significantly on 
the geometry of the arrangement. Trap emission in solid PPV films has been attributed to the creation of 
stilbenoid dimers, which form excimers that give a red-shifted, structureless emission band with a 
radiative lifetime significantly longer than for the individual chromophore.1 The vibronic structure in 
the emission spectra of both 1 and 2 is well resolved, so a large contribution of excimer emission to the 
spectra of both crystals can be ruled out. Neither 1 nor 2 show short cofacial chromophore distances in 
their crystal structures. The nearest-neighbor distances between aromatic ring centroids and the angles 

17

 



between ring planes are 5.6 Å, 79° (1, in an individual layer), 6.0 Å, 0° (1, between adjacent layers) and 
5.6 Å, 49° (2, between interpenetrated cubes along the edge defined by the b-axis). 
 

Crystals of 1 show a small red-shift and broadening in emission compared to 2, indicating a greater 
degree of inter-chromophore coupling in the 2-D MOF structure, likely due to the 6.0 Å distance 
between chromophores in the displaced face-to-face stacking of successive layers. However, the extent 
of this chromophore interaction in 1 is small compared to LH2, which displays a significantly red-
shifted and broadened emission spectrum. Here, presumably, hydrogen bonding between terminal 
carboxylic acid groups introduces short inter-chromophore stacking distances, as observed for trans-
4,4'-stilbene diamides49 which show emission spectra characteristic of edge-to-face dimers50 (5.0 Å 
between phenyl ring centroids, 28° between ring planes). As described above, the emission spectrum of 
2 is very similar to that of LH2 in dilute solution, indicating these units interact only weakly with one 
another in this low density 3-D MOF environment.  

 
The differences between excitation and emission maxima apparent for both 1 and 2 are significantly 
smaller than for dilute solutions of trans-stilbene (~ 3400 cm-1 in dioxane)1 and LH2 (4088 cm-1 in 
DMSO/H2O (100:1 v/v)), and this difference is smallest for 2 (815 cm-1 (2) versus 1215 cm-1 (1)). These 
data indicate the degree of reorganization between the ground and first excited states of 1 and 2 is 
reduced compared to trans-stilbene and LH2 in solution, likely due to increased rigidity of the stilbenoid 
unit afforded through strong coordination by the metal ions in the framework, which results in a larger 
barrier for torsion about the central ethylene bond.  
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Figure 2.6. Emission decays (left) of 1 (pink), 2 (blue), and LH2 (red), and semi-logarithmic emission decay plots (right). 
All three were detected at their respective third vibronic peak (see Figure 5). Emission lifetimes () were determined by 
fitting the decays to a single or double exponential function: I(t) = 1e

-t/1 + 2e
-t/2, where  is the pre-exponential factor, 

and t is the time. Both 1 and LH2 were best fit to bi-exponentials, as supported by the semi-logarithmic plots (inset) where 
the presence of more than one decay process with characteristic lifetime results in curvature of these spectra; 1 = 0.20 ns, 2 
= 0.95 ns, 1/2 = 5.0 for 1 and 1 = 0.73 ns, 2 = 2.49 ns, 1/2 = 1.8 for LH2 In comparison, 2 was best fit to a 
monoexponential decay 1 = 0.50 ns, resulting in a linear semi-logarithmic plot. 

 
Time-resolved emission measurements were used to probe further the local environment of stilbenoid 
units in crystals of 1 and 2, and emission decay curves are shown in Figure 2.6. The radiative lifetime of 
trans-stilbene () is estimated to be 1.7 ns,51 which typically becomes shortened to  < 100 ps in 
solution at room temperature. The major factor contributing to the reduced lifetime is the trans-cis 
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isomerization.30 These isomers are nearly isoenergetic in the ground state, but a large barrier to rotation 
exists and the trans state acts as a quantum well. Excitation to the first excited-singlet state is followed 
by barrierless rotation about the central double bond, leading to the essentially non-fluorescent cis 
isomer,29,32 which can give additional photoproducts, including cyclization to dihydrophenanthrene. 
This photoisomerization QY is significantly larger than the fluorescence quantum yield at room 
temperature (PI = 45 vs. EM = 0.02 in acetonitrile).5 

 
Emission decays for 1 were fit best by a bi-exponential function. The faster component has  ~ 0.20 ns, 
likely due to emission from monomeric stilbenoid units. The relative contribution of the longer-lived 
species, with a lifetime of 0.95 ns, was found to increase upon increasing the detection wavelength, 
along with a concomitant delay observed in the decay curve (see Supporting Information for excitation-
wavelength dependent spectra). Growth of a decay component with longer lifetime at lower emission 
energy, along with a delay in emission, is indicative of an excited state process (i.e. population of the 
long-lived emissive state occurs after initial excitation), likely facilitated by interactions between 
individual chromophores in 1.53 Consistent with this, LH2 powder samples show significantly more 
pronounced behavior in this regard due to much stronger inter-chromophore coupling. The steady-state 
emission spectra of 1 remain unchanged upon variation of the excitation wavelength across the full 
excitation spectrum, indicating there is likely to be only one species contributing to the emission,54 
supporting the assignment of these differences in the time-resolved spectra to an excited-state activated 
process. In addition, the time-resolved data were found to be reproducible between different crystal 
samples. These considerations allow us to discount significant influence of sample heterogeneity upon 
the experiments. The behavior exhibited by 1 is consistent with that found by Bazan and coworkers for 
paracyclophane-based stilbenoid dimers, which exhibit biexponential emission decays in solution, 
presumably from different electronic states localized on the monomer and dimer.2 The longer emission 
lifetime of 1 is of the order of those found for stilbenoid dimers in the intermediate coupling regime.50 
No changes in the time-resolved spectra for 1 are found between samples immersed in chloroform and 
those dried in vacuo. 
 
In contrast, emission decays for 2 (in a chloroform environment) were best fit by a mono-exponential 
function with  = 0.50 ns, attributed to emission from stilbenoid monomers. The measured lifetime is 
approximately five times greater than for trans-stilbene in solution, consistent with an increased rigidity 
of coordinated stilbenoid chromophores in 2. Typically, increased lifetimes accompany an increase in 
emission QYs, provided that the radiative decay rate does not change,55 and, therefore, the QY of both 1 
and 2 may be expected to be larger than for trans-stilbene in solution. However, values were not 
determined in this study as variations in crystal size and shape can introduce significant uncertainties 
into the measurements.  
 
An increase in the luminescence lifetime for 2 may be expected when considering the strong 
coordination to the Zn4O units in the crystals. However, this lifetime is shorter than that of 
“chemically”-frozen stilbenes and those highly-rigidified in solid matrices shown previously,56 
indicating that the structure is not completely rigid, and thus, non-radiative decay pathways are not fully 
suppressed. We and others have recently addressed the flexibility of MOF-type structures by theoretical 
means. Molecular dynamics simulations using a newly developed non-rigid force-field indicate that 
there is considerable motion of the linker groups in IRMOF-1 (Zn4O(1,4-benzene dicarboxylate)3) at 
room temperature.57 In addition, Mattesini et al. have used plane-wave density function theory to predict 
the elastic properties of IRMOF-1 and concluded that, contrary to what was originally thought for this 
archetypal isoreticular structure, IRMOF-1 is actually not an exceptionally rigid material. Instead, the 
calculations predict it to be a soft and ductile material, with a Young’s modulus of 14.8 GPa.58 Most 
recently, it was shown that lattice motions need be included to accurately simulate molecular transport 
in IRMOF-1.59 By analogy with these results, the porous stilbene-containing structure of 2 (with a 
longer and less-rigid ligand than IRMOF-1) is expected to provide an environment with increased 
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rigidity and isolation of ligands, yet flexibility for active interaction with guests incorporated into the 
open framework. 
 
To investigate the effects of guest molecule incorporation, the emission spectra of 1 and 2 were 
recorded after exposure to different solvents. Crystals of 1 exhibit no change in emission upon changing 
solvent environment, and likewise show no significant difference after drying for extended periods 
under vacuum. This is likely a function of the dense, rigid structure of 1, wherein the majority of 
chromophores are not exposed to the solvent. In contrast, the luminescence from crystals of 2 is 
sensitive to solvent exchange. Shifts in emission were observed upon changing the solvent, with peak 
maxima decreasing in energy in the order hexane > chloroform > toluene, alongside a concurrent 
broadening of the vibronic structure, (Figure 2.7). This response was found to be fully reversible 
through multiple cycles of exchanges between the different solvents. However, upon complete removal 
of incorporated solvent in vacuo, crystals of 2 display a significant, irreversible red-shift in emission, 
indicating increased inter-ligand coupling, as shown in the inset of Figure 7. This behavior is likely 
ascribable to a permanent structural change which brings the stilbenoid linker units in closer proximity 
to one another, and provides evidence for the structural collapse of interpenetrated units upon 
evacuation as hypothesised above, resulting in the lower-than-expected surface areas discussed 
previously. These results also indicate that the dynamic nature of the lattice of 2 could allow for specific 
guest-host interactions with this linker, which may have potential application in combined separation 
and detection experiments.   

 
 
 

 
 

 

Figure 2.7. Solvent-dependent, normalized 
emission spectra from a crystal of 2 soaked in 
toluene (green diamonds), chloroform (blue 
squares), and hexane (red circles). These are 
fully reversible upon solvent exchange. The 
inset shows crystals of 2 in chloroform (blue 
closed circles) and crystals after extended 
evacuation, under nitrogen (orange open 
circles). The original spectrum can not be fully 
regenerated upon rewetting in chloroform, due 
to a partial structural collapse in the crystal 
upon evacuation. 

Summary 
 
We have prepared two luminescent stilbene-based MOFs in which the organic linker serves as the 
chromophore. The structure of the materials obtained is a function of the synthetic conditions employed. 
Single-crystal XRD and electronic spectroscopy were used to investigate the local environments of the 
stibenoid units in the frameworks. In both cases, the ligand becomes rigidified in the trans geometry 
upon coordination to the metal. In the dense, 2-D layered structure, 1, the chromophore environment 
allows for a limited degree of ligand-ligand interaction. The porous 3-D cubic framework, 2, exhibits 
less significant inter-chromophore interaction, and the stilbenoid units maintain a degree of flexibility 
for dynamic interactions with guests. Initial studies reveal that crystals of 2 show reversible, guest 
solvent-dependent emission. Sensing with an inherently luminescent MOF with the potential to undergo 
dynamic shape changes with specific guests is an exciting possibility that we hope to explore in future 
separations-based experiments. 
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Experimental 
Synthesis. trans-4,4'-Stilbene dicarboxylic acid (LH2) and N,N-dimethylformamide (DMF) were 
purchased from Alfa Aesar. Zn(NO3)2·6H2O and chloroform (CHCl3) were purchased from Fluka. N,N-
Diethylformamide (DEF) was purchased from TCI America. 

1: 71.3 mg LH2 was added to 20 mL of DMF in a Pyrex glass jar and agitated until almost fully 
dissolved. To this was added 209.2 mg Zn(NO3)2·6H2O (3:1 mole ratio of metal to linker). This was 
sealed and placed in an oven at 75 °C for 16 hours, followed by 85 °C for 4 hours, yielding transparent 
yellow crystals of 1. These were collected and washed three times with fresh DMF, three times with 
chloroform, dried at 65 oC in vacuo for 6 hours and then stored under ambient conditions.  Yield: 75.2 
mg (74% based on LH2). Analysis calcd. (%) for Zn3L3(DMF)2: C 56.83, H 3.89, N 2.45; found: C 
56.61, H 4.39, N 2.88. IR (KBr, cm-1): 3424 (br, w), 3060 (w), 2998 (w), 2927 (w), 1660 (s), 1607 (s), 
1544 (s), 1394 (br), 1182 (m), 1109 (m), 1056 (w), 1014 (m), 979 (m), 906 (m), 867 (m), 856 (m), 805 
(m), 793 (s), 714 (s), 684 (m), 644 (s), 569 (m), 524 (m), 473 (w).  Solid state UV/vis (KBr, max): 366 
nm, 336 nm. TGA indicates loss of coordinated solvent beginning at 250 °C, followed by full 
decomposition.     

2:  30.7 mg of LH2 was added to 20 mL DEF in a Pyrex glass jar and sonicated upon light heating to 
enable its suspension. 209.2 mg Zn(NO3)2·6H2O was added and the jar sealed (6:1 mole ratio of metal to 
linker). This was placed in an oven at 105 °C for 16 hours yielding transparent colorless crystals of 2. 
DEF was decanted while still hot and replaced by DMF. Crystals of 2 were washed with chloroform 
three times and stored in chloroform until ready for use. Yield 33.8 mg (70% based on LH2). Analysis 
calcd. (%) for Zn4OL3(DMF)(CHCl3): C 49.20, H 3.03, N 1.10; found: C 49.70, H 3.24, N 1.08. IR 
(KBr, cm-1): 3455 (br), 3024 (w), 3008 (w), 1606 (s), 1540 (s), 1395 (br), 1180 (s), 1102 (m), 1014 (m), 
953 (w), 858 (m), 784 (s), 751 (m), 708 (s), 671 (w), 646 (m), 569 (w).  Solid state UV/vis (KBr, max): 
378 nm, 334 nm. TGA indicates continuous loss of adsorbed solvent until 200 °C and sharp 
decomposition at 410 °C. 

 

Physical characterization. TGA was performed on a Pyrus II Perkin Elmer under He. Surface areas 
were measured on a Micromiretics ASAP 2000 Porosimeter with N2 as the sorption gas. Powder XRD 
was performed on a Scintag X’Pert with CuK radiation. Steady-state emission spectra were collected 
with a SPEX Fluoromax with a fiber optic extension for solids. 

 

Single crystal diffraction. Data were collected on a Bruker three-circle diffractometer equipped with a 
SMART APEX-II CCD area detector with graphite-monochromated MoKα radiation (λ = 0.71073 Å, 2θ 
= 52o).  Zn3L3(DMF)2, 1, C54H44N2O14Zn3, Mr = 1141.02, rhombohedral, space group R3, at 
T = 100.0(2) K: a = 16.1661(4), c = 16.4796(9) Å, V = 3729.82(19) Å3, Z = 3, dcalc = 1.524 g/cm3, 
F(000) = 1752, μ = 1.506 mm-1. The structure was solved by direct methods and refined by full-matrix 
least-squares refinement with anisotropic displacement parameters for all non-hydrogen atoms. Two 
coordinated monodentate DMF ligands are disordered over three sites relative to the 3-fold axis. The 
hydrogen atoms were generated geometrically and included in the refinement with fixed position and 
thermal parameters. Final R-factors were R1 = 0.0242 for 1239 reflections with I ≥ 2σ(I) and wR2 = 
0.0586 for all 1480 (Rint = 0.035) independent reflections. The maximum and minimum peaks on the 
final difference Fourier map corresponded to 0.258 and -0.307 e/Å3, respectively. All calculations were 
carried out using the SHELXTL (PC Version 6.12) program. 
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Zn4OL3, 2, C48H30O13Zn4, Mr = 1076.2, orthorhombic, space group Pnnm, at T = 100.0(2) K: a = 
30.317(12), b = 19.411(8), c = 24.161(9) Å, V = 14218(10) Å3, Z = 4, dcalc = 0.503 g/cm3, F(000) = 
2168, μ = 0.687 mm-1. Refinement of 151 parameters on 5100 independent reflections out of 62286 
measured reflections (Rint = 0.1229) led to R1 = 0.0656 (I > 2σ(I)), wR2 = 0.1662 (all data), S = 1.001. 
The maximum and minimum peaks on the final difference Fourier map corresponded to 0.564 and -
0.447 e/Å3, respectively. All calculations were carried out using the SHELXTL (PC Version 6.12) 
program. Contribution from disordered guest molecules was accounted for using the SQUEEZE 
subroutine within the PLATON software package. Statistics prior to treatment of data with SQUEEZE 
were R1 = 0.1325 (I > 2σ(I)), wR2 = 0.3866 (all data) and S = 1.459.  Calculation of the total solvent-
accessible volume was performed using the CALC SOLV routine within the PLATON software 
package. 

 
Emission lifetimes. A mode-locked Nd:YAG laser was regeneratively amplified and frequency tripled 
to produce nearly transform-limited 355 nm pulses. The repetition rate was 20 Hz. The pulse width of 
the frequency-tripled output of the regeneration is estimated to be approximately 60 ps (FWHM).  The 
355 nm pulses were focused onto the sample. Emission was collected with an f/4 visible achromat and 
imaged 1:1 with a second achromat onto the 200 mm wide entrance slit of a 1/8 m monochromator.  A 
600 lines mm-1 grating (blazed for 300 nm) dispersed the emission. The 1200 m wide exit slit width 
produced a nearly rectangular bandpass of 7.5 nm. The grating was tuned to collect emission from 
individual vibronic bands (based on fluorimeter measurements). The filtered emission was detected with 
a microchannel plate photomultiplier tube (MCP-PMT), and the resulting signal was digitized with a 
real-time digital oscilloscope and with an analog bandwidth of 6 GHz. The rise time of the detection 
system is ~150 ps, the fall time is ~300 ps, and the FWHM is ~300 ps. A convolve-and-compare 
algorithm was used to fit the data with a two-component exponential decay including convolution with 
the instrument response function, which was recorded by measuring the elastically scattered 355-nm 
light from the sample substrate. The slight impedance mismatch between the detector, cabling, and 
oscilloscope produces minor post-pulse ringing (<0.5%), which necessitates convolution in the fitting 
procedure for accurate determination of decay rates. 
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2b. Effect of the Coordinated Metal on Luminescence in Stilbene Metal-Organic  
 

Introduction 
Metal organic frameworks are a recent addition to the class of metal coordination polymers.  The 
interest in MOFs is diverse, ranging from fundamental studies and characterization of physical 
properties to advanced applications including magnetism, sensing, drug delivery, catalysis, and gas 
storage.  An important feature of these materials is that they rely on strong coordination of metal ions or 
metal clusters by organic linkers to result in extended structures with a variety of geometries, which can 
be exploited to generate structures with 1D, 2D, or 3D architectures.  Conditions have recently been 
identified that favor specific geometries of the inorganic clusters, termed secondary building units 
(SBUs), allowing for a degree of predictability in the well-defined extended structures, a desirable trait 
for many complex applications. The structures and properties can be tailored by changing both the 
linker and metal, owing to the diversity of metal-organic bonding geometries and variation in linkers.  
For instance, it was reported that the band gap can be changed with variations in the metal center and 
the ligand while maintaining the same overall cubic structure.  
  
The linkers that are typically used in MOFs are rigid, and often based on conjugated structures which 
are held in defined geometries due to strong covalent bonding throughout the crystals.  Many of these 
linkers are fluorescent in their natural state and MOFs provide a framework for them, yet the 
fluorescence of many of these remains unexplored.  Emission properties of MOFs can be metal-based, 
ligand-based, or a result of charge transfer, including metal-to-ligand charge transfer (MLCT) or ligand-
to-metal charge transfer (LMCT).  The former is common in lanthanide MOFs, where the emission can 
be sensitized by the organic ligand.  There are a few examples of ligand-based emission in the literature, 
including that from CdII, CuI, and ZnII containing MOFs.  LMCT has been identified in some cases of 
Cd and Zn MOFs as well, mostly in cases where the ligand is a benzene derivative.  Increased 
conjugation results in ligand-based luminescence.   
 
As the organic linkers are held in defined positions throughout the crystals, the properties can be 
correlated to their environment, which we demonstrated in studying the emission properties of MOFs. 
We recently reported the use of differing synthetic conditions to prepare two zinc-based MOFs 
containing a stilbene linker, and found that the emission is characteristic of the ligand with little 
influence from the metal centers.  An interpenetrated 3D cubic structure, consisting of basic zinc acetate 
units linked by trans-stilbene dicarboxylates exhibited fluorescence similar to a dilute solution of non-
interacting stilbenes with increased rigidity.  A 2D network was also prepared, with a higher density of 
stilbene units and exhibits increased, yet limited, linker-linker interactions, as demonstrated by time-
resolved and steady state fluorescence studies.  However, the differing lewis acidities of the metal 
clusters in the 2D and 3D MOFs left the question open as to how much this affects the fluorescence 
properties.  In order to further probe the role of the metal in the fluorescence, we sought to synthesize 
four different, isostructural MOFs based on stilbene dicarboxylic acid.  We successfully prepared three 
additional 2D MOFs with similar procedures, containing Cd, Mn and Co. The synthesis, 
characterization, and fluorescence properties will be discussed here. 
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Experimental Section  
 
Synthesis.4,4′-Stilbenedicarboxylic acid (LH2) and N,N-dimethylformamide (DMF) were purchased 
from Alfa Aesar. Zn(NO3)2·6H2O and chloroform were purchased from Fluka. N,N-Diethylformamide 
(DEF) was purchased from TCI America. Cd(NO3)2·4H2O, Mn(NO3)2·4H2O and Co(NO3)2·6H2O were 
purchased from Aldrich. 

 
Zn3(SDA)3DMF2 (1) was synthesized as described in the literature. 
Cd3(SDA)3DMF2, (2):  LH2 (62 mg) was added to DMF (20 mL) in a Pyrex glass jar and agitated 

until almost fully dissolved. To this was added Cd(NO3)2·4H2O (214 mg, 3:1 mole ratio of metal to 
linker) and the mixture was sealed and placed in an oven at 80 °C for 24 h, yielding transparent, very 
pale yellow needle-like crystals of 2. These were collected and washed three times with fresh DMF and 
three times with chloroform, dried at 65° C in vacuo for 6 h, and then stored in ambient conditions. 
Yield 32 mg (32% based on LH2, 1

st crop of crystals). Analysis calcd (%) for Cd3L3(DMF)2·H2O: C 
49.88, H 3.57, N 2.15; found  C 49.19, H 3.45, N 2.54. IR (crystal sample, cm-1): 3424 (br, w), 3060 
(w), 2998 (w), 2927 (w), 1660 (s), 1607 (s), 1544 (s), 1394 (br), 1182 (m), 1109 (m), 1056 (w), 1014 
(m), 979 (m), 906 (m), 867 (m), 856 (m), 805 (m), 793 (s), 714 (s), 684 (m), 644 (s), 569 (m), 524 (m), 
473 (w). 

 
Mn3(SDA)3DMF2, (3): LH2 (60 mg) was added to DMF (20 mL) in a Pyrex glass jar and agitated 

until almost fully dissolved. To this was added Mn(NO3)2·4H2O (168 mg, 3:1 mole ratio of metal to 
linker) and the mixture was sealed and placed in an oven at 80 °C for 16 h, followed by 85 °C for 96 h, 
yielding transparent, colorless needle-like crystals of 3. These were collected and washed three times 
with fresh DMF and three times with chloroform, dried at 65 °C in vacuo for 6 h, and then stored in 
ambient conditions. Yield 25 mg (30% based on LH2, 1st crop of crystals). Analysis calcd (%) for 
Mn3L3(DMF)2·H2O: C 57.51, H 4.11, N 2.48; found  C 57.74, H 4.07, N 2.92. IR (crystal sample, cm-1): 
3424 (br, w), 3060 (w), 2998 (w), 2927 (w), 1660 (s), 1607 (s), 1544 (s), 1394 (br), 1182 (m), 1109 (m), 
1056 (w), 1014 (m), 979 (m), 906 (m), 867 (m), 856 (m), 805 (m), 793 (s), 714 (s), 684 (m), 644 (s), 
569 (m), 524 (m), 473 (w). 

 
Co3(SDA)3DMF2, (4): LH2 (42 mg) was added to DMF (10 mL) in a Pyrex glass jar and agitated until 

almost fully dissolved. To this was added Co(NO3)2·6H2O (137 mg, 3:1 mole ratio of metal to linker) 
and the mixture was sealed and placed in an oven at 85 °C. Initially, a green/brown powder formed 
which re-dissolved, yielding purple crystals of 4 after 5 days. These were collected and washed three 
times with fresh DMF and three times with chloroform, dried at 65° C in vacuo for 6 h, and then stored 
in ambient conditions. Yield 20 mg (34% based on LH2, 1

st crop of crystals). X-ray powder diffraction 
indicated the product obtained was phase-pure and corresponded to that previously described. 
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Physical Characterization. Infra-red spectra were acquired on a Varian FTS-7000 spectrometer in 
reflection-absorption geometry using a gold-coated glass slide as sample holder. Thermogravimetric 
analysis (TGA) was performed on a Netzsch 449C Simultaneous Thermal Analyzer (Selb, Germany) at 
a heating rate of 10 °C/min under Ar. Powder X-ray diffraction (XRD) was performed on a Scintag 
X’Pert with Cu K radiation. Steady-state emission spectra of solid samples were collected with a 
SPEX Fluoromax in front-face geometry with emission wavelength em = 350 nm. Solid-state magnetic 
susceptibility data were obtained using a Quantum Design MPMS-5 SQUID magnetometer. A 
powdered sample of 3 (13 mg) was placed in a gelatine capsule which was then inserted into a non-
magnetic plastic straw. A field-sweep scan between -60000 G and 60000 G at 350 K indicated that 
susceptibility was a linear function of field with no hysteresis observed. Data were then measured 
employing fields of 100 G and 1000 G between 5-350 K, and the measured susceptibilities were 
corrected for the inherent diamagnetism of the sample itself by use of Pascal’s constants but did not 
require correction for the intrinsic weak diamagnetism of the sample holder arrangement. 
 
Single-Crystal XRD. Data were collected on a Bruker three-circle diffractometer equipped with a 
SMART APEX-II CCD area detector with graphite-monochromated Mo KR radiation ( = 0.71073 Å, 
2 = 58o). Cd3L3(DMF)2, 2, C54H44N2O14Cd3, Mr = 1282.11, rhombohedral, space group R3, at 
T = 100.0(2) K: a = 16.488(3), c = 16.704(7) Å, V = 3933(2) Å3, Z = 3, dcalc = 1.624 g/cm3, F(000) = 
1914, μ = 1.273 mm-1. The structures were solved by direct methods and refined by full-matrix least-
squares refinement with anisotropic displacement parameters for all non-hydrogen atoms. Two 
coordinated monodentate DMF ligands are disordered over three sites relative to the 3-fold axis. The 
hydrogen atoms were generated geometrically and included in the refinement with fixed position and 
thermal parameters. Final R-factors were R1 = 0.0397 for 1582 reflections with I ≥ 2σ(I) and wR2 = 
0.1069 for all 2440 (Rint = 0.043) independent reflections. The maximum and minimum peaks on the 
final difference Fourier map corresponded to 1.138 and -1.084 e/Å3, respectively. Mn3L3(DMF)2, 2, 
C54H44N2O14Mn3, Mr = 1109.73, rhombohedral, space group R3, at T = 100.0(2) K: a = 16.3456(19), c 
= 16.590(4) Å, V = 3838.7(11) Å3, Z = 3, dcalc = 1.440 g/cm3, F(000) = 1707, μ = 0.797 mm-1. The 
structures were solved by direct methods and refined by full-matrix least-squares refinement with 
anisotropic displacement parameters for all non-hydrogen atoms. Two coordinated monodentate DMF 
ligands are disordered over three sites relative to the 3-fold axis. The hydrogen atoms were generated 
geometrically and included in the refinement with fixed position and thermal parameters. Final R-
factors were gt R1 = 0.0618 for 1858 reflections with I ≥ 2σ(I) and wR2 = 0.1826 for all 2263 
(Rint = 0.042) independent reflections. The maximum and minimum peaks on the final difference 
Fourier map corresponded to 1.162 and -0.592 e/Å3, respectively. All calculations were carried out 
using the SHELXTL (PC Version 6.12) program.All calculations were carried out using the SHELXTL 
(PC Version 6.12) program. 
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Results and Discussion 
 
Synthesis and Characterization. Solvothermal reaction of LH2 and the appropriate metal nitrate in 
DMF afforded crystals of M3L3(DMF)2 (M = Zn, 1; Cd, 2; Mn, 3; Co, 4 respectively), identified by 
comparison of their powder X-ray diffraction patterns with those reported in the literature (1 and 4) or 
by elemental analysis and single crystal X-ray diffraction (2 and 3, see below). In all cases, continued 
heating of the mother liquor resulted in additional product crystal growth; yields quoted refer to the first 
crop only. Interestingly, the route described here to give 4 is somewhat different to that previously 
reported (substituting the nitrate for the perchlorate salt, reacting at 85 oC vs. 110 oC) but the crystalline 
material obtained is identical, illustrating that conditions employed for successful MOF syntheses have 
a degree of flexibility in certain cases. TGA for 1-3 (Figure 2.8) indicates these materials to have similar 
thermal stabilities, with loss of coordinated solvent (~13 wt % for 1 and 2, ~15% for 3) starting around 
250 oC followed by full decomposition. 
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Figure 2.8:  TGA analysis of Mn, Cd, Zn stilbene MOFs 

 
Single Crystal X-ray Diffraction 
 
The structures of 2 and 3 were determined by single-crystal XRD, and representations are shown in 
Figures 2.9 and 2.10. These materials are essentially isostructural with 1 and 4, featuring trinuclear 
M3(RCO2)6 secondary building units (SBUs) where the central octahedrally-coordinated MII ion is 
linked to a pair of tetrahedrally-coordinated MII ions via bridging carboxylate groups; this tetrahedral 
geometry is completed at the apices by oxygen atoms of DMF molecules. These SBUs are connected by 
planar trans-4,4'-stilbene units, forming a hexagonal pinwheel network that extends in the a,b-plane. 
The DMF molecules exhibit 3-fold disorder with respect to the C3 axis, and occupy space above and 
below the layers defined by the a,b-planes; these layers pack in a cubic motif to give a dense structure 
without overall porosity. Important bond lengths are given in Table 1; of particular relevance to the 
discussion of luminescence in the next section are the distances and angles between nearest-neighbor 
stilbene units in the structure as through-space interchromophore coupling can have significant 
influence on the position and shape of the emission profile. Each stilbene unit in 1-4 has two nearest 
neighbors, one in the layer and one in an adjacent layer, and the distances between aromatic ring 
centroids and the angles between ring planes for each structure are given in Table 2. 

 

 



 
Figure 2.9 and 2.10:  Structures of Mn and Cd MOFs as determined by single crystal XRD.  The Co MOF was compared to 
a previously reported structure. 
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Luminescence 
 
Emission spectra for 1-3 recorded for similar-sized crystal samples with the same experimental setup 
are shown in Figure 2.11. The emission profiles for 1-3 have significant fine-structure, with several 
vibronic bands apparent, and are similar to that observed for trans-stilbene in solution and the solid 
states. As discussed in detail in a previous study, these features indicate that the emission is 
predominantly ligand-based, and suggest the ligand has become significantly rigidified as a result of 
metal coordination in these framework structures. In that study, differences observed between the 
emission of a porous 3D Zn-stilbene framework material and that of the dense, 2D framework 1 were 
attributed primarily to dissimilar through-space ligand-ligand interactions (with a blue-shifted and 
narrower emission observed for the porous material). However, the degree of influence on the emission 
spectra for the Zn4O cluster in the 3D structure vs. the trinuclear Zn cluster in the 2D network remained 
a question. In this work, the close similarity in both position and width for the emission spectra of 1-3, 
when coupled with the essentially-identical ligand environments in the structures outlined in Table 2, 
strongly supports the earlier hypothesis that through-space ligand-ligand coupling is the dominant 
factor. The Lewis acidities of ZnII

, CdII
 and MnII ions are dissimilar and therefore each ion may be 

expected to perturb the ligand electronic structure to a different degree; however, this influence of 
Lewis acidity may be concluded to be small compared to the ligand-ligand interactions in the 
frameworks. 
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Figure 2.11:  Comparative emissions of Mn, Cd, Zn stilbene MOFs.  The intensities reflect approximately the difference in 
intensities from individual crystals of similar size. 

 
Qualitatively, it was observed that emission from 1 and 2 was of comparable brightness, whereas this 
emission was significantly reduced for 3. The difference is assigned to through-space dipolar quenching 
in 3 due to the proximity of the ligand to the high-spin S = 5/2 MnII ions (see section below), which does 
not occur with the d10 ZnII or CdII ions in 1 and 2. No emission was observed for 4 under the same 
conditions; S = 3/2 CoII ions are expected to quench emission in a similar fashion and any resulting 
weak luminescence may be obscured through reabsorption effects (4 is purple in contrast to the 
colorless-to-pale-yellow materials 1-3). 
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Magnetism 
 
The magnetic properties of 3 were investigated by SQUID magnetometry. Figure 2.12 shows a plot of 
both 1/  and eff per Mn ion (defined as eff = 8T) as a function of temperature between 5-350 K 
(recorded at 100 G). The magnetic moment determined for each MnII ion at 350 K is 5.76 Bohr 
Magnetons, which is very close to that calculated for S = 5/2 MnII in the gas-phase (5.92 BM) and 
indicates the MnII ions in 3 are high-spin and do not interact with each other to any significant degree, 
either through-space or via mixing with the bridging stilbene ligands. 3 exhibits Curie-Weiss behavior 
of a simple paramagnet above 10K; least-squares fitting to the Curie-Weiss law affords a Weiss constant 
of -4K, suggesting a weak degree of antiferromagnetic coupling between MnII ions at very low 
temperature. 
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Figure 2.12:  SQUID measurements of Mn MOFs 

 
 

Conclusions 
 
Four isostructural MOFs containing stilbene dicarboxylate linkers were synthesized with the formula 
M3L3DMF2, where M = Zn, Co, Cd, Mn.  The orientation of the ligands was very similar in each case, 
allowing for comparison of the influence of the metal centers on the fluorescence properties of the 
ligand.  Zn and Cd each allowed for highly fluorescent crystals with comparable intensities as there is 
likely to be little charge transfer between the stilbene and the coordinated d10 metals.  Both Co and Mn 
exhibited weaker fluorescence due to quenching by the high spin metal centers.  The Co crystals were 
dark purple, which further hampered measurement of the fluorescence.  The fluorescence properties of 
the Mn crystals were observable yet weak.  The fluorescence spectra from Zn, Mn, and Cd were all 
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similar in position and vibrational structure, indicating the lack of influence due to the metal and 
revealing that the ligand-ligand interactions dominate the properties in these MOFs. 
 

2c. Guest-driven Luminescent MOFs 
 

For the past decade as MOFs evolve from their infancy as novelty materials, a new focus on application 
science has begun to emerge.  While the vast majority of literature dealing with MOFs continues to 
involve reports on the synthesis and physical properties of new materials, select laboratories have 
decided to focus their work on tuning and manipulating MOFs into functional materials for applications 
such as sensing, catalysis, separations, gas storage, non-linear optics, etc.  For sensing applications in 
particular, it is crucial that a signal transduction pathway be incorporated into the MOF material.  One 
of the most widely exploited signaling phenomena in sensing systems is optical modulation.  Both light 
absorption and photon emission are potentially viable transduction pathways, however, for solid-state 
applications, such as those incorporating MOFs, luminescence emission is by far more straightforward 
to achieve and measure.  To that end, a large part of this project has been the synthesis and testing of 
new and modified luminescent MOFs.  One route which has been pursued is to generate luminescence 
from a MOF, not through the framework itself, but rather through an adsorbed guest.   

 

a) 

 

b) 

 

c)

 

Figure 2.13: Representations of the crystal structures of a) IRMOF-1, b) HKUST-1, and c) MOF-508 

 

The guests chosen for this purpose are the visible light emitting lanthanoid ions, Eu(III) and Tb(III).  
Eu(III) gives a distinct and characteristic red luminescence whereas Tb(III) emits a bright green light.  
Several different MOFs were chosen for these adsorption studies as shown in Figure 2.13.  Both 
IRMOF-1 and HKUST-1 were initially chosen due to their large internal free volumes and readily 
accessible pore spaces.  MOF-508 is a relatively under utilized material, but highly attractive due to its 
stability, tunability, and especially its flexibility.  Based on recent successes in vapor phase infiltration 
of MOF materials with volatile organometallic compounds,1-4 initial trials for lanthanoid infusion were 
conducted using the evacuated permanently porous MOFs and various volatile lanthanoid precursors.  
This method proved ineffective with less than 1% w/w loading on average based on elemental 
microanalysis.  Further trials were conducted using a solution phase introduction method in which a 
concentrated organic solution of the lanthanoid salt was added to an evacuated MOF sample.  Results 
with the permanently porous materials IRMOF-1 and HKUST-1 were mixed, whereas infiltration of the 
flexible structure MOF-508 gave excellent and reproducible lanthanoid saturated material.  Elemental 
microanalysis revealed a loading of >20% w/w for both Tb(III) and Eu(III). 
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MOF-508 was chosen as a scaffold template not only because of its flexibility and stability, but also 
because of its potential to sensitize the metal-based luminescence of the infiltrated lanthanoids.  The 
rare earth metals general have weak intrinsic luminescence due to parity forbidden transitions required 
to achieve excitation to the emitting states.  It has been observed, however, that with careful selection of 
a strongly absorbing organic ligand, an energy transfer can occur between the excited ligand and the 
lanthanoid ion to produce the appropriate metal excited state for photon emission.5  This phenomenon 
has been dubbed the “antenna effect.”  In MOF-508 the bipyridine pillar ligands are able to act as 
effective antennas for both Eu(III) and Tb(III) sensitization.  The spectra in Figure 2.14 show the effect 
of this sensitization in that the excitation spectra for both Eu@MOF-508 and Tb@MOF-508 are nearly 
superimposible, yet the emission spectra are quite different and give the characteristic line spectra of 
Eu(III) and Tb(III) respectively. 

 

a) Eu@MOF-508 Luminescence Profile
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b) Tb@MOF-508 Luminescence Profile
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Figure 2.14:  Solid-state luminescence spectra of a) Eu@MOF-508 and b) Tb@MOF-508.  The excitation spectra show the 
greatest emission-producing absorption occurs by the organic framework of MOF-508, after which there is an energy 
transfer to the infiltrated lanthanoid to produce the red and green emissions of Eu and Tb respectively. 

 

Attempts to generate a blue-emissive material in this fashion were also performed.  However, trials with 
rare earth metals which have literature precedence for blue light emission such as Ce(III) and Dy(III) 
showed either low loading or ineffective sensitization of the metal luminescence.  Thus in order to 
generate a blue light emitting material with similar framework properties as the Ln@MOF-508 series, 
an analog of MOF-508 in which the terephthalate linker is replaced by 2,6-naphthalene dicarboxylate 
was prepared dubbed MOF-508n.6  Figure 2.15 shows an image of the three materials under UV 
irradiation showing strong blue, green, and red emission.  We have investigated the materials’ 
usefulness as sensors for gaseous analytes such as VOCs, and have achieved promising results. 

 

 

 

Figure 2.15: Image of MOF-508n (left), Tb@MOF-508 (center), and Eu@MOF-508 (right) drop cast in a PVA film on a 
glass slide.  The materials are irradiated with a handheld UV lamp at 254 nm. 
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3.  Scintillating MOFs2 
 

The detection and identification of subatomic particles is an important scientific problem with 
implications for medical devices, radiography, biochemical analysis, particle physics, and astrophysics. 
In addition, the development of efficient detectors of neutrons generated by fissile material is a pressing 
need for nuclear nonproliferation efforts. A critical objective in the field of radiation detection is to 
obtain the physical insight necessary for rational design of scintillation materials. Many factors affect 
the quantum efficiency and timing of scintillator light output, including chemical composition, 
electronic structure, inter-chromophore interactions, crystal symmetry, and atomic density. None of the 
material types currently used in radiation detection, which include crystalline inorganic compounds 
such as LaBr3:Ce, organic compounds, and plastics, have the inherent synthetic versatility to exert 
systematic control over these factors. Therefore, it is likely that major advances in radiation detection 
will require the development of new materials outside the scope of traditional scintillators. Here, we 
propose that metal-organic frameworks (MOFs) could potentially offer the desired level of structural 
control, leading to an entirely new class of radiation detection materials. 

 

MOFs are crystalline materials consisting of metal clusters linked by coordinating organic groups. 
Yaghi, O’Keefe, and coworkers have shown that structures resulting from the self assembly of specific 
metal ions and linkers can be predicted through an understanding of the geometric nets accessible to 
particular metal-linker combinations (“reticular chemistry”)[1-3]  which is difficult to accomplish in other 
extended crystalline materials such as zeolites and molecular solids. Furthermore, variation of the 
organic component of MOFs allows for additional structural modifications that can be used to tailor 
MOF properties. Conjugated organic molecules, which are usually fluorescent and are often scintillators 
as well, are used extensively as linkers in MOFs and reports of fluorescent MOFs are increasing[4-9] The 
relatively rigid structure of some MOFs can create permanent nanoporosity, a property being explored 
for gas storage,[10-15] separations,[13, 16] catalysis,[13, 17-20] and sensing.[21-23] This feature could also be 
advantageous in scintillation materials, enabling MOFs to serve as hosts for wavelength shifters or 
elements designed to improve the detection cross section (e.g., lithium or boron to improve sensitivity to 
thermal neutrons). Thus, compared with known scintillation materials, MOFs present an exceptional 
opportunity to perform “crystal engineering,” creating the potential for rational design of new 
scintillation materials.  

 

We recently reported the synthesis of two new MOFs containing fluorescent linkers that provide a 
starting point for the rational design of MOF-based scintillators.[5] Taking advantage of the crystalline 
nature of MOFs, we selected stilbene dicarboxylic acid (SDCH2) as the precursor to the deprotonated 
dicarboxylate linker (SDC), anticipating that its constrained orientation within the MOF lattice would 
inhibit the non-radiative cis-trans isomerization pathway. The metal ion in both cases is Zn(II), as its d10 
configuration results in the absence of optical transitions in the near UV-visible region of the spectrum, 
which reduces the fluorescence and emission spectra to transitions originating with the linker. One of 
these MOFs is a nanoporous structure consisting of interpenetrated Zn4O(SDC)3 subunits with the same 
three-dimensional topology as the isoreticular MOF (IRMOF) series, reported by Yaghi, et. al.[24, 25]  
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2 This section is taken from F. P. Doty, C. A. Bauer, A. J. Skulan, P. G. Grant, M. D. Allendorf  “Scintillating Metal Organic 
Frameworks: A New Class of Radiation Detection Materials,” in press, Adv. Mater.  August 2008. 

 

 



(hereafter referred to as MOF-S1, in which “S” indicates “scintillator”). The second MOF is a 
nonporous material consisting of two-dimensional sheets of Zn3(SDC)3(DMF)2 (DMF=N,N-
dimethylformamide) (MOF-S2). In both cases, our strategy successfully led to increased fluorescence 
lifetimes that are indicative of higher fluorescence quantum efficiency from the rigidified stilbene 
linkers. 

 

In this paper we describe spectroscopic measurements using single crystals of MOF-S1 and MOF-S2 
demonstrating that they respond to ionizing radiation by emitting light, creating the first completely new 
class of scintillation materials since the advent of plastic scintillators in 1950.[26]This opens a new route 
to the development of high-performance scintillators with properties tailored to the detection of specific 
particle types and applications. These MOFs have scintillation quantum yields comparable to 
commercial organic scintillators and are also exceptionally resistant to radiation damage. Importantly, 
the spectroscopy shows that the differences in the radioluminescence of these two materials can be 
understood in terms of their crystal structure, which determines the extent of inter-chromophore 
coupling. In addition, unlike pure stilbene scintillators, the radioluminescence of MOF crystals differs 
from their standard steady-state fluorescence emission as a result of their framework structure.  Since 
the synthetic flexibility of MOFs enables both the crystalline and electronic structure to be 
systematically varied, our investigations suggest that MOFs can serve as a controlled “nanolaboratory” 
for probing a broad range of photophysical phenomena.  

 

To characterize the luminescence of these two MOFs in response to ionizing radiation, we exposed 
them to both high-energy (3 MeV) protons from an ion microprobe and a source of alpha particles. The 
proton beam simulates the production of recoil protons produced by elastic scattering of fast neutrons 
within an organic scintillator, leading to radioluminescence. To probe the interaction with protons, we 
used ion-beam-induced luminescence (IBIL) spectroscopy (Figure 3.1),[27] a spectroscopic technique in 
which the luminescence is collected by an optical fiber, dispersed in a monochromator, and detected 
using a CCD. IBIL has been used to characterize defect structures in materials,[28] polymer-film 
degradation,[29] and radiation-induced damage.[30] For comparison purposes, we obtained the IBIL 
spectrum of anthracene crystals, the brightest known organic scintillator[31]] and used this as a standard 
to determine the relative light output of our materials. An advantage of Sandia’s microprobe is the 
ability to focus the beam, which allows the crystal to be imaged in scanning transmission ion 
microscopy (STIM) mode with 1 m resolution.  This method uses proton energy loss to obtain images 
of sample area and areal density, enabling the IBIL luminosity, and thus scintillation quantum yield, to 
be determined. 
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Figure 3.1. Schematic of the IBIL process (using a portion of the MOF-S1 structure for illustration), showing (left) the 
interaction of a high-energy proton that ionizes the material. The resulting excitation decays (right) through radiationless 
pathways (solid arrows) to the lowest-lying singlet excited state of the fluorescent SDC groups, which then decay by 
emission of photons (wavy arrows) to various ground-state vibrational levels, producing the IBIL luminescence displaying 
vibronic structure.  

 

Single-crystal IBIL measurements demonstrate that the two stilbene-based MOFs exhibit proton-
induced luminescence signatures that reflect the local environment of the organic fluorophore. IBIL 
spectra of SDCH2 and both MOFs are shown in Figure 3.2. For comparison, this figure also shows the 
corresponding fluorescence excitation and emission spectra, which we previously reported.[5] The MOF 
fluorescence spectra are clearly different from that of the aggregated linker powder (Figure 3.2A). The 
IBIL spectra of the MOFs (Figures 3.2B and 3.2C) lie in approximately the same wavelength region 
(between 380 nm and 650 nm) as SDCH2, which has maximum at 468 nm and is considerably narrower 
than the IBIL spectra of either MOF (full width at half maximum of 2601 cm-1 for SDCH2 vs. 4680 cm-1

 

for MOF-S1 and 4400 cm-1 for MOF-S2, respectively). The intensities of the vibronic bands also vary 
considerably among the three materials. Pronounced structure is evident in the IBIL of MOF-S2, with 
distinct maxima visible at ~392 nm, 421 nm, 446 nm, and 472 nm. In contrast, the MOF-S1 IBIL 
spectrum is much less resolved (maximum at 472 nm with shoulders at 435 nm and 560 nm). These 
results show that the IBIL is a product of the MOF crystals only and not of any SDCH2 impurities from 
synthesis (verified by elemental analysis) or a result of damage caused by the beam.  
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 Figure 3.2. Comparison of IBIL spectra with fluorescence excitation and emission spectra (Ref. [24]) for the SDCH2 linker, 
MOF-S1, and MOF-S2. 
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Table 3.1. Comparison of MOF light output with known organic scintillators, normalized for crystal 
volume and incident beam intensity. 

 

Sample Sample Mass Dose ratec Intensityd % Anthracene 

Anthracenea 
0.4 g 1.20 x 104 1.13 x 109 100 

3D MOFa (crystal 1) 0.22 g 1.00 x 104 9.62 x 107 9.0 

2D MOFa 0.38 g 9.33 x 103 2.49 x 108 22 

Stilbeneb    50 

Commercial plastic and 
organic scintillators 

   11 – 80b 

a IBIL data, this study. b Ref. [32]. c J kg-1 s-1). d Counts J-1 at max for the IBIL intensity. 

 
The luminosity of both MOFs is comparable to commercial organic scintillators, whose light output is 
10 – 80% of the anthracene standard (Table 3.1).[31] Luminosity was quantified by comparing the MOF 
IBIL intensity with that obtained from an anthracene crystal measured under identical conditions. 
Spectra were acquired after determining the crystal volume using STIM, which enables the dose rate to 
be computed from the beam current density. The relative luminosity was calculated from the counts in 
the peak channel normalized to the proton energy dissipated for each spectrum. The dense MOF-S2 
emits with intensity 22% of anthracene, while the porous MOF-S1 is somewhat weaker (9.0% of 
anthracene). This result appears to correlate with the extent of  overlap in the structure, which 
increases in the order MOF-S1 < MOF-S2 < SDCH2, as indicated by the estimated magnitude of the 
fluorescence Stokes shift.[5] Crystalline stilbene itself emits with an intensity 50% of anthracene and has 
displaced cofacial aromatic rings separated by as little as 3.5 Å[32] , indicating an even higher level of 
interchromophore interaction than in both the MOFs, neither of which have close cofacial interactions. 
The closest distances between SDC groups in MOF-S2 are 5.6 Å between ring centroids, with a 79 
dihedral angle within an individual layer, and 6.0 Å with a  0 dihedral angle  between layers. In MOF-
S1, the shortest stilbene-stilbene distance is 5.6Å between ring centroids with a 49 dihedral angle 
between ring centroids.  

 
From the perspective of practical scintillator use, the apparent Stokes shifts are quite large for both 
MOFs, as seen in Fig. 3.2. The IBIL of MOF-S2 and MOF-S1 are shifted 3415 cm-1 and 5620 cm-1, 
respectively, relative to their respective fluorescence excitation maxima, which is sufficiently large that 
minimal overlap exists between the optical absorption and the IBIL emission (almost none in the case of 
MOF-S1). These large shifts favor their use in radiation detection, since self absorption should be 
minimal, allowing light to escape from a detector with a long optical path length. We note, however, 
that these apparent shifts may not reveal the full extent of self absorption, which may be greater for 
IBIL than fluorescence because typical measurements of the latter probe near-surface emitters, while 
IBIL probes emitters throughout the bulk of the material. Unfortunately, the small size of the MOF 
crystals does not permit us to measure single-crystal absorption spectra, which could be used to 
determine self absorption more accurately. 
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 Figure 3.3. Decay of IBIL signal as a function of dose, comparing the stilbene MOF compounds with anthracene. Solid lines 
are fits of the maximum IBIL intensity (anthracene: 421 nm; MOF-S2: 473 nm; MOF-S1: 479 nm) to a stretched exponential 
function. Inset: Proton ion beam-induced luminescence spectra for MOF-S2, obtained using a continuous 3 MeV diffuse 
proton beam apertured to give  5 Mrad/s dose rate for thin samples. Spectra were taken at 2 s intervals, with the most intense 
spectrum obtained first. 

 

Time-dependent IBIL data demonstrate that these MOFs are extremely resistant to radiation damage. 
The intensity of the IBIL emission of both MOFs decays uniformly with dose. This degradation is 
illustrated by in the inset of Figure 3.3, which shows a series of IBIL spectra taken from MOF-S2 at 2 s 
intervals and acquired during high current-density (100 nA cm-2) experiments. No new bands appear, 
indicating that the damage mechanism does not produce new fluorescent species. This shows that the 
broad IBIL spectrum of MOF-S1 in Fig. 3.2 is not due to radiation damage, since the entire spectrum 
decreases uniformly with dose. In contrast, the appearance of a new IBIL band during proton irradiation 
of a plastic scintillator has been attributed to formation of radicals that are the precursors of 
crosslinking.[31] By pinning the ligands to the metal centers via strong carboxylate coordination, the 
formation of photoproducts (which often require isomerization of stilbene) and cycloadditions are 
avoided, both which are known to decrease the brightness and stability of stilbene. SEM, optical, and 
STIM images of both MOFs before and after exposure to the vacuum in the IBIL chamber and the 
proton beam reveal no evidence of physical damage. The decrease in the peak channel intensity is 
plotted in Figure 3.3 versus radiation dose for the MOFs and anthracene standard. It is noteworthy that 
the anthracene standard degrades significantly faster than either MOF. The decay rates of the two MOFs 
are similar and can be fit to a stretched exponential decay (Eqn. 1),[34] which is commonly used to 
describe the decay of scintillation light as a function of dose: 
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 I = exp (-d/D0)
 (1) 

 

The fits to the data are shown in Fig. 3.3; the decay constants are: D0 = 2.303 MGy,  = 0.396 for MOF-
S1; D0 = 1.871 MGy,  = 0.434 for MOF-S2; and 2.044 x 10-5 MGy,  = 0.187 for anthracene. These 
novel materials can therefore withstand radiation doses far in excess of those expected in service and 
should be stable virtually indefinitely. 

 
The fluorescence and IBIL spectra create a window into the local environment of the chromophore and 
the effects of ionizing radiation on these materials. Importantly, the spectra presented here do not 
conform to the commonly held mechanism for radiation-induced luminescence in organic scintillators. 
In this mechanism, the deposition of energy within the material creates singlet and triplet excitons. The 
singlets relax nonradiatively to the lowest excited singlet state, while the triplets may diffuse together 
and  annihilate to produce additional singlets.[32] In both cases, the spectrum of the emitted light should 
be very similar to the fluorescence, since it occurs from the same excited state, although the time 
constants are quite different for the two paths to the ground state. The IBIL and fluorescence emission 
spectra of SDCH2 are consistent with this mechanism, as is evident in Figure 3.2A. 

 
In contrast, the IBIL and fluorescence of MOF-S1 hardly overlap at all (Figure 3.2C), with the IBIL 
shifted by an amount  = ~4450 cm-1 (84 nm) to the red and into the wavelength region of the SDCH2 
IBIL and fluorescence emission. This large shift suggests that excitation of the material by the incident 
proton beam distorts the chromophore environment in MOF-S1 so that it becomes more like that of 
SDCH2 in its crystalline state in terms of the amount of  overlap. The IBIL spectrum of MOF-S2 
appears to be an intermediate case (Figure 3.2B); the IBIL spectrum is broader than the fluorescence, 
making  difficult to determine precisely, but is on the order of 410 cm-1. 

 
Although we can only speculate regarding the details of this distortion, two possibilities suggest 
themselves based on previous experiments and theory. First, the broad, unstructured shape of the MOF-
S1 IBIL spectrum is similar to the fluorescence spectrum of cis-stilbene in solution [33], which is also red 
shifted relative to the fluorescence of trans-stilbene, [34] suggesting that partial rotation about the linker 
C=C bond may be occurring. A second possibility is that the dihedral angle between neighboring SDC 
linkers is decreasing, such that they more closely resemble a cofacial dimer pair. This may be possible 
because MOF-S1 has an interpentetrated structure. Through-space interactions in cofacial dimers can 
lead to both loss of vibronic structure (reminiscent of excimer formation) and a substantial red shift of 
the fluorescence emission. For example, the fluorescence of 4,16-distyryl[2.2]paracyclophane, in which 
two trans-stilbene molecules are joined by ethyl bridges that lock one benzene ring in each trans-
stilbene into a cofacial orientation with the other, is red-shifted by ~ 5300 cm-1 from t-stilbene.[35]  The 
magnitude of this shift is very similar to  for MOF-S1. Similarly, thia-bridged stilbenophane exhibits 
an unstructured and strongly red-shifted emission spectrum.[38] Based on the magnitude of , the 
amount of distortion induced by the beam increases in the order SDCH2 < MOF-S2 < MOF-S1.  
Analysis of the IBIL and fluorescence vibronic progressions, which reflect the ground-state vibrational 
structure, suggests that a change in the excited state is responsible for the differences between the 
fluorescence and IBIL spectra. We fitted the Franck-Condon structure of the fluorescence and IBIL 
spectra of both MOFs with a Gaussian line shape for each vibronic band, assuming a constant value for 
the vibrational frequency and allowing the line widths to vary. Using this approach we obtain a 
vibrational frequency of 1994 cm-1

 for the MOF progressions and 1202 cm-1 for SDCH2, a difference 
that is within the uncertainty of our fitting procedure. Although the SDCH2 vibrational spectrum has not 
been assigned, both frequencies are similar to an intense band in the Raman spectrum of trans-stilbene 
that is assigned to the totally symmetric C(ethenyl)-C(phenyl) stretch. [36]  We computed the normal 
modes of trans-stilbene and SDCH2 using density functional theory (B3LYP exchange correlation 
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functional) [37] and find that frequency differences between comparable modes in these two molecules 
are less than 10 cm-1 for most bands, supporting our assignment. This analysis indicates that the ground 
state of both MOFs is vibrationally similar to SDCH2, leading us to conclude that a change in the MOF-
S1 excited-state geometry and/or local chromophore environment is responsible for the apparent red 
shift in the IBIL of this MOF. This conclusion is consistent with ab initio calculations predicting that an 
excited-state distortion in thia-bridged silbenophane enables low-frequency interchromophore breathing 
modes to couple effectively with the electronic transition, leading to loss of vibronic structure in the 
emission spectrum. [38] 
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Figure 3.4. (A) Schematic of experiment used to measure scintillation light output.  Pulses were detected with 2 s shaping 
time (B), typical oscilloscope traces showing primary pulses at time zero and smaller delayed pulses at various times 
following the primary pulse, and (C) histogram of scintillation data for anthracene, MOF-S2, and MOF-S1. 

 
The time dependence of scintillation pulses obtained in experiments with alpha particles (Figure 3.4A) 
provides additional evidence that both the linker electronic structure and its local environment within 
the crystal play key roles in determining the light output and its dynamics. The example in Figure 3.4B 
for MOF-S2 shows that light emission on two distinct time scales is produced by alpha radiation. 
Initially, an intense pulse is detected with a short (< 1 s) excited-state lifetime, followed by many 
smaller delayed pulses at much longer times (>> 1 µs), as seen in the histogram in Figure 3.4C. An 
explanation for these long time-constant events is the recombination of triplet excitons, as proposed by 
Birks.[39] These data suggest that the time dependence of the luminescence can be varied by changing 
the chromophore environment via the MOF crystal structure.  
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The results described above demonstrate that control over both the electronic structure and local 
environment of a chromophore are possible in MOFs. This effectively creates a nanolaboratory for the 
systematic study of a broad range of photophysical phenomena, including scintillation, fluorescence, 
and energy transfer. Unlike either organic scintillators in solution or the pure materials themselves in 
their crystalline state, MOF synthetic flexibility allows both the crystal structure and the local electronic 
structure to be tuned. The two MOFs described here exemplify this concept and open the way to greatly 
enhanced understanding of photophysical phenomena and practical development of improved, more 
versatile scintillators. 

 

Experimental  
 

Sample preparation. Crystals of the 2D and 3D MOFs were synthesized using published procedures.[5] 
Single crystals of each material were mounted on Mylar or gold foils, or on graphite meshes, by placing 
a drop of a chloroform solution containing crystals and allowing the solvent to evaporate under N2 
atmosphere. In addition, crystals of the stilbenedicarboxylic acid linker (Alfa Aesar) and of anthracene 
(Aldrich, scintillation grade) were mounted in a similar fashion. Crystal integrity was verified before 
and after IBIL measurements (discussed below) by optical and/or scanning electron microscopy. 

IBIL measurements. The Sandia National Laboratories nuclear microprobe employs a National 
Electrostatics Corporation Pelletron high voltage generator to produce 3 MeV protons used in the IBIL 
and STIM experiments. Nuclear microprobe analysis is well suited for characterizing small material 
samples due to its ability to quantify the sample and substrate areas and the areal density using STIM, 
and then excite the sample to produce optical emission that can be detected during sample-beam 
interactions.[40] STIM measures the areal density (mass within an area: ug/cm2) of the sample and the 
substrate by measuring the energy lost from the focused incident beam as it traverses the sample.[41] 
STIM is essentially non-destructive, since the current densities required are very low. IBIL spectra were 
acquired with an Avantes thermoelectrically cooled detector with a spectral range of 180 to 1100 nm. 
The radioluminescence was collected with a 1 mm diameter fiber optic cable placed within 3 mm of the 
sample at 45 from the proton beam axis, and optically aligned to within ~ 150m. Typical current 
densities in these measurements were 100 nA cm-2. 

 
Alpha particle measurements. The configuration used to detect the scintillation output of the MOFs in 
response to alpha-particle radiation is shown in Figure 4A. An 241Am source (3389 Bq; Eckert & 
Ziegler Isotope Products, Valencia, CA) was located above a distribution of MOF particles on a glass 
slide. A gold-leaf foil was inserted between the source and the particles to reflect upwardly scattered 
light onto the photomultiplier (Acton Research photon counting module, model PD473), located below 
the sample. The sample and photomultiplier were enclosed within a housing purged with dry nitrogen to 
prevent degradation of the 3D MOF by atmospheric water. Individual pulse data were stored and 
analyzed using a digital oscilloscope (Lecroy Waverunner 6500, 500 MHz), and pulse height spectra 
were acquired with an Ortec multichannel analyzer and software.  Scintillation light was collected for 
65 minutes using an Ortec 142A charge-sensitive preamplifier and a shaping amplifier (Canbera 2020) 
with the shaping time set to 2 s. Background spectra acquired for equal time with the source over an 
empty cell were subtracted from the spectra acquired from the MOF samples. 
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Computational Methods 
 
Structures and vibrational spectra of SDCH2 and trans-stilbene were predicted at the DFT-B3LYP level 
of theory, using the 6-31G(d) Gaussian basis set. All calculations were performed using the Gaussian 03 
package [37].  
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4.  Mechanical properties of IRMOF-1 metal-organic framework crystals3 
 

Introduction 
 

Metal organic frameworks (MOF), a novel subclass of crystalline coordination polymers, are hybrid 
inorganic-organic materials whose properties can be tuned by variation of both the metal and organic 
components.1 A number of MOFs are nanoporous, exhibiting stable porosity that does not collapse 
when guest solvent molecules are removed. These materials, such as the isoreticular MOF series created 
by Yaghi et al.2 and the MIL series of Férey et al.3, include the highest surface-area crystalline 
compounds known. The combination of crystalline structure and tunable organic ligands enables the 
rational design of porosity at the nanoscale. As a result, there is growing interest in developing MOFs 
tailored for applications such as gas storage,4 chemical separations,5 catalysis,6-8 drug delivery,9 and 
sensors.10, 11  

 

In many of these applications knowledge of the mechanical properties is important for designing MOFs 
with optimal properties. Specifically, the interface strength between a MOF layer and a substrate is a 
function of the elastic energy cost induced by a lattice or thermal expansion mismatch between MOF 
and substrate. Recently, several studies of the cubic zinc-carboxylate IRMOF-1 (formula unit Zn4O(1,4-
benzenedicarboxylate)3; formerly designated MOF-5) appeared, in which density functional theory 
(DFT) was used to predict the single-crystal elastic constants (C11, C12, C44; see Table 4.1). Mattesini et 
al. were the first to report these, employing the local density approximation (LDA) in a local orbital 
calculation (SIESTA).12 Their results suggest that IRMOF-1 is a soft and ductile material, having a 
Young’s modulus comparable to oak wood. Samanta et al.13 used DFT-LDA with the more accurate 
projector augmented-wave (PAW) method in the VASP code, obtaining rather different results.13 In 
particular, they find that the shear modulus C44 is small, indicating that this MOF is close to being 
structurally unstable. Finally, Zhou and Yildirim14 report the calculated elastic and the calculated and 
measured vibrational properties of IRMOF-1. Again the calculations are performed within DFT-LDA 
with ultrasoft pseudopotentials.14 They confirm the small C44 shear modulus of Samanta et al.13 Their 
measured and calculated neutron inelastic scattering results largely agree, giving support to the 
reliability of the calculated elastic properties. The predicted lattice parameters are all close to, but 
slightly below, the experimental value obtained by neutron diffraction from deuterated IRMOF-1 at 3.5 
K (25.91 Å).15 This is typical for LDA calculations. 

 

To provide data for comparison with theory we performed nanoindentation measurements on IRMOF-1 
single crystals. Load versus displacement curves obtained from these measurements yield the stiffness, 
reduced modulus (which can be related to the Young’s modulus), and hardness of the material. Two 
different nanoindentation techniques were used: a continuous stiffness measurement (CSM) technique 
and quasi-static indentation employing the Oliver-Pharr analysis method.16 These techniques are found 
to yield consistent results in over 30 measurements on five different crystals. The measurements provide 
a mean value of the Young’s modulus for comparison with DFT calculations. 
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3 This section is taken from D. F. Bahr, J. A. Reid, W. M. Mook, C. A. Bauer, R. Stumpf, A. J. Skulan, N. R. Moody, B. A. 
Simmons, M. M. Shindel, M. D. Allendorf  “Mechanical properties of IRMOF-1 metal-organic framework crystals,” Phys. 
Rev. B, 76(2007), 184106. 

 



 

Our DFT calculations are well-converged and we use both LDA and the generalized gradient 
approximation (GGA). To compare these two approximations makes sense because this provides a 
fundamental error margin for theory. Often the mean between LDA and GGA gives the most reliable 
results, exemplified by the fact that experimental lattice constants and bulk moduli are quite often 
bracketed by the LDA and GGA values. To eliminate further numerical issues we derive the bulk 
modulus (B0) and elastic constants (C11, C12, and C44) from the calculated stress tensor at a single, small 
strain. The combined theory and indentation results, coupled with the previously reported DFT 
calculations, enable for the first time a comparison of predicted mechanical properties with 
measurements. As will be seen, a substantial discrepancy is observed, the reasons for which are 
discussed below. 

Experimental Methods 
 

IRMOF1 single crystals were prepared using a method similar to that reported by Yaghi, et. al.2 Briefly, 
67 mg of 1,4-benzenedicarboxylic acid (99+%, ACROS Organics, Belgium) and 357 mg of 
Zn(NO3)2·6H2O (Fluka;  99%) were dissolved in 10 mL of N,N’-diethylformamide (DEF; TCI 
America) in a pyrex bottle and sealed. This was heated for 16 hours at 105°C, after which the solvent 
was decanted. The crystals were washed twice with 10mL of fresh N,N’-dimethylformamide (DMF; 
Alfa Aesar). The solvents were exchanged with 10 mL of chloroform three times, allowing the crystals 
to soak for 24 hours with each exchange. The last solvent wash was decanted, leaving crystals slightly 
wet with chloroform. A portion of the crystals was stored in chloroform until testing, at which point 
they were mounted for nanoindentation and allowed to dry in ambient environment. Another portion 
was dried from chloroform under slowly decreasing pressure to a final pressure of 20 mTorr and 
periodically purged with dry nitrogen, as we noted sensitivity of the evacuated crystals to prolonged 
exposure to ambient air and rapid evacuation of the solvent. These crystals were dried for approximately 
30 minutes and kept under dry nitrogen until ready for measurement. 

 

Two different nanoindentation techniques16 were used and found to yield consistent results. The first is 
the continuous stiffness measurement (CSM) technique preformed on an MTS Nano Indenter XP (MTS 
Corp., Eden Prairie, Minnesota). Here, the stiffness of the IRMOF-1 single crystal is measured 
throughout the displacement-controlled indentation process by the superposition of a 2-nm sinusoidal 
displacement on the tip at a frequency of 45 Hz. By evaluating stiffness in this manner, both hardness 
and reduced modulus can be determined continuously if the tip-sample contact area as a function of 
displacement is known. The area function of the Berkovich tip used here was determined by indenting a 
reference material, in this case fused quartz, with known elastic properties. All tests using the CSM 
technique were conducted on crystals at room temperature and at ambient relative humidity within one 
hour of the drying process described above. During indentation they were translucent, but then 
deteriorated within a few hours to an opaque appearance. 

 

A second set of tests were performed on the crystals using quasi-static indentation employing the 
Oliver-Pharr analysis method.16 These samples were stored in chloroform prior to testing. After removal 
from the chloroform, samples were adhered to a sample holder using cyanoacrylic adhesive. The habit 
planes of a given IRMOF crystal were oriented such that an external face would align perpendicular to 
the indenter direction. Using a Hysitron (Minneapolis, MN) Triboscope coupled with a Park Scientific 
(Santa Barbara, California) Autoprobe CP scanning probe microscope, IRMOF crystals were imaged 
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using a constant force imagining technique with a diamond Berkovich indenter tip. After selecting a 
relatively flat region of the crystal, indentations were made using a quasi-static indentation at loading 
and unloading rates of approximately 10 N/s. The stepped nature of the habit planes of these materials 
is shown in Fig. 4.1, as well as the resulting impression formed from a quasi-static indentation. There 
are large scale (tens of nm high) steps and pits on the surface. However, relatively flat regions, on the 
order of 1-5 m across, can be identified using scanning probe microscopy and the indentations were 
carried out in these areas. Selecting these flat regions of the crystals for testing greatly enhanced the 
reproducibility of the nanoindentation experiments. An analysis of the unloading slope was used to 
determine the modulus and hardness of the samples. Five different crystals were selected for testing. 
Most tests were carried out within 30 minutes of mounting the samples and exposure to ambient 
environmental conditions. One set of samples was re-tested after four hours and six days of exposure to 
ambient atmospheric conditions.  

 

 

  

Fig. 4.1. Scanning probe microscopy height 
(top) and deflection (bottom) images of a 
residual impression on the habit planes of the 
IRMOF-1 crystals. Step heights of 10 – 100 nm 
separated by hundreds of nm were present on 
the surface, along with larger steps (1-10 m) 
separated laterally by tens of m.  
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Theoretical Methods 
We performed DFT calculations using the VASP code17, 18 and applied GGA19 and LDA20 to obtain an 
estimate of the fundamental reliability of our results. To accurately represent the atomic cores we use 
the projector augmented wave technique (PAW).21 Electronic wave functions are represented by plane 
waves up to 400 eV, with tests up to 520 eV. Bulk calculations were performed in the rhombohedral, 
106-atom, primitive cell, and the cubic, 424-atom, conventional cell. K-space sampling is sufficient with 
the Γ-point only as tests with up to 4 special k-points show. In all calculations atomic positions were 
relaxed with residual forces below 3 meV/Å. The typical procedure used to obtain the bulk modulus and 
elastic constants is to calculate a range of energies as a function of applied strain (or lattice constant), 
which are then fit to a Birch-Murnaghan22 or similar equation of state.23 This approach is unreliable 
here, because the total energy as a function of strain is not smooth enough, especially within 1% of the 
equilibrium lattice constant. To eliminate these numerical issues, we derive the bulk modulus (B0) and 
elastic constants (C11, C12, and C44) from the change of the directly calculated stress tensor at a single, 
small strain of 0.5%. 

Results 
A. DFT Calculations 

Our LDA results are fairly close to those of Zhou et al.14 and Samanta et al.13 (see Table 4.1). This 
confirms the small value for the shear modulus C44, which indicates a near instability of the IRMOF-1 
structure. As usual, GGA predicts a larger lattice constant, resulting in mostly softer elastic constants. 
The exception is C44, which is double that predicted by LDA. Table 4.1 also provides the LDA-GGA 
averages with a confidence interval based on the LDA-GGA difference and the numerical uncertainty. 
We obtain the Young’s modulus E and Poisson’s ratio  from Equations (1) and (2) for cubic single 
crystals: 
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These equations yield 21.6 ± 0.3 GPa for E and 0.28 ± 0.01 for  based on the average C11 and C12 
values in Table 4.1. The modulus in a given orientation can be determined from24  
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where S is the compliance matrix (the inverse matrix described by the stiffness matrix in 4.1), and l,m,n 
are the direction cosines between the face of interest and the axis. For this material, we expect a range 
of moduli in different directions from 21.6 GPa in (100) to 7.5 GPa in (111). 

 

TABLE 4.1. Summary of DFT predictions of IRMOF-1 elastic constants. 

Source DFT core alat density B0 C11 C12 C44 E  

   Å g/cm3 GPa GPa GPa GPa GPa  

This work GGA PAW 26.04 0.580 16.3 27.8 10.6 3.6  21.9 0.28 

This work LDA PAW 25.59 0.611 17.6 28.5 12.1 1.7  21.3 0.30 

This work Average PAW 25.8±.6 0.60±.03 17.0±.6 28.2±.4 11.4±.8 2.7±1 21.6 0.29 

Mattesini 06 LDA norm 

cons. 

25.89 0.589 17.0 21.5 14.8 7.5  9.4 0.41 

Samanta 06 LDA PAW 25.64 0.607 18.5 29.2 13.1 1.4  21.1 0.31 

Zhou 06 LDA USP 25.58 0.611 18.2 29.4 12.6 1.2 21.9 0.30 

 

Nanoindentation measurements 
The residual impressions from the quasi-static indentations to contact depths of 200 nm are on the order 
of the size of the small terraces on the habit plane. The modulus and hardness as a function of depth 
obtained from the CSM measurements, shown in Fig. 2, go to larger contact depths and therefore 
sample many steps. The hardness and modulus values at depths less than 500 nm could be due to 
surface roughness effects that lead to inaccuracies in measurements,25 while the values at greater depths 
are characteristic of this IRMOF-1 structure. Similar data have been collected from the quasi-static 
tests. The initial change in modulus and hardness in the quasi-static tests occurs over the first 100 nm of 
depth. When relatively flat areas are selected the modulus and hardness are essentially constant beyond 
100 nm. The modulus measured by the quasi-static test shows a slightly higher value than that of the 
CSM tests, as shown in Fig. 3.  
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Fig. 4.2. Indentation of IRMOF-1 single crystals using continuous stiffness method (CSM) showing (top) load-displacement 
relation for three indents and (bottom) the elastic modulus (solid lines) and hardness (dotted lines) relations for the indents. 

 

The mean reduced modulus obtained from 32 CSM tests in a crystal within one hour of mounting is 2.7 
± 1.0 GPa. The reduced modulus, Eb (shown in Fig. 3) is defined as 
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where E and v are the Young’s modulus and Poisson’s ratio, respectively, and the subscripts i and s 
refer to indenter and sample respectively. 
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Fig. 4.3. Histogram of reduced elastic modulus of 32 quasistatic indentations in IRMOF-1 at depths between 150 and 500 
nm using the Hysitron Triboscope. Both the modulus and hardness exhibit a normal distribution in values over this range 
of sampling volumes 

 

For the conventional (quasi-static) indentation technique, diamond is selected for the indenter tip with 
Ei = 1149 GPa and vi = 0.07. If one assumes our theoretical Poisson’s ratio vs of IRMOF-1 of 0.28, the 
Young’s modulus Es obtained from the quasi-static measurements is 2.5±1.0 GPa. The choice of vs is 
not critical here. A change in vs of 10% leads to at most 3% change in Es. The average hardness from 
the quasi static measurements is 58 MPa, with a standard deviation of 26 MPa. This is 20% higher than 
the values measured by CSM. Typical quasi-static indentation tests are shown in Fig. 4.4, with two 
notable features. First, there is significant creep at the maximum load; this is also evident in the CSM 
tests. Second, there is adhesion between the tip and sample upon complete unloading, which manifests 
as a “pull off load” of approximately 6 N in this particular experiment. Scanning probe imaging was 
carried out after typical indentations (Fig. 4.1) and revealed no fracture around these indentations, 
suggesting that the measured properties reported in this paper are not influenced by indentation-induced 
fracture. This is a unique observation, indicating that these materials deform under contact loading 
plastically, either by plastic flow or densification, rather than microscopic fracture. Plastic deformation 
is present at applied loads of 17 N (which corresponds to an applied pressure of approximately 20 
MPa) from the shallowest indentations performed in this study.

 

The mean reduced modulus obtained from 32 CSM tests in a crystal within one hour of mounting is 2.7 
± 1.0 GPa. The reduced modulus, Eb (shown in Fig. 4.3) is defined as 
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where E and v are the Young’s modulus and Poisson’s ratio, respectively, and the subscripts i and s 
refer to indenter and sample respectively. 

 

For the conventional (quasi-static) indentation technique, diamond is selected for the indenter tip with 
Ei = 1149 GPa and vi = 0.07. If one assumes our theoretical Poisson’s ratio vs of IRMOF-1 of 0.28, the 
Young’s modulus Es obtained from the quasi-static measurements is 2.5±1.0 GPa. The choice of vs is 
not critical here. A change in vs of 10% leads to at most 3% change in Es. The average hardness from 
the quasi static measurements is 58 MPa, with a standard deviation of 26 MPa. This is 20% higher than 
the values measured by CSM. Typical quasi-static indentation tests are shown in Fig. 4.4, with two 
notable features. First, there is significant creep at the maximum load; this is also evident in the CSM 
tests. Second, there is adhesion between the tip and sample upon complete unloading, which manifests 
as a “pull off load” of approximately 6 N in this particular experiment. Scanning probe imaging was 
carried out after typical indentations (Fig. 4.1) and revealed no fracture around these indentations, 
suggesting that the measured properties reported in this paper are not influenced by indentation-induced 
fracture. This is a unique observation, indicating that these materials deform under contact loading 
plastically, either by plastic flow or densification, rather than microscopic fracture. Plastic deformation 
is present at applied loads of 17 N (which corresponds to an applied pressure of approximately 20 
MPa) from the shallowest indentations performed in this study.
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4.4.   Typical quasi-static indentations of IRMOF-1 showing significant creep during a hold at maximum load and tip-sample 
adhesion (approximately 6 N) upon retraction of the tip 
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Discussion 
The Young’s modulus obtained from the CSM nanoindentation measurements (2.7±1.0 GPa) is in 
significant disagreement with the average value of 21.6±0.3 GPa from DFT. However, as the IRMOF-1 
is highly anisotropic in its elastic response, this must be accounted for when interpreting the 
experimental data. Based on the work of Vlassak and Nix,26 it is possible to account for the elastic 
anisotropy using a correction factor to the indentation modulus. The anisotropy factor (E100/E111) is 2.88 
for this material, and using the procedures described in Ref. 26 the correction factor to the modulus 
would be 0.34, such that the measured modulus is likely 2.94 times lower than the modulus in the (100) 
direction. With this correction factor, the estimated modulus from the indentation measurements is 7.9 
GPa for (100) IRMOF-1.  Therefore, the measured modulus is approximately one third of the calculated 
value. 

 

Three aspects of the mechanical testing of the IRMOF-1 samples and the observed depth dependence of 
material properties may partially account for this difference: 1) surface roughness in the as-prepared 
samples; 2) air exposure during measurement; and 3) plastic deformation impacting elastic properties. 
As the IRMOF-1 crystals were tested in the as-grown condition, faceting and terraces on the growth 
surface are unavoidable. This leads to a surface roughness effect on the measured properties from 
contact, which can be minimized by selecting regions of surfaces that are free of macroscopic structural 
features such as pits. The facets themselves are sloped and not completely perpendicular to the 
indentation direction. These imperfections lead to scatter and systematic deviations in measured 
modulus and hardness. CSM measurements at optically selected regions can avoid the macroscopic 
(tens of m) surface defects. The scanning probe methods avoid defects at the 0.1 m level. Surface 
roughness leads to underestimation of modulus and hardness when using area functions that are 
calibrated from nominally flat materials. Thus, the results presented here may underestimate the actual 
values. An estimate can be made by comparing CSM measurements at rougher and quasi-static 
measurements at flatter regions. The flatter regions lead to about 20% higher hardness and 100% higher 
modulus values. Based on these tests we estimate that the modulus measured on a perfectly flat crystal 
would be at most 5 GPa higher than the estimated value of 7.9 GPa, which does not fully account for the 
difference between the DFT calculations and the measured value. 

 

A second issue is that the IRMOF-1 crystals do alter their behavior with time during testing. Upon 
removal from chloroform the samples are optically clear. The chloroform evaporates over the span of a 
minute, with the crystals remaining optically clear. However, after approximately 1 hour of exposure to 
ambient atmosphere and mechanical testing the samples become opaque, with a whitish color. This 
transition occurs gradually. Two repeat measurements using quasi-static indentation made after 4 hours 
and after 6 days of exposure to atmosphere exhibit an elastic modulus decrease of approximately 20% 
compared with measurements made within one hour on the same specimen. If interactions between the 
atmosphere and the crystal are responsible for these changes in opacity, they may also impact the 
mechanical properties. Water vapor is known to degrade IRMOFs.27, 28 Similarly, if there is residual 
solvent or other substances within the MOF pores that only slowly evaporate, this could impact 
mechanical properties. The modulus appears to decrease slowly with time, so it is possible that some of 
the difference between the DFT calculations and measured elastic modulus is due to the difficulty of 
determining the properties of these materials in a pristine condition. However, for the limited 
measurement times used here (four hours) the elastic properties are relatively constant after exposure to 
ambient conditions. In addition, crystals stored by two methods (in chloroform and evacuated and 
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backfilled with nitrogen, as described in the Experimental Methods section) are found to give similar 
results, suggesting that the presence of residual solvent in the lattice does not affect the elastic 
properties. 

 

The third, and probably most significant effect, is the inherent assumption in nanoindentation testing 
that the elastic properties are the same upon loading and unloading. Extracting properties from 
nanoindentation data traditionally relies upon the assumption that the loading behavior is both elastic 
and plastic, while the unloading behavior is commonly assumed to be a result of elastic deformation. At 
our lowest load indentations in this material (17 N), there was permanent deformation after testing. 
Because of the extensive open structure in these crystals, the structure after permanent deformation may 
not be identical to the initial structure. An analogy would be the deformation of a buckled structure. It is 
well known that macroscopic beam structures that have buckled are more compliant than their initial 
state. Similarly, recent nanoindentation testing of vertically aligned carbon nanotube turf structures29, 30 
has shown that a buckled nanostructure can be orders of magnitude more compliant than in tension and 
in fact continue to exhibit a lower effective modulus upon continued compressive loading. The possible 
similarities with the IRMOF-1 structure suggest that the discrepancies between the theory and 
experiment could be a result of the inability to probe only elastic deformation in these structures, and 
that their deformation behavior is likely significantly different than that of other nanoporous materials 
such as gold, which exhibit an increase in modulus with densification.31, 32 The hardness of the crystals 
was low enough that we were unable to separate any purely elastic load–displacement curves during 
nanoindentation. To reach lower strains, the conventional method in indentation is to increase the 
included contact angle of the indenter. For example, using a large spherical tip at low penetration depths 
will provide an extremely low effective strain.33 However, due to the surface roughness of these 
materials, increasing the indenter tip radius is not a viable option, as the surface roughness will then 
dominate the initial contact behavior. The possible change in structure responsible for the permanent 
deformation could be viewed similarly to a phase transition in solids, where the unloading portion of the 
indentation is altered by the phase transformation under the indentation region.36  Further work on 
characterizing this local structure could be enlightening, but is beyond the scope of the current study.

 

In general, the DFT methods used here perform well with regard to predicting the elastic and vibrational 
properties of solids and molecules. We are unaware of any significant failures, certainly not close to the 
factor 3 at issue here. DFT has been applied to surfaces and open structures, as well as novel materials 
such as nanocarbon structures.34 Elastic properties are also usually well described, including materials at 
very high pressures within the earth’s mantle,35 and often scale with the lattice constant. Thus, the fact 
that our calculations correctly predict the IRMOF-1 lattice constant is significant and we therefore 
ascribe differences between theory and experiments primarily to the three experimental issues: surface 
roughness, atmospheric interactions, and plastic deformations. 
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Conclusions 
 

The elastic and plastic response of the novel metal organic framework IRMOF-1 has been measured via 
nanoindentation and the results compared to elastic constants predicted by DFT. The Young’s modulus 
measured via CSM nanoindentation, approximately 2.7 GPa, is about an order of magnitude lower than 
that predicted by DFT. After accounting for the anisotropic elastic behavior, the measured value is still 
a factor of three lower than the predicted values. Surface roughness, which prevents measurements at 
small indentation from staying within the elastic limit of the IRMOF-1 crystal, is a factor in lowering 
the measured moduli. The sensitivity of these materials to atmospheric conditions may also be partially 
responsible for the differences between these values. Surprisingly, plasticity without fracture is 
observed during contact loading of these materials even at small (< 100nm) indentation amplitudes. 
This may be the most significant contribution to the lowering of the measured moduli and indicates that 
the differences between experimental and theoretical behavior cannot be ascribed to fracture processes 
in these macroscopically brittle materials. These results suggest that post-yield elastic properties, 
applied stresses, and subsequent deformation will need to be considerations for applications involving 
these materials and they will likely require inert atmospheres and low applied stresses to maintain their 
structural integrity.  
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5.  Force field modeling4 
 

Force field description 
 

Nonbonded parameters for the BDC linker atoms were adapted from the CVFF force field1 with slight 
modifications. CVFF is a general purpose force field used primarily for organic molecules. Its 
transferability to a range of organic compounds makes it attractive for use in a general force field for 
MOFs. Nonbonded potential energy interactions Eij between atoms i and j separated by a distance r 
were calculated according to 

12 6

4i j ij ij
ij ij

q q
E

r r r

 


    
     

     
      (1) 

where ij i j    and ij i j   represent the van der Waals radius and energy well depth for the 

atomic pair. These parameters are given in Table 5.1. Intramolecular interactions (bond stretch, angle 
bend, dihedral angle, improper angle)  for BDC atoms were also adapted from CVFF1 with minor 
changes as summarized in Table 5.2. The force field includes no intramolecular interactions for Zn-Ocent 
and Zn-Ocarb pairs. Instead, only nonbonded interactions (Equation 1) were used to allow for maximum 
flexibility on the Zn4O tetrahedra. Parameters for IRMOF-1 were determined by manual fitting to obtain 
good agreement with published structural data for pure IRMOF-1 (i.e., without adsorbed guest 
molecules). Parameters for guest molecules were taken from CVFF1 without modification and were 
treated with full flexibility. These parameters were not optimized for bulk liquid properties of these 
guest molecules. Geometric mixing rules were used to calculate host-guest van der Waals parameters.  

 

                                                 

4 This section is compiled from the following publications: 

Jeffery A. Greathouse, Tiffany L. Kinnibrugh, and Mark D. Allendorf  “Adsorption and Separation of Noble Gases by 
IRMOF-1: Grand Canonical Monte Carlo Simulations,” submitted to Ind. Eng. Chem. Res. August 2008. 

Greathouse, JA; Allendorf, MD “Force field validation for molecular dynamics simulations of IRMOF-1 and other 
isoreticular zinc carboxylate coordination polymers,” J. Phys. Chem. C. 112 (2008), 5795-5802. 

Jeffery A. Greathouse and Mark D. Allendorf  “Reactivity of metal-organic framework-5 with water studied by molecular 
dynamics simulations,” J. Amer. Chem. Soc., 128 (2006), 10678 
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Table 5.1. Force Field Parameters (atomic charge q and Van der Waals parameters σ and ε for 
Nonbonded Interactions in IRMOF-1 and Guests.  

atom typea description q (e) σ (Å) ε (kJ·mol–

1) 

Zn zinc 1.200 2.3110 0.006 

Ocent inorganic oxygen –1.200 3.0882 3.548 

Ocarb carboxylate oxygen –0.600 2.9861 3.548 

Ccarb carboxylate carbon 0.600 3.6170 0.619 

Cphenyl phenyl carbon bonded to Ccarb 0.000 3.6170 0.619 

Cphenyl phenyl carbon bonded to H –0.100 3.6170 0.619 

c3 methyl carbon –0.300 3.8754 0.163 

c2 sp3 carbon bonded to 2 H atoms (ethanol) –0.170 3.8754 0.163 

c2 sp3 carbon bonded to 2 H atoms 
(CH2Cl2) 

0.252 3.8754 0.163 

c2 sp3 carbon bonded to 2 H atoms (C6H12) –0.200 3.8754 0.163 

c1 sp3 carbon bonded to 1 H atom (CHCl3) 0.578 3.8754 0.163 

c sp3 carbon bonded to 0 H atoms (CCl4) 0.904 3.4745 0.669 

oh hydroxyl oxygen –0.380 3.1655 0.650 

cl chlorine –0.226 3.5349 0.289 

ho hydrogen bonded to O 0.350 0.0000 0.000 

h hydrogen bonded to C 0.100 2.4500 0.159 

a Capitalized atom types refer to IRMOF-1 atoms, while lower case atom types refer to CVFF atom 
types. 
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Table 5.2. Intramolecular Force Field Parameters for IRMOF-1 and Guests. 

 

Bond Stretching: Ebond = k1(r – r0)
2. 

bond k1 (kJ·mol–1·Å –2) r0 (Å) 

Cphenyl–Cphenyl 2008.3 1.34 

Cphenyl–h 1520.5 1.08 

Cphenyl–Ccarb 1469.6 1.40 

Ccarb–Ocarb 2259.4 1.25 

c3–c2 1350.2 1.526 

h–c3 1425.1 1.105 

c2–oh 1606.7 1.420 

h–c2 1425.1 1.105 

oh–ho 2317.7 1.000 
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Table 5.2 (cont.). Intramolecular Force Field Parameters for IRMOF-1 and Guests. 

 

Angle Bending: Eangle = k2(θ – θ 0)
2. 

angle k2 (kJ·mol–1·rad –2) θ (°) 

Cphenyl–Cphenyl–Cphenyl 376.6 120.0 

Cphenyl–Cphenyl–h 154.8 120.0 

Cphenyl–Cphenyl–Ccarb 145.1 120.0 

Cphenyl–Ccarb–Ocarb 228.0 113.0 

Ocarb–Ccarb–Ocarb 606.7 135.0 

h–c3–c2 185.8 110.0 

h–c3–h 165.3 106.4 

c3–c2–oh 292.9 109.5 

h–c2–c3 185.8 110.0 

h–c2–oh 238.5 109.5 

h–c2–h 165.3 106.4 

c2–oh–ho 244.8 106.0 

c2-c2-c2 195.0 110.5 

c2-c2-h 185.8 110.0 
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Table 5.2 (cont’d) 

Dihedral Angle: Edihedral = k3[1 + dcos(n)]. 

angle k3 (kJ·mol–1) d n 

Cphenyl-Cphenyl -Cphenyl -Cphenyl 12.5520 –1 2 

Cphenyl-Cphenyl-Cphenyl-Ccarb 12.5520 –1 2 

Cphenyl-Cphenyl-Cphenyl-h 12.5520 –1 2 

Ccarb-Cphenyl-Cphenyl-h 12.5520 –1 2 

h-Cphenyl-Cphenyl-h 12.5520 –1 2 

Cphenyl-Cphenyl-Ccarb-Ocarb 10.4900 –1 2 

h-c3-c2-oh 0.6615 1 3 

h-c3-c2-h 0.6615 1 3 

c3-c2-oh-ho 0.5439 1 3 

h-c2-oh-ho 0.5439 1 3 

c2-c2-c2-c2 0.6615 1 3 

c2-c2-c2-h 0.6615 1 3 

h-c2-c2-h 0.6615 1 3 

 

Improper Torsion: Eimproper = k4[1 + dcos(n)]. 

angle k4 (kJ·mol–1) d n 

Cphenyl-Cphenyl-Cphenyl-h  1.55 –1 2 

Cphenyl-Cphenyl-Cphenyl-Ccarb 41.84 –1 2 

Cphenyl-Ccarb-Ocarb-Ocarb 41.84 –1 2 
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Force field validation 

 

Introduction 
Metal organic frameworks (MOFs) are a diverse class of coordination polymers in which metal ions are 
connected to each other through bridging organic “linker” molecules that coordinate to the metal 
centers.1,2 Although not microporous by definition, the MOFs attracting the most attention recently have 
relatively rigid, open-framework structures that allow them to maintain their porosity upon removal of 
solvent. The isoreticular series of zinc- and copper-based IRMOF (isoreticular metal-organic 
framework) compounds developed by Yaghi et al.3 and the MIL compounds developed by Férey et al.4,5 
are of particular interest because of their potential for rational design of nanoporous materials, enabled 
by the inherent synthetic flexibility of the linker molecule. While the discovery of exceptional gas 
sorption properties by MOFs has been mostly adventitious, several recent attempts to rationally design 
their properties for specific applications, such as hydrogen6-8 or methane9 storage and CO2 
sequestration,10 have been reported. 

 

Although a seemingly vast array of possibilities for creating MOFs with specific properties would seem 
to exist, neither the properties resulting from the choice of a particular linker, nor the ability to 
synthesize a MOF from it can be considered a certainty. Thus, there is an important role for theoretical 
methods that can predict properties such as molecular diffusion and adsorption isotherms, enabling the 
most promising candidates to be identified prior to launching a potentially time-consuming synthetic 
effort. Atomistic methods, such as molecular dynamics and Monte Carlo techniques, are particularly 
attractive for this purpose, due to their ability to treat a wide variety of related chemical systems 
coupled with relatively high computational efficiency for large-scale systems.11 The prototypical MOF 
compound in computational studies has been IRMOF-1 (also known as MOF-5), which consists of 
Zn4O vertices connected by benzene dicarboxylate (BDC or terphthalate) linkers. To date, a number of 
studies have been reported, focusing on hydrogen,12-17 methane,16,18-20 CO2,

16,21 hydrocarbons,16,19,22 and 
inert gases.16,23,24 

 

These previous investigations employed standard force fields to model the interaction between the MOF 
and molecules within its pores, such as the universal force field,25 DREIDING force field,26 and OPLS 
force field,27 or by custom optimization of Lennard-Jones potentials.22 In all cases, the atoms within the 
MOF were not allowed to move during the simulation. It is apparent, however, that MOFs are 
structurally flexible and can exhibit substantial changes in unit cell parameters upon adsorption or 
desorption of guest molecules.28,29 For example, Cussen et al. present evidence for dynamic flexibility 
in a nickel-pyridine MOF that absorbs toluene even though its pore dimensions are too small to admit 
this molecule.30 Fixed-atom force fields obviously cannot capture these effects. It also clear that the 
parameterization of these existing force fields are not always well-suited to the description of MOFs. In 
some cases allowing the empty framework to relax results in unreasonably short bond distances,30 while 
in others diffusion constants are significantly overpredicted.31 

 

One approach to these problems is the “flexible,” but still fully bonded, force field developed by 
Schmid and coworkers,31,32 who parameterized the MM3 force field to account for interactions with the 
Zn4O clusters in IRMOF-1. This model successfully predicts the IRMOF-1 structure and yields 
vibrational frequencies in reasonable agreement with the predictions of density functional theory 
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(DFT).32 It is also encouraging that the benzene self-diffusion constant obtained from MD calculations 
is within ~30% of the value measured by NMR.31 More recently, another fully bonded flexible force 
field for IRMOF-1 was used to calculate phonon thermal conductivity and vibrational power spectra 
from molecular dynamics simulations.33 

 

An additional limitation of fully bonded force fields, however, whether or not the atoms are fixed, is 
that they cannot be used to probe framework reactivity with respect to either adsorbates or solvent 
environments. To address this problem, as well as the need for structural flexibility, we recently 
reported a non-bonded force field for IRMOF-1 that reproduces the crystal structure of this compound.34 
Molecular dynamics (MD) simulations of the interaction of water with IRMOF-1 predict framework 
collapse above a critical water concentration, a result that is in qualitative agreement with experiment. 
Following our nonbonded approach, Dubbeldam et al.35 used a combination of DREIDING26 and 
CVFF36 force fields for simulations of several Zn-based IRMOFs. Our force field model for IRMOF-1 
was calibrated by comparison with experimental data as well as ab initio calculations of ZnO and 
correctly predicts the structure of IRMOF-1. Additionally, as we show below, our model correctly 
predicts the vibrational motion of ZnO4 tetrahedra and 180° rotations of phenyl groups in IRMOF-1. 

 

In this section, we present a detailed description and validation of this force field, including MD 
simulations of the temperature, pressure, and guest-molecule dependencies of the IRMOF-1 lattice 
parameter, comparisons with reported periodic DFT calculations of the framework total energy as a 
function of lattice size, vibrational frequencies obtained from atomic power spectra, and benzene 
diffusion at low loading. We also describe grand canonical Monte Carlo predictions of adsorption 
isotherms for several gases. The good agreement with the results of both experiments and first-
principles theory establishes this model as the foundation for a generalized force field for zinc-
carboxylate IRMOFs.  
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Structural Validation and Mechanical Properties 
 

MD simulations show that our non-bonded force field accurately predicts the IRMOF-1 structure as a 
function of temperature, in addition to achieving the observed room-temperature unit-cell dimensions. 
In particular, the unusual feature of negative thermal expansion is accurately reproduced (Fig. 5.1). As 
temperature is increased above 200 K, the simulated lattice parameter decreases. A linear regression 
indicates that the lattice parameter would be 25.74 Å at 0 K, in agreement with the DFT result of 26.09 
Å.2 Although the simulated lattice parameters are slightly lower (~ 0.2 Å) than the experimental values 
for evacuated IRMOF-1, the trend of negative thermal expansion is in good agreement with both 
experiment and other simulations.3 Using linear regression to calculate lattice parameter values at 30 K 
and 293 K, we find an increase in unit cell volume of 1.0 %, in exact agreement with XRD results that 
show the same percentage increase in unit cell volume (≈ 200 Å3 or 0.1 Å in lattice parameter) over the 
same temperature range.4 Dubbeldam et al.3 also reported similar agreement with experiment using their 
flexible force field. They also derived thermal-expansion coefficients from their simulations, concluding 
that IRMOFs outperform other contracting materials.  

 

 

 

 

Figure 5.1. Temperature dependence of the simulated lattice parameter compared with experimental data.4,5 Error bars 
indicate uncertainties in the simulated lattice parameters. The solid line represents a linear regression through the simulation 
results. 

 

Predicted pressure-volume and energy-volume relationships are in good agreement with DFT 
calculations. These dependencies were examined by performing constant-volume MD simulations at 
300 K, and force field energy minimizations which, like the DFT calculations, correspond to 0 K . In 
Figure 5.2 we show that the minimum in potential energy at 300 K is achieved when the lattice 
parameter is between 25.70 Å − 25.75 Å, but this value increases to 26.05 Å using energy minimization 
(0 K). These lattice parameters fall within the range of energy-minimized DFT values (25.58 Å – 26.04 
Å),6 and they agree with experimental XRD values.7,8 The effect of negative thermal expansion is 
apparent in Figure 5.2, and also noteworthy is the effect of thermal motion on the energy profile (width 
and minimum-energy lattice parameter) at 300 K. This suggests a change in mechanical properties 
between 0 K and 300 K, which we explore below. The PV relationships predicted by our force field are 
compared with DFT results6 in Figure 5.3. At 300 K, the lattice parameter (and volume) vary linearly 

66

 



with pressure over the range 25.6 Å – 26.0 Å. Further reductions in lattice parameter below 25.4 Å do 
not result in a continued increase in pressure, although the DFT and energy minimization results are 
linear at positive and negative pressures. At these reduced volumes (lattice parameter < 25.6 Å), the MD 
simulations predict a disordered structure and eventual collapse of the framework. To our knowledge, 
the stability of IRMOF-1 at these high pressures has not been investigated experimentally, but DFT 
calculations predict a low shear modulus which indicates that IRMOF-1 is close to structural 
instability.6  The calculated slope from MD simulation at 300 K (−1.30 Å·GPa−1) is nearly triple the 
value obtained from DFT calculations (–0.46 Å·GPa−1)6 or the force field energy minimizations (–0.43 
Å·GPa−1). We have already seen that temperature effects control the structure of IRMOF-1, but these 
results demonstrate that temperature plays an important role in the mechanical properties as well.  

 

 

 

Figure 5.2.  Average potential energy (U) relative to the equilibrium potential energy (U0) versus lattice parameter from a 
series of NVT simulations at 300 K and energy minimizations (0 K). 

 

 

Figure 5.3.  Pressure dependence of IRMOF-1 at 0 K and 300 K. Force field (FF) simulations from this work were 
calculated from a series of NVT simulations (300 K) and energy minimizations (0 K). Colored lines represent linear 
regressions of the FF simulation data, and the black line represents the linear regression from DFT calculations.6 
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The force field simulations enable us to calculate the bulk modulus (B0) by fitting energy-volume results 
to an equation of state.9 The corresponding figures are shown as Supporting Information, and the results 
are given in Table 5.3. The force field result at 0 K is in good agreement with DFT, which suggests that 
our nonbonded approach for modeling of IRMOF-1 accurately captures the structural and mechanical 
properties obtained from more expensive DFT calculations. The force field results at 300 K include 
thermal effects and represent an averaged structure, which results in a much lower bulk modulus than 
the 0 K results. 
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Table 5.3. Comparison of force field (FF) calculations of bulk modulus (B0) and Young’s modulus (E0) 
with DFT calculations and nanoindentation experiments. 

 Energy Min. (0 K)  MD Sim. (300 
K) 

 Experiment 

 FF (this 
work) 

DFT10  FF (this work)  (room 
temp)10 

B0 (GPa) 20.0 16.3  4.0   

E0 (GPa) 35.5 21.9  14.9  7.4 

 

 

The large pore volumes of IRMOFs may make it difficult to obtain accurate energy-strain relationships. 
A more direct comparison with the nanoindentation experiments can be made by calculating the 
Young’s modulus, E0. Starting with the equilibrium (relaxed state), one lattice parameter is increased in 
small increments, and the potential energy is determined by NVT simulation (300 K) or energy 
minimization (0 K). The Young’s modulus can then be determined as follows:11 

 2
0

0

1 1

2 3

U
E A

V
    

 
       (2) 

where ΔU = U – U0 is the difference in potential energy between the loaded (U) and relaxed (U0) states, 
ε = (l-l0)/l is the load strain determined from the relaxed (l) and strained (l0) lattice parameter, and A is a 
fitting parameter. The plot corresponding to Equation 2 is shown as Supporting Information. The force 
field predicts a higher Young’s modulus at 0 K than the DFT result (21.9 GPa).10 However, at room 
temperature we obtain E0 = 14.9 GPa. An experimental value of E0 (7.4 GPa) obtained from 
nanoindentation measurements is available for comparison.10 In analyzing these data, the authors of ref 
52 note that the IRMOF-1 crystals do not behave fully elastically, which may partially explain why their 
measured value is significantly lower than DFT predictions. The MD simulations of the E0 temperature 
dependence suggest, however, that the agreement between DFT and experiment may actually be better 
than previously thought, since E0 is predicted to decrease substantially at temperatures above 300 K. We 
conclude that our nonbonded, flexible force field approach successfully predicts the mechanical 
properties of IRMOF-1 based on the available theoretical and experimental results. 

Energetic validation 
 

We examined the vibrational motion of IRMOF-1 at 300 K as a stringent validation of the force field. 
Recently published experimental spectra of IRMOF-112-14 and analogous inorganic complexes provide a 
basis for comparison15,16 In addition, there are two recently published spectra obtained from force field 
simulations.17,18 Unlike our nonbonded approach, however, these force fields include bonded terms 
between all atoms, including Zn, Ocent, and Ocarb. 

 

We concentrate on the Zn-O interactions (200 cm–1 – 1000 cm–1) as these are controlled only by 
nonbonded interactions. Vibrations associated with the BDC phenyl ring are primarily governed by the 
bond-stretch and angle-bend portions of the CVFF force field, which are used essentially unaltered in 
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our force field. To obtain vibrational information from MD simulations we computed power spectra for 
Zn, Ocent, Ocarb, and Ccarb atoms, as shown in Figure 5.4 (top); frequencies are compared with 
computational and experimental results in Table 5.4. Peaks determined from a normal mode analysis2,18 
can usually be associated with specific vibrational modes, such as a symmetric Zn-Ocent stretch. This is 
not possible with power spectra, but vibrational modes can be tentatively assigned by examining the 
contributions from specific atom types.  

 

Spectroscopic peaks between 530 cm–1 and 560 cm–1 are typically used to identify ZnO4 vibrations,15,16 
and for IRMOF-1 the 534 cm–1 band in the infrared spectrum has been assigned to the Zn-O stretching 
vibration.14 Our power spectra exhibit peaks in this region at 500 cm–1, 550 cm–1, and 575 cm–1 that 
involve Zn, Ocent, and Ocarb atoms. Additional Zn- Ocent modes are found between 185 cm–1 and 280 cm–

1, in agreement with bonded force field methods.18 Similar modes are observed experimentally near 340 
cm–1 for a Zn-acetate complex.15 At higher frequencies, several peaks are seen for Ocarb and Ccarb 
between 720 cm–1 and 815 cm–1 that involve Zn and Ocent atoms, but to a much smaller extent. These 
modes likely correspond to carboxylate bending, with minor involvement of the inorganic Zn and Ocent 
atoms. Infrared and Raman peaks in this region have been assigned to O-C-O scissoring motions and 
other modes.19,20 We take this agreement to be strong confirming evidence that the non-bonded 
approach captures essential aspects of the forces governing MOF structure. 

 

 

 

Figure 5.4. IRMOF-1 atomic power spectra for atom types Zn, Ocent, and carboxylate atoms (top), and for H and Cphenyl 
showing the internal rotation of the C6H4 unit (bottom). 
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Table 5.4. Comparison of calculated vibrational frequencies (in cm–1) for IRMOF-1. 

Mode This Work Bonded FF18 Bonded FF17 DFT2 Exp.14,21 

C6H4 torsion 40  40   

Zn-Ocent symmetric 185, 215, 280 200, 213  136  

Zn-Ocent, asymmetric 510, 550-560 516-530 664 512 534 

Zn-Ocarb 500, 575-600 572, 576 552 579, 606  

Carboxylate 720, 790, 815  759, 972 749, 830 750, 825 

 

In addition to these vibrations, a strong band near 40 cm-1 is seen (Figure 5.4) that involves phenyl C 
and H atoms. We assign this band to the internal (torsional) rotation of the phenyl ring. This result 
agrees with a DFT/B3LYP normal mode analysis, in which the frequency of this motion was predicted 
to occur between 60 cm–1 and 80 cm–1.18 The temperature dependence of atomic motion within the 
framework predicted by the MD simulations is also consistent with recent NMR studies, which detect 
torsional “flips” of aromatic rings in IRMOF-1.22 At 300 K, almost no such motion is seen, but at 400 K 
almost all phenyl rings exhibit this behavior. Although we did not quantify the torsional behavior by 
extracting an activation barrier, our simulations exhibit similar phenomena, as shown in an animation of 
MD results (Supporting Information). Another DFT calculation suggests that an energy barrier of 
approximately 51.8 kJ·mol-1 exists for the 90° rotation of the linker.6 Recent quasielastic neutron 
scattering measurements of IRMOF-1 at 4 K show no evidence of any free rotation of the BDC linker,6 
in agreement with the low-temperature deuterium NMR data.22 However, above room temperature, 
deuterium NMR shows evidence of phenyl rings undergoing 180° flips.22 At 223 K and 298 K, the 
NMR signal represents a superposition of mostly static and a small fraction of “flipping” phenyl rings. 
At 373 K, however, all phenyl rings appear to undergo the flipping motion. At lower temperatures, the 
fraction of phenyl rings undergoing this motion appears to be related to the synthetic method. The fast 
precipitation method characteristic of the low-surface-area phase (MOCP-L) is thought to contain 
impurities that result in increased C6H4 torsional motion compared with IRMOF-1.22  

Structural changes with adsorbed species 
 

As discussed in the Introduction, the dimensions of MOF unit cells can change significantly upon 
adsorption of guest molecules. Using our flexible force field, MD simulations can be used to quantify 
any changes in unit cell structure and free volume upon adsorption, and agreement with experimental 
measurements of such changes constitutes a further validation of force field performance. Gravimetric 
data for hydrocarbons and chloromethanes adsorbed within IRMOF-1 are available for comparison with 
our MD simulations (Table 5.5).7 As a starting point for MD simulations, we used the number of 
adsorbate molecules contained in completely filled IRMOF-1 pores obtained from the liquid sorption 
data given in ref 43. Values for free volume and the fraction of the pore volume occupied by guests 
were computed directly from the average lattice parameters (NPT simulations at 300 K, standard 
deviations less than 0.03 Å), while the Dubinin-Raduskhvich equation was used to estimate these values 
from the gravimetric data.7 Unfortunately, experimental lattice parameters were not reported for the 
adsorbed hydrocarbon and chloromethane systems. In addition to the hydrophobic guests commonly 
used in IRMOF-1 adsorption experiments, we also include ethanol, since it is a hydrophilic guest 
capable of forming hydrogen bonds between guests and the framework. 
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Table 5.5. Simulation Results for Guest Adsorption. 

   Simulation  Experiment7 

 

 

Guest 

 

guest/ 

unit 
cell 

guest 

mass 

% 

lattice  

parameter

(Å) 

free 

volume 

(cm3·g-1)a

guest 

volume 

%b 

 free 

volume 

(cm3·g-1)a 

guest 

volume 

%b 

None   25.64      

CH3CH2OH 95 41.5 25.56 0.90 55.2    

CH2Cl2 88 54.8 25.70 0.91 55.1  0.93 55 

CHCl3 71 57.9 25.69 0.93 56.0  0.94 55 

CCl4 59 59.6 25.70 0.92 55.7  0.94 55 

C6H12 51 41.1 25.77 0.90 53.5  0.92 54 

a Calculated as the volume of guest (assuming bulk liquid density) divided by the unit cell mass of pure 
IRMOF-1. 

b Calculated as the ratio of guest volume (assuming bulk liquid density) to total volume. 

 
As seen in Table 5.5, in all cases the guest molecules occupy approximately 53.5 – 56.0 % of the total 
volume, in good agreement with experiment.7 There are five pores within the IRMOF-1 unit cell, so the 
predicted pore occupancy ranges from 10 molecules in the case of hexane to 19 molecules in the case of 
ethanol. Interatomic distances computed from radial distribution functions (Table 5.6) indicate that, 
with the exception of hexane, guest molecules appear to be somewhat more tightly packed in the bulk 
liquid than in the IRMOF-1 pores. To make this comparison, we simulated the bulk liquids in the NVT 
ensemble, using their experimental density at 1.0 atm and 300 K. The results indicate that C-C distances 
are approximately 3% greater in the IRMOF-1 pore than in the bulk for the chlorinated species and 
ethanol, while the distances are unchanged for hexane. Cl-Cl distances are also larger in the MOF than 
in the bulk for the polar compounds CH2Cl2 and CHCl3, but are unchanged in the case of non-polar 
CCl4. O-O distances in ethanol are also essentially unchanged from the bulk liquid. We conclude that 
the local guest structure within the pores is essentially identical to the bulk phase for these compounds. 

These results concerning the local guest structure are consistent with the predicted changes in unit cell 
dimensions upon adsorption, which are small. In the case of the chlorinated species and hexane, a slight 
increase in cell volume is predicted (0.7 – 1.5%). In contrast, ethanol, which is both more polar and 
capable of hydrogen bonding with Ocarb atoms of IRMOF-1, there is a small contraction (–0.9 %). This 
result is consistent with the interaction water with in IRMOF-1.  

Benzene is omitted from Tables 5.5 and 5.6 because MD simulations involving this molecule (63 C6H6 
per unit cell) result in a severely distorted framework. Given that our results for other guests agree with 
experiment, simulations of IRMOF-1 pores completely filled with benzene may require an adjustment 
of the MOF-C6H6 force field parameters. Noting that a modified version of our force field greatly 
reduces the attractive potential of the Ocarb atom,3 it is possible that such an approach would yield better 
results for benzene adsorption. 

Table 5.6. Intermolecular Distances for Guest Molecules from Radial Distribution Functions. 
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 C-C Cl-Cl O-O 

Guest IRMOF-1 Bulk IRMOF-1 Bulk IRMOF-1 Bulk

CH3CH2OH 4.65 4.53   3.03 3.02 

CH2Cl2 5.13 5.00 3.95 3.79   

CHCl3 5.38 5.22 3.83 3.68   

CCl4 5.82 5.63 3.68 3.69   

C6H12 2.99 2.98     

 

Benzene diffusion at low loading 
 

As a final test of our force field approach, we compared simulated self-diffusion coefficients (Dself) for 
adsorbed benzene with both the flexible force field of Tafipolsky et al.23 and experimental NMR 
results.24 A series of NVT simulations were performed at temperatures of 250 K, 300 K, 350 K, and 400 
K, using a low benzene loading of 10 molecules / unit cell (11 wt %) to match the experimental system. 
Results are displayed in Figure 5.5 as Arrhenius plots. Three experimental values of Dself were reported. 
The upper and lower blue points in Fig. 5.5 represent short-time “intracrystalline” diffusion coefficients 
(3.8 x 10–10 m2·s–1 and 1.9 x 10–9 m2·s–1, average of two reported values in each case), while the middle 
blue point represents the arithmetic mean of these two values for Dself (1.4 x 10–9 m2·s–1).24 For purposes 
of comparison with our results, the intracrystalline value is the most appropriate one. 

 

The Dself value determined from the MD simulation differs from the experiment by a factor of about 8. 
However, the computed activation energy for diffusion of 14.3 kJ·mol-1 is in excellent agreement with 
the value of  14.0 kJ·mol-1 predicted by Amirjalayer et al (black line) using the MM3-based flexible 
force field.23 Keeping the framework atoms fixed at their crystallographic coordinates7 results in lower 
values of Dself (green line) and a significantly lower activation energy of 9.8 kJ·mol-1, highlighting the 
importance of a flexible force field when modeling transport of larger hydrocarbon guests. A similar 
effect is seen in simulations of methane diffusion in zeolites, but is less prominent for larger alkane 
guests.25 At the higher guest loadings in those simulations, guest-guest interactions are expected to 
dominate diffusional motion, so the effect of framework flexibility should be reduced.25  

 

The difference in benzene Dself values between the two flexible force field simulations, combined with 
the difficulty in simulating a system with much higher benzene loading (see above) indicate that the 
general-purpose CVFF force field parameters for organic guest molecules are not sufficient for MOF-
(aromatic guest) simulations. Rather, guest parameters that produce good bulk properties should be 
considered for simulations at high loading. It should also be noted that the benzene Dself values from 
another CVFF-based flexible force field3 are also in good agreement with the MM3-based results, 
which suggests again that the nonbonded parameters for MOF atoms, particularly Ocarb atoms, need to 
be re-parameterized from the CVFF or metal oxide values. 
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Figure 5.5. Comparison of benzene diffusion coefficients from simulations and experiment. Red and green circles are 
simulation results from this work for flexible and rigid frameworks, respectively. Black circles are simulation results from a 
flexible MM3-based forcefield.23 Blue circles are experimental data points for intracrystalline diffusion coefficients (upper 
and lower points) and effective diffusion coefficient (middle).24 Solid lines represent linear regressions from each simulation 
data set. 

 

GCMC calculation 
 

The original nonbonded parameters were recently modified by Dubbeldam et al. to reproduce CO2 and 
CH4 adsorption isotherms.3 The initial atom positions for the framework are taken from the 
experimental crystal structure at 213 K.7 We note that the reported structure contained guest solvent 
molecules, resulting in a lattice parameter (25.669 Å) that is slightly smaller than that found for the 
evacuated framework (25.885 Å) at 169 K.7 Unlike the implementation we used for molecular dynamics 
simulations, in which the linker molecules are fully flexible (bond, angle, torsion), here we use a semi-
flexible approach where the BDC linkers are treated as rigid structures. Test simulations in which linker 
flexibility was included by a torsional pivot move gave similar results to the semi-flexible force field.  

 

The noble gases and methane molecules are described as spherically symmetric, uncharged Lennard-
Jones particles, and the intermolecular interactions are modeled only with van der Waals potential 
parameters. A rigid three site model, with the H-H bond length fixed at 0.74 Å, is used for H2.

26 A 
Lennard-Jones core is placed at the center of mass of the molecule with a point charge magnitude –2q 
and point charge magnitude of q at the positions of the two protons. All revised interatomic potential 
parameters are given in Table 5.7.  
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Table 5.7. Force Field Parameters for Nonbonded Interactions According to Equation 1. 

 

 speciesa description ε / kB 
(K)b 

σ (Ǻ) q (e) 

IRMOF-1 Zn zinc 0.42 2.700 1.275 

 Ocent inorganic oxygen 700.00 2.980 –1.500

 Ocarb carboxylate oxygen 70.50 3.110 –0.600

 Ccarb carboxylate carbon 47.00 3.740 0.475 

 Cphenyl phenyl carbon bonded to Ccarb 47.86 3.470 0.125 

 Cphenyl phenyl carbon bonded to H 47.86 3.470 –0.150

 H hydrogen 7.65 2.850 0.150 

adsorbate H2 centre-of-mass 36.70 2.958 –0.936

  hydrogen 0.00 0.000 0.468 

 CH4  148.00 3.730 0.000 

 Xe  216.85 4.100 0.000 

 Kr  163.99 3.827 0.000 

 Ar  119.80 3.400 0.000 

 He  10.90 2.640 0.000 

a IRMOF-1 and adsorbate parameters were taken from the literature: IRMOF-1,3 H2,
26 CH4,

27 
Xe,28 Kr,28 Ar,29 and He.29 

b kB represents the Boltzmann constant. 

 

The Grand canonical Monte Carlo (GCMC) code Towhee30 was used at fixed temperature T, volume V, 
and adsorbate chemical potential  to simulate gas adsorption. A Monte Carlo move consists of one of 
the following: translation of a molecule, rotation of a molecule, insertion of a new guest molecule, or 
deletion of an existing guest molecule. Rotation moves are not necessary for spherical particles. For 
simulations at room temperature, a total of 8 million MC moves are used for the simulations, and the 
last 5 million moves are used for averaging and analysis. A total of 28 million MC moves are used for 
the simulations of Ar adsorption at 78 K, and the last 10 million moves are used for averaging and 
analysis. Results are obtained by a block averaging technique, with each block representing 1/20 of the 
production period. Insertion and deletion statistics are monitored to ensure microscopic reversibility, 
and the standard deviations of the adsorbate densities are within ± 3.0 % of the average. 
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The simulation box consists of one unit cell (space group Fm3m, lattice parameter 25.699 Å), with 424 
atoms. Larger box dimensions (2 x 2 x 2 unit cell repeats) have previously been shown to give similar 
results as a single unit cell.3 The real space cut off for the nonbonded potential energy is 11.0 Å, and the 
long range electrostatic interactions are calculated by the Ewald summation31 with a precision of 1.0 x 
10–4. The Towhee code requires adsorbate chemical potentials rather than feed gas fugacity as input, so 
we performed “empty box” GCMC simulations (i.e., a box without the MOF unit cell) to establish 
appropriate chemical potentials for the target pressures.32 Rather than applying an unrelated equation of 
state to correlate these two quantities, the same force field parameters used in the adsorption simulations 
are used to accurately determine the feed gas pressure. The standard deviations of the pressure and 
densities for the empty box simulations are approximately 1 %.  For each value of , the simulated 
pressure was compared to the corresponding ideal gas pressure.31 The two pressures did not deviate 
until at least 10 bar, suggesting reasonable accuracy at low pressures for spherical and polyatomic guest 
particles.  

 

Excess adsorption, Nex, is described as the amount of adsorbate in excess of bulk fluid at the system 
temperature and pressure in the available void volume. Simulations measure the absolute amount 
adsorbed, Nabs, therefore excess adsorption is calculated by33 

ex abs g gN N V         (2) 

where ρg is the bulk gas density determined by the “empty box” GCMC simulations mentioned 
previously. The void volume, Vg , is calculated from GCMC simulations of He adsorption and found to 
be 0.75 of the unit cell volume for IRMOF-1. 

 

Upon adsorption or desorption, the enthalpy change of the adsorbate from the bulk phase to the 
adsorbed phase is described by the isosteric heat of adsorption, Qst. For systems with low guest loading 
and feed gas pressure, Qst can be calculated from the thermal energy RT and the average potential 
energy per molecule, U, using the ideal gas approximation34  

Qst =RT – U       (3)  

 

Investigation of noble gas selectivity by IRMOF-1 was carried out by GCMC simulations for Xe/Ar and 
Xe/Kr mixtures at 300 K at total pressures of 1 and 10 bar. The Xe selectivity, SXe, was calculated from 
the ratios of gas mole fractions in the feed gas phase (y) and the adsorbed phase (x). For Xe/Kr 
mixtures, SXe becomes35 

Xe Kr
Xe

Kr Xe

x y
s

x y
        (4) 

Framework flexibility effects are essential in predicting IRMOF properties such as framework stability, 
guest diffusion, and mechanical properties. Our primary aim in this work is to determine the effect of 
such flexibility on adsorption properties, and we use the H2 adsorption results to further validate the 
force field parameters. Figure 1 shows that very similar H2 adsorption isotherms at 298 K result when 
either the rigid framework or semi-flexible framework approaches are used. The three-site model for H2 
includes atomic charges to enhance interactions with framework atoms. At very high feed gas pressure, 
framework flexibility results in a slight decrease in loading. Also in Figure 5.6, our results show a slight 
underprediction compared to the simulations of Garberoglio et al.,36 who used parameters directly from 
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the Universal Force Field for framework atoms.37 In that work, H2 was modeled using a charge-neutral 
single van der Waals site,38 which showed better agreement with experiment than the three-site H2 
model39 at 78 K. We present results at room temperature only, so quantum effects between H2 
molecules can be ignored.  

 

Figure 5.6.  H2 adsorption isotherm for IRMOF-1 at 298 K. Results from this work are compared with previous simulation 
results using a rigid framework with parameters from the Universal Force Field (UFF).36 

 

Excess H2 loadings are compared with previous simulation and experimental results in Table 5.8. Our 
results are centered between the experimental results of Panella et al.40 and Dailly et al.,41 while the 
simulation results of Garberoglio et al.36 are in better agreement with the results of Dailly et al. 
Unfortunately, the difference in experimental procedures, combined with the well-known problem of 
consistent synthesis of high surface area IRMOF-1 crystals for adsorption experiments,42,43 prevents us 
from drawing definitive conclusions concerning the accuracy of the simulation results. The isosteric 
heat of adsorption at 298 K was found to be 4.5 kJ·mol–1, which is comparable to other GCMC 
simulation values reported at both 77 K and 298 K.36,44 Good agreement is also found with the H2 
binding energy to IRMOF-1 obtained from quantum calculations (4.16 kJ·mol–1).45 The agreement is 
also excellent with experimental values at 78 K40 and 298 K41 (both 3.8 kJ·mol–1).  

 

Table5.8. Comparison of Excess H2 Adsorption (mg·g–1) in IRMOF-1 at 298 K. 

 simulation  experiment 

P / bar this work ref 69   ref 73 ref 74 

20  1.1 1.4  1.0 1.4 

35 1.9 2.3  1.6 2.5 

50  2.5 3.2  2.2 3.8 

65  3.2 3.9  2.8 4.5 

 

The remainder of our results concern the adsorption capacity and separation capabilities of IRMOF-1 
with respect to noble gases. Figure 5.7 compares the effect of framework flexibility on the simulated Ar 
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isotherms at 78 K and 298 K. For Ar adsorption at both temperatures, both framework approximations 
result in an Ar loading of approximately 2125 mg/g, which is significantly higher than the experimental 
value of ≈1500 mg/g.7 As has been pointed out in several papers, however, defects from the synthesis 
procedures often result in an underestimation of the accessible volume,46,47 so the measured excess 
adsorption would be too low. 

 

 

Figure 5.7. Argon adsorption isotherms for IRMOF-1 at 78 K (top) and 298 K (bottom). 

 

Practical applications of noble gas adsorption and separation by IRMOFs require results near room 
temperature. Although we have seen little difference between rigid and flexible frameworks for small 
molecule adsorption, the computational cost of including framework moves is small. We therefore 
include framework moves for the remainder of our results. In Figure 5.8 we compare our simulated Xe 
adsorption isotherm for IRMOF-1 with experimental data collected at 292 K. There is good agreement 
at low pressure, but at higher pressures the simulation underpredicts the experimental Xe loading. The 
results for H2 adsorption shown in Table 5.8 indicate that adsorption simulations can either over- or 
underpredict experimental results. However, the very good agreement at low Xe loading is a strong 
validation of our approach. A snapshot from the production simulation (Figure 5.9) indicates that there 
is no preferred binding site for Xe atoms at room temperature. This is different behavior than predicted 
for light gases at 30 K, in which the zinc-oxygen clusters are the preferred binding sites, but is 
consistent with the predictions for room temperature.46 However, Figure 5.9 is consistent with 129Xe 
NMR spectra at room temperature, indicating that Xe atoms occupy all possible adsorption sites within 
the IRMOF-1 pore.48 The force field parameters used in this study were optimized by fitting to 
experimental CO2 adsorption data and validated by comparison with CH4 adsorption data, both obtained 
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at room temperature.3 We are confident that this potential parameterization for IRMOF-1 successfully 
captures binding sites for both electrostatic and van der Waals interactions. 

 

Figure 5.8. Xe adsorption isotherms for IRMOF-1 at 292 K, comparing simulation and experiment.49 

 

 

 

Figure 5.9. Snapshot showing Xe adsorbed by IRMOF-1 at 292 K (Zn blue, O red, C gray, H white, Xe green). 

 

The ability of IRMOF-1 to store noble gases at much higher densities than the corresponding “empty 
containers” has been demonstrated experimentally.50 Corresponding GCMC simulation results are 
presented in Figure 5.10 for comparison. The agreement between the empty container compression 
curves (red lines in Figure 5.10) and the experimental results is excellent, suggesting that the van der 
Waals parameters correctly describe the gas-gas interactions for compressed Ar, Kr, and Xe. The 
simulated inflation curves (blue lines in Figure 5) show qualitatively that significant additional amounts 
of each gas can be stored in the same container filled with IRMOF-1. As usual, the simulation results 
overpredict the adsorption isotherms, but for this specific comparison two comments are in order. First, 
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the simulations involve perfectly crystalline IRMOF-1, while the “in situ activated MOF sample” used 
experimentally50 almost certainly contained defects that would have reduced the surface area. Second, 
the simulated container has the dimensions of exactly one unit cell of IRMOF-1, while the experimental 
container could not have been completely filled with IRMOF-1 and therefore contained some empty 
space. 

 

Figure 5.10. Simulated compression curves for noble gases in empty containers (red), compared with inflation curves (blue) 
in the presence of IRMOF-1. The blue curves represent total gas adsorption , not excess adsorption, for comparison with 
experimental results.50 

 

Having validated the flexible force field for IRMOF-1 with adsorption isotherms of pure noble gases, 
we aim to use the simulations as a predictive tool in noble gas separations. A copper MOF has been 
shown to preferentially adsorb Xe in a Xe/Kr mixture, which leads to efficient separation.50 According 
to Figure 5.11, IRMOF-1 also shows a preferential adsorption for Xe over the smaller noble gases Kr 
and Ar. The selectivity for Xe, and the pressure dependence of SXe, is greatly enhanced when Xe is 
mixed with smaller atoms (Ar) compared with larger atoms (Kr). However, even smaller selectivities 
seen in the Xe/Kr mixtures (2.5-3.0) lead to an effective separation of the gases. When yXe = 0.1 (10% 
of the feed gas is Xe, 90% is Kr), the adsorbed phase consists of 38% Xe and 62% Kr. 

 

The optimization of MOFs for gas separation must involve an examination of the atomic properties of 
both feed gas and substrate, as well as their intermolecular interactions. For IRMOF-1, the separation of 
Xe/Kr and Xe/Ar mixtures shows a dependence on feed gas properties. Figure 5.12 compares the Xe 
selectivity in equimolar Xe/Kr and Xe/Ar mixtures at total feed pressures of 1 bar and 10 bar. The 
comparison is made using the van der Waals well depth ε, but a similar trend is seen if the van der 
Waals diameter  is used. Xe selectivity is larger in the Xe/Ar mixture because the ratio of εXe/εAr is 
larger than εXe/εKr. 
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Figure 5.11. Effect of feed gas composition on Xe selectivity for Xe/Ar mixtures (solid lines) and Xe/Kr mixtures (dashed 
lines) at 300 K and total feed pressures of 1.0 bar and 10.0 bar. 

 

Figure 5.12. Effect of feed gas attractive potential on Xe selectivity at 300 K and pressures of 1 bar and 10 bar, for 
equimolar feed gas mixtures of Xe/Ar and Xe/Kr. The attractive potential energies for Ar, Kr, and Xe are indicated. 

Reaction of IRMOF-1 with water 
 
Understanding the interaction with water is of particular importance since the MOF crystal morphology 
is affected by exposure to water during synthesis or after evacuation.51 In addition, zinc-based MOFs 
are water sensitive, losing their high surface area after prolonged exposure to humid air.21 Recent 
molecular simulations of IRMOF-1 focus on their gas sorption capacity.34,36,52,53 The framework itself is 
usually treated as a rigid body, and general force fields are used for MOF-adsorbate interactions. Such 
treatments cannot reproduce structural changes that occur upon absorption of guest molecules or be 
used to probe chemical reactions with the MOF. To our knowledge, no MOF-specific intramolecular 
parameters have been reported. Our hypothesis is that the interaction energy between Zn ions and water 
O atoms is similar to that between Zn ions and MOF O atoms. Water molecules could easily penetrate 
the pores and disrupt the framework. A possible mechanism might be (ignoring associated hydrolysis 
reactions): 

(Zn4O)(BDC)3 + 4H2O → [(Zn4O)(H2O)4(BDC)2]
2+ + BDC2– 
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where BDC refers to the benzene dicarboxylate ion. Because Zn ions would interact with water 
molecules only through nonbonded (electrostatic and van der Waals) interactions, our methodology 
requires the use of only nonbonded force field parameters between Zn ions and MOF O atom 
. 
Constant-pressure molecular dynamics simulations were performed at 300 K on both pure IRMOF-1 
and IRMOF-1 with up to 10 % water (by mass). Our approach combines a general force field (CVFF)1 
for the BDC linker with parameters optimized for the mineral zincite (ZnO). Simulated lattice 
parameters for zincite (a = 3.27 ± 0.01 Å, c = 5.24 ± 0.01 Å) are in good agreement with experiment (a 
= 3.26 Å, c = 5.21 Å).54 Simulation of an isolated  Zn ion in pure water resulted in a tetrahedral 
solvation shell (data) not shown), which is consistent with concentrated Zn solutions.55 

 

Figure 5.13. Simulated lattice parameter as a function of water content. The dashed line indicates the trend toward a much 
smaller lattice parameter (≈20 Å) at higher water content. 

 
The lattice parameter of pure IRMOF-1 produced by our force field is 25.61 ± 0.01 Å, which is in good 
agreement with the range of reported X-ray diffraction values (25.67 Å – 25.89 Å).4,7,8 Average bond 
and angle values also compare well with experiment,56 although errors in nonbonded angles involving 
Zn are somewhat higher than those in the bonded BDC linker. These errors could be minimized by 
including bonding parameters (bond stretch and angle bend) between Zn and neighboring O atoms, 
which would require quantum chemical calculations. The good agreement with pure IRMOF-1 supports 
the combination of CVFF parameters for organic species with nonbonded parameters for ZnO. A more 
general force field with these additional bond and angle parameters and their application to other Zn-
based MOFs are subjects of future work. 
 
The result of added water on the simulated IRMOF-1 lattice parameter is shown in Figure 5.13. At low 
water content, the IRMOF-1 structure is maintained despite a decrease in lattice parameter to 25.37 Å 
(2.3 % water). At higher water contents of 3.9% and 9.5%, the IRMOF-1 structure collapsed within 200 
ps to a high density state. Equilibrium was never obtained, but lattice parameters of ≈20 Å were 
observed. Our results are consistent with the experimental results of Huang et al., which show a 
transformation in the IRMOF-1 XRD pattern and a decrease in surface area from ≈900 m2·g–1 to 45 
m2·g–1 upon exposure to water.21 The role of water in the disruption of the IRMOF-1 structure becomes 
evident by monitoring the coordination of Zn ions to neighboring O atoms. In pure IRMOF-1, each Zn 
ion is coordinated by one inorganic O atom (O1) and three BDC O atoms (O2). Both of these 
coordination numbers decrease with added water, as seen in Figure 5.14. Each Zn ion retains tetrahedral 
coordination, with water O atoms taking positions in the first shell. With classical 
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Figure 5.14. Changes in Zn coordination with increasing water. Zn retains tetrahedral coordination, but the relative amounts 
of BDC O (O2), inorganic O (O1) decrease as they are replaced by water O atoms (Owater). 

 

Figure 5.15. Disruption of the IRMOF-1 structure at 2.3 % water (top). The color scheme is Zn (purple), O (red), C (gray), 
and H (white), with ZnO4 tetrahedra represented as polygons. Also shown is a Zn4O center in which an 
inorganic O atom has been replaced by a water O atom (bottom). 

 
molecular dynamics simulations such as these, it is not possible to accurately model the protonation 
state of the aqueous BDC anion. Completely deprotonated BDC O atoms such as those seen in our 
collapsed structure would only occur in very basic solution. However, we believe that the simulations 
predict the initial mechanistic steps involved when a water molecule attacks a IRMOF-1 pore. As a 
water O atom approaches a ZnO4 tetrahedron, either of the Zn-O1 or Zn-O2 first-shell interactions can 
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be broken. Figure 5.14 shows that both O1 and O2 coordination have decreased by approximately 10% 
when the water content is 9.5%.  
 
Our simulations indicate that water molecules interact with IRMOF-1 in three ways: 1) direct attack on 
a ZnO4 tetrahedron in which a water O atom replaces one of the coordinating MOF O atoms (O1 or O2); 
2) hydrogen bonding between a water H atom and O2; and 3) a hydrogen-bonded network of water 
molecules tethered (hydrogen-bonded) to one or more ZnO4 tetrahedra. All three scenarios occur in the 
simulation system with 2.3 % water in IRMOF-1 (Figure 5.15). Even though IRMOF-1 is stable at this 
low water content, distortions in the framework structure occur. The structure shown in Figure 5.15 
could be analogous to the hydrolyzed form of IRMOF-1  (a = 25.05 Å, c = 27.00 Å) described 
elsewhere.21 An example of the first and apparently most destructive mode of interaction can be seen in 
the Figure 5.15 inset. In this case, the inorganic O atom (O1) becomes triply coordinated after a water 
molecule has taken up position in a ZnO4 tetrahedron. The Zn ion is still coordinated by three BDC O 
atoms (O2), but without the anchoring O1 atom all three BDC ligands have increased freedom of 
rotation. As the water content increases, water molecules continue to attack ZnO4 tetrahedra, and the 
framework eventually collapses. Upon removal of water from the 0.6 % and 2.3 % systems, the original 
IRMOF-1 structure is recovered after constant-pressure simulation. The water adsorption process thus 
appears to be reversible at low water content, in agreement with experiment.21 
 
The stability of IRMOF-1 (and other MOF compounds) in water has received little attention in the 
literature,21 perhaps because they can be prepared and characterized in other solvents.4,7,8 However, the 
technological applications of MOFs would be greatly increased if new water-resistant frameworks were 
developed. Our simulation techniques provide insight into the mechanism of IRMOF-1 dissociation that 
is initiated by contact with water. The relatively weak interaction between Zn ions and O atoms in 
IRMOF-1 allows for attack by water molecules. Thus, a potential solution would be to tailor the metal-
linker interactions so that they are stronger than possible metal-water interactions. 
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6.  Growth of MOFs on Surfaces 
 

Several applications of MOFs can benefit from their growth on solid supports such as surfaces and nano 
or microparticles.  Sensing, catalysis, and optics which incorporate MOFs in particular could see myriad 
uses for supported materials.  Unfortunately unlike many other functional materials such as 
semiconductors and organic polymers, the current synthetic procedures required for the formation of 
most MOFs are prohibitive of uniform surface attachment in patterned or thin film form.  To date, very 
few reports exist dealing with the surface-bound growth of MOFs.10-15  The goal of this task was to gain 
the skills needed to effectively grow and reproduce dense films of MOF materials on surfaces in order 
to expand the current scope of materials which can be manipulated in this fashion.  To that end, we first 
began by repeating much of the cited work with IRMOF-1 and HKUST-1 surface growth.   

 

Work with IRMOF-1 commenced with experiments on gold surfaces functionalized with carboxylate-
terminated thiol SAMs.  For this growth, a sol-gel method was employed in which the MOF was first 
nucleated under standard growth conditions, then the nuclei were allowed to deposit and bind to the 
SAM@Au surface and grow into a dense polycrystalline film.  For this type of growth, IRMOF-1 was 
first nucleated using a 4:1 Zn(NO3)2·6H2O to terephthalic acid ratio in diethylformamide solution heated 
with a profile of 16 hours at 95 °C followed by 105 °C for 4 hours.  The mother liquor was then 
removed from the oven, where a portion was transferred to a separate smaller flask in a fume hood and 
cooled to room temperature for 2 hrs.  A SAM-coated wafer was then introduced and the film was 
allowed to grow overnight.  The SAM coating was achieved by immersing a Au@Ti@Si wafer in a 10 
mM solution of either 11-mercaptoundecanoic acid or 16-mercaptohexadecanoic acid in slightly acidic 
ethanol for 16-24 hours.  IRMOF-1 films grown in this fashion generated a thick layer of interlocked 
polycrystallites of an average size ~25 microns. 
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c) 

 

d)

 

Figure 6.1: Images of different IRMOF-1 morphologies obtained by the sol-gel growth method.  a) Cubic crystals are the 
most desirable, yet hardest to obtain; b) the truncated cubes were much more prevalent; c) often a mixture between the cubic 
and truncated forms was obtained; and d) if the film was exposed to atmosphere for a long period of time, the crystals 
showed degradation. 

 

The images shown in Figure 6.1, illustrate both the different morphologies obtained and the 
inconsistencies of this growth method.  We can obtain both cubic and truncated cubes, and usually 
achieved a mixture of the two.  However, if the substrates are exposed to air for several hours, 
degradation due to water adsorption can be seen.  It was also difficult to generate uniform films and 
smaller crystal sizes.  Experiments were performed using filtration of the mother liquor prior to 
substrate in order to limit the initial size of the MOF nuclei.  However, this often resulted not in smaller 
crystal features, but rather less dense coverage.  Experiments with differing growth times, gave similar 
results with coverage density being the major sacrifice as opposed to feature size.   Though IRMOF-1 is 
a popular material due to its high surface area and permanent porosity upon solvent removal, it is not an 
ideal substance for surface growth applications due to the complicated nature of the Zn-building unit 
and water sensitivity.   

 

The material HKUST-1 has many of the desirable qualities of IRMOF-1, such as permanent porosity 
and high surface area, yet it is easier to handle due to its atmospheric robustness and simple Cu(OAc)2-
like paddlewheel building unit.  In addition, it is an attractive material for chemical sensing, as 
evacuation of the terminally coordinated waters of the octahedral Cu-centers leaves open metal 
coordination sites in the MOF.  Two recent reports of different methods of HKUST-1 surface growth 
were investigated.  The first method is a colloidal procedure similar to the IRMOF-1 growth described 
above.15  The MOF is nucleated from a 3:2 mixture of Cu(NO3)2·3H2O and trimesic acid in 1:1 ethanol 
to water at 90 °C for 24 hours.  The mother liquor is then cooled to room temperature in an ice/water 
bath for 10 minutes and filtered through a 0.2 μm membrane, and an appropriate substrate is immersed 
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in a face down fashion for 3-5 days.  Two different surfaces were used for these experiments.  The 
carboxylate-terminated SAMs on gold were used as previously described.  In addition, silicon substrates 
with a thin layer of ALD deposited alumina, which has a high surface concentration of hydroxyl 
termini, were also attempted.  Both substrates gave similar growth with thick but spotty layers of 
octahedral crystals.  Poweder x-ray diffraction data collected on the SAM@Au substrates showed the 
highly oriented growth expected from the literature.15 
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Figure 6.2: a) Powder X-ray diffraction pattern of HKUST-1 grown on a COOH-SAM@Au substrate via the single step in 
situ growth method.  As expected, the pattern indicates the highly oriented growth.  b) SEM of HKUST-1 grown on a 
SAM@Au showing the characteristic octahedral crystal morphology. 

 

As can be seen in Figure 6.2, though growth is achieved by this method, the coverage is not uniform.  
The second growth method for HKUST-1 mentioned above is a step-by-step growth in which the 
nucleation occurs in a much more controlled fashion.11  The substrate is immersed iteratively in 
ethanolic solutions of Cu(OAc)2 and trimesic acid respectively with thorough washing between each 
immersion.  Again, growth was achieved on both SAM@Au and ALD-alumina substrates, and again 
there was a large distribution of crystal size.  However, as seen in Figure 6.3, there is a dense coverage 
of small crystallites over the entirety of the surface.  The larger crystals appear to be less tightly bound 
as evidenced by a lack of specific growth orientation as seen in the previous method.   

 

a) 

 

b)

 

Figure 6.3:  SEM images of HKUST-1 layers grown by a step-by-step procedure on a) COOH-SAM@Au and b) ALD-
alumina substrates.  Both show a dense layer of >100nm features with disoriented spotty coverage of larger crystals. 
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The dense layer is roughly 100 nm thick (based on cross sectional SEM), which is too thin for pXRD 
determination.  To obtain a chemical determination of the identity of the material on these substrates a 
new method for the generation of surface enhanced Raman scattering (SERS) was devised.  A thin layer 
of silver (5-10 Å) was evaporated onto the as synthesized HKUST-1 films.  By comparison to 
unenhanced Raman scattering of bulk HKUST-1 and the weak signal from the pre-silver treated 
substrate, the chemical identity of the film was confirmed to be HKUST-1.  This is the first use of SERS 
spectroscopy for the determination of MOF chemistries. 
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Figure 6.4: Comparison of the Raman spectra of bulk HKUST-1 (black), step-by-step surface grown HKUST-1 (green), and 
the SERS enhanced film (red). 

Initial experiments on the surface growth of other materials have been attempted.  In particular, the 
MOF-508 family of materials would be highly attractive as thin films for a variety of applications.  For 
instance, infiltration of surface bound MOF-508 with a lanthanoid as described above would give 
immobilized red and green emissive materials for either light emitting devices or portable sensors.  Our 
first experiments followed a hybrid growth method described in the growth of a different MOF by Kubo 
and coworkers.14  Since MOF-508 is a three component MOF, step-by-step growth as described for 
HKUST-1 would be difficult, yet the growth rate of this material once nucleation has occurred is much 
faster than either HKUST-1 or IRMOF-1 so a colloidal growth method is also not feasible.  The method 
thus chosen is a hybrid between the two.  The substrates are subjected to several cycles of in situ growth 
from a solution of fresh starting materials.  In the first growth cycle, a small number of crystals are 
adhered to the substrate surface.  These initial crystals then act as seed crystals in the subsequent growth 
cycles.  Figure 6.5 shows a comparison of the Raman spectra of bulk MOF-508 and a film after 6 
growth cycles indicating that MOF-508 has deposited on the surface.  
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Figure 6.5: Comparison of the Raman spectra of bulk MOF-508 (brown) and a MOF-508 thin film (blue). 
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7.  Metal Organic Frameworks as nano templates for Magnesium Hydride 
 

The safe and efficient storage of hydrogen is one of the greatest challenges for its use as an alternative 
energy source. In order to find a way to store hydrogen economically, safely and environmental friendly 
with high gravimetric and volumetric density, tremendous effort has been made to store hydrogen in 
gas, liquid and solid state.1   

Hydrides are important hydrogen storage materials which have a great potential as on-board sources of 
pure hydrogen for fuel cells and/or hydrogen combustion engines applied in automobiles. The challenge 
has been to obtain sufficiently strong bonding to molecular H2 to achieve the target of 6.0 wt % H2 near 
room temperature with pressures ~100 bar.2 

 

In particular, Magnesium hydride is cheap and contains 7.7 wt % hydrogen, making it one of the most 
attractive hydrogen storage materials.2 However, thermodynamics dictate that hydrogen desorption from 
bulk magnesium hydride only takes place at or above 300 °C, which is a major impediment for practical 
application.3 

 

During the past two decades research efforts were devoted to modifying the Mg-based system, aiming at 
increasing the absorption/desorption rates and lowering the desorption temperature. Different 
approaches were reported, mainly involving alloying Mg with other elements, high energy or reactive 
ball milling of Mg, or surface modification of Mg. Currently, the reduction of the temperature of 
hydrogen desorption from solid hydrides to the range compatible with the waste heat of a fuel cell stack 
(roughly 60–150C range) is an important objective of the magnesium hydride research. A promising 
approach to address this issue is to reduce the particle size of the magnesium hydride to the nanometer 
range, resulting in enhanced kinetics without the need of a catalyst.4  

 

It has been shown that nanocrystalline MgH2 formed by intense ball milling leads to more improved 
properties than conventional polycrystalline MgH2.

3 But mechanical milling of MgH2 is limited to 
particle size down to 300 nm.5 Apart from mechanical milling, nanocasting method is another effective 
way reported to prepare microporous and mesoporous materials, for which nanoporous carbon 
templates, have been used. 6 

 

The use of a Metal Organic Framework, (MOF-5) as a nanoporous template for preparing nano 
dimensional magnesium hydride is reported here. MOF-5 [Zn4O(bdc)3, bdc = benzene-1,4-
dicarboxylate] is a highly crystalline microporous coordination polymer. The Zn4O-cluster represents 
the central part of this structure (Fig. 7.1). Oxygen atoms are located in the centre of the tetrahedron 
coordinated by four zinc atoms that are positioned at the tetrahedra vertices. The edges of these 
tetrahedral are bridged by six carboxylate groups of the organic linker forming an octahedral node. The 
nodes are linked together with 1,4-phenylene groups of the bdc linker resulting in a three-dimensional 
cubic network.7 However, the guest-free MOF-5 framework decomposes in the presence of moisture 
when the activated sample is exposed to air.8 So all the manipulations have been carried out using either 
schlenk lines or nitrogen filled glove box. 
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Fig. 7.1. MOF-5 template used in the study. 

 

 

Recently, chemical vapor infiltration of organometallic compounds in to MOFs was demonstrated to be 
a highly efficient tool for the preparation of nano sized metals like platinum and palladium.9 10 
Following this strategy, we used bis(cyclopentadienyl)magnesium (C5H5)2Mg as a precursor for the 
infiltration of Mg into MOF-5 pores. Experiments were carried out in a Schlenk tube maintained at 60 
millitorr and heated at temperatures of 160C for 60 minutes. Color of the MOF-5 changed to dark 
brown at the end of the cycle indicating successful infiltration. Samples were analyzed for Magnesium 
using elemental analysis. They found to contain <1 ppm of Mg. 

 

Some difficulties observed during the vapor phase infiltration were, 

 The difficulty in consistent reproducibility.  
 Air/moisture sensitivity of the Magnesium precursor 
 Poor loading of Mg into MOF-5. 
 Need for additional steps to reduce Mg to MgH2 without reducing/decomposing the MOF-5 

framework. 
 

In order to overcome the above mentioned difficulties during vapor phase infiltration studies, a solution 
based synthesis approach was adopted. This was envisioned as an alternative by avoiding the use of 
highly reactive and air sensitive precursors and possible elimination of Mg reducing steps. 

 

Dialkyl magnesium compounds MgR2 (R = Et, Bun) are known to decompose at 170-210 C forming 
MgH2 and correspomding alkane by β- hydrogen abstraction.11 They are highly moisture sensitive and 
reactive compounds available as 1M solutions in organic solvents.  

 

In a typical experiment, 200 mg of activated MOF-5 sample was injected with about 3 ml of 1M 
dibutylmagnesium solution in heptane. The resulting mass was kept for 16 hours under agitation in 
order to provide for uniform infiltration deep into the pores. The mixture is then heated to 200C for 12 
hours to reduce the dibutylmagnesium to MgH2 under dynamic vacuum. Colorless MOF-5 crystals 
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turned into uniformly colored grey crystals at the end of the experiment. Solid State NMR taken of 
MOF-5 before and after infiltration is given in Fig.7.2. From NMR spectrum it could be seen that only 
peaks assigned to MOF-5 and that of MgH2 indicating that MOF-5 remains intact after the infiltration 
and that MgH2 is infiltrated inside the MOF-5 pores. 

 

 

      

 

 

Figure 7.2. Solid state NMR of MOF-5 framework before and after infiltration with MgH2. 

 

 

 

 

 

Figure 7.3. Energy Dispersive X-ray spectrum of MOF-5 loaded with MgH2 and oxidized in order to facilitate the 
measurement. 
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Powder XRD patterns were taken before and after the infiltration experiments using mylar capsules. No 
significant changes in the XRD patterns were observed. But Energy-dispersive X-ray spectroscopy 
(EDX), showed the presence of Mg in the samples as shown in Figure 7.3. 

 

Elemental analysis on the samples indicated a 4.2 wt.% loading of Mg into MOF-5 pores. 

Since MgH2 is moisture sensitive, the infiltrated samples were oxidized at 200C under flowing oxygen. 
The oxidized samples were analyzed using TEM. 4-6 nm size particles distributed inside MOF-5 pores 
were observed, as depicted in Fig. 7.4. 

 

 

 

Figure 7.4. MgO nano particle(black dots) formed inside MOF-5 pores. 

 

To analyze the dehydrogenation process qualitatively, samples were subjected to residual gas analysis 
(RGA). Exhaust gases were analyzed by mass spectrometry as a function of sample temperature.  The 
sample showed the presence of organic impurities from the Mg precursor and water at higher 
temperatures. Hydrogen was desorbed from the sample at temperatures between 160 and 200C. Figure 5 
shows the Pressure Vs Time spectrum at desorption of the sample at 160C. 
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Figure 7.5. Pressure Vs Time spectrum of residual gas analysis showing hydrogen desorption at 160C. 

 

Quantitative analysis to investigate the temperature dependence of hydrogen evolution from the sample 
were carried out using temperature programmed desorption (TPD) connected to TOF mass spectrometry 
over the temperature range of 20-400C. Evolution of organic species and water in addition to hydrogen 
did not allow the measurement of the partial pressure, or rate of evolution of hydrogen from the sample. 

 

Similar experiments were carried out with LiH and NaAlH4 infiltrations into MOF-5 and are at various 
stages of analyses. Efforts are being made to use robust MOFs which have less moisture sensitivity. 
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