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Abstract 

The performance and the reliability of many devices are controlled by interfaces between 
thin films. In this study we investigated the use of patterned, nanoscale interfacial 
roughness as a way to increase the apparent interfacial toughness of brittle, thin-film 
material systems. The experimental portion of the study measured the interfacial 
toughness of a number of interfaces with nanoscale roughness. This included a silicon 
interface with a rectangular-toothed pattern of 60-nm wide by 90-nm deep channels 
fabricated using nanoimprint lithography techniques. Detailed finite element simulations 
were used to investigate the nature of interfacial crack growth when the interface is 
patterned. These simulations examined how geometric and material parameter choices 
affect the apparent toughness. Atomistic simulations were also performed with the aim of 
identifying possible modifications to the interfacial separation models currently used in 
nanoscale, finite element fracture analyses. The fundamental nature of atomistic traction-
separation for mixed mode loadings was investigated.  
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1. Introduction 

The performance and the reliability of many devices are controlled by interfaces between 
thin films. The toughness of such interfaces is, however, often quite low because there is 
little energy dissipation in the surrounding bulk materials. Consequently, there is a clear 
need for techniques to engineer thin film interfaces with improved toughness in order to 
enhance thin film performance and reliability. The goal of this LDRD-funded project was 
to determine if patterned, nanoscale interfacial roughness could be used to significantly 
increase the apparent interfacial toughness of brittle, thin-film material systems. The 
approach to accomplish this goal included three primary tasks.  
 
First we performed a series of well-defined experiments to measure the toughness of 
interfaces with nanoscale roughness. This included tests of patterned interfaces generated 
using a commercially available, thermal nanoimprint lithography (T-NIL) tool. T-NIL 
can nano-pattern large areas by stamping a high precision master pattern into a polymer 
resist coating that is then etched to transfer the pattern to the underlying silicon wafer. 
This technique was used to create a rectangular-toothed pattern of 60-nm wide by 90-nm 
deep channels on a silicon surface. A highly compressed tungsten film is sputter 
deposited on top of the patterned silicon interface to create thin film systems for testing. 
Chapter 2 of this report describes the details of the experimental portion of the project.  
 
We also performed detailed finite element crack growth simulations to determine how 
geometric and material parameter choices affect the apparent toughness of interfaces with 
patterned nano-scale roughness. Calculations were performed for the idealized problem 
of a thin, bimaterial strip loaded by displacing the top edge relative to the bottom edge. 
An explicit, transient dynamics finite element code was used for the analysis since this 
type of code is well suited for analyzing discontinuous crack growth. Interfacial 
separation was simulated using a cohesive zone model. The fundamental parameters used 
to define the cohesive zone traction-separation relationship are interfacial strength and 
the intrinsic work of separation/unit area.  Chapter 3 describes the details of the modeling 
approach as well as key findings. 
 
The aim of the third task was to use atomistic simulations to suggest modifications to the 
interfacial separation models currently used in nanoscale, finite element fracture analyses. 
The fundamental nature of atomistic traction-separation for mixed mode loadings was 
investigated. This work is discussed in Chapter 4. 
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 2. Experiments Investigating the Effect of 

Nanoscale Roughness 
 

2.1 Introduction 
 
Thin films are used in many applications where their properties are needed to meet 
specialized functional requirements.1 These properties include resistance to abrasion, 
corrosion, permeation and oxidation, or special magnetic and dielectric properties. Thin 
films uses are steadily growing due to surges in both micro and nanoelectromechanical 
systems (MEMS and NEMS),2,3 where they are used to optimizing performance of small 
volume systems.  In addition, innovations in film material selections are helping to 
reinvigorate established microelectronic markets.  An example of this is the emergence of 
copper as the next generation interconnect metallization material for ultra-large-scale 
integration (USLI).4  In all thin film applications,  reliability and durability are tied 
directly to the structure and composition of the interface between the film and its 
substrate.1,5,6 
 
The properties of an interface are a function of the dissimilarities of the joined materials. 
This dissimilar nature, such as differences in residual stress, structure, and composition, 
can create significant challenges for the mechanical integrity and reliability.7 Mismatches 
in thermal coefficients of the interface materials and high energy deposition techniques 
can create film systems with high residual stress levels capable of driving fracture along 
interfaces. Differences in structure and composition can markedly alter interface adhesion 
and strength.  In brittle films, friction along contacting crack faces can increase 
performance while in ductile films plastic deformation can markedly increase fracture 
energy.7,8 Fracture processes can also have a strong effect on device performance. In 
brittle film systems, debonding can occur by rupture of bonds along the interface plane at 
relatively low fracture energies.7,9 When brittle interphases or reaction products form, 
fracture can occur also within these phases and reaction products at relatively low 
fracture energies. In contrast, hole nucleation, growth, and coalescence can markedly 
increase fracture energies in ductile film systems.7,10,26 
 
In most applications, system size does not limit the design and different processing 
techniques can be used to improve reliability.  Three common examples of processing 
design improvements are interlayers, film thickness and interface roughness.  The 
interlayers act as barriers to diffusion, segregation, and phase formation and to promote 
adhesion between a film and a substrate.11,12,13,14,15 Another design criteria that can be 
altered is the film’s thickness which can be increased to promote ductility and energy 
dissipation.2,16,17   Roughened interfaces have increased surface area and crack path 
tortuosity.18,19,20,21,22,23,24,25 However, use of these techniques becomes limited as films 
approach the nanoscale. Nevertheless, patterning surface chemistry and topography at the 
nanoscale hold significant promise for increasing film performance and reliability 
through tailoring resistance to interfacial fracture. 
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 Several techniques exist to quantify the interfacial fracture energy, or adhesion energy, 
of thin films on substrates and are used in this study.26 These techniques include scratch 
testing,27,28,29,30 four point bending, 31,32,41 indentation, 33,34 and stressed 
overlayers.34,35,36,37,38 The experimental portion of this study was conducted in three 
stages to define the effects of interlayers, film thickness and roughness.  The discussion 
of each of is contained in separate sections.   The first section discusses the effect of 
tailored interfacial chemistry on adhesion. The second section discusses use of 
unidirectional nanopatterns. The third section discusses the effects of uniform nanoscale 
roughness. 
 

2.2  Surface Chemistry Effects on Adhesion 
 
The true work of adhesion, ΓA, is the thermodynamic work required to create two new 
surfaces at the expense of the interface and is an intrinsic property of a given system that 
depends on the type of chemical bonding between the film and substrate. ΓA is the 
summation of the surface energy of the film, γf, and the surface energy of the substrate, γs,  
minus the interfacial energy of the two materials in contact, γfs. Since the true work of 
adhesion is influenced by the initial surface energies of the film and substrate, any 
alteration of these energies will impact the total adhesion energy of the interface.  This 
section looks at the effect of changes in the surface chemistry from polymer patterning on 
total adhesion energy. 
 
2.2.1 Materials and Procedure   

The tungsten on (001) silicon film-substrate system was chosen for this study since it is a 
well characterized, rigid, elastic, system that can easily be fabricated using DC 
magnetron sputtering with high compressive stresses. Prior to deposition, all substrates 
were cleaned using an acetone/IPA/H2O/acetone/IPA rinse process. One set of Si 
substrates was kept in the as-polished condition to create a smooth interface baseline for 
comparison. The other set of substrates was patterned with polymer tubes through the use 
of controlled plasma etching using a South Bay Technology PE-2000 reactive ion etcher. 
While keeping the ratio of CF4 to O2 at 4:1, oxygen was introduced into the reaction 
chamber containing the substrates until the pressure reached 20 mTorr.39,40 This created a 
uniform array of polymer tubes, often referred to as polymer “grass” or “tube worms”,40 
across the substrate surface as shown in Fig. 2.1a. Closer examination, Fig. 2.1b and 2.1c, 
showed that the tubes had a diameter of approximately 200 nm near the top and a base 
that broadened where it met the substrate.39,40 
 
A 250 nm compressive tungsten film was then deposited onto the smooth silicon 
substrates using DC magnetron sputtering. A thicker compressive tungsten film was 
deposited onto the polymer patterned substrates to make sure that the tubes were 
completely covered by the W film. The compressive stresses in the film served to trigger 
spontaneous buckle delaminations from which fracture energies were determined. These 
delamination morphologies were measured with an Autoprobe CP Scanning Probe 
Microscope in the atomic force microscopy (AFM) mode and inspection of the fracture 
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 surface of the polymer-masked interface was carried out using a FEI Sirion scanning 
electron microscope (SEM).  Coverage of the polymer patterns was determined by 
analyzing SEM images with the image processing software Image SXM. 
 
2.2.2 Results and Discussion 
 
Telephone cord buckles with some straight-wall segments formed spontaneously on the 
smooth substrate samples following tungsten deposition. A typical telephone cord buckle 
that formed on these samples is shown in Fig. 2.2 with a buckle profile shown in Fig. 2.3. 
After characterizing the buckle profiles, the film was partially removed allowing the 
tungsten film thickness of 250 nm to be determined.39,40 
 
Large straight-sided Euler buckles, Fig. 2.4a, formed spontaneously on the polymer 
patterned silicon substrates following tungsten deposition. A cross section of a buckle 
taken with AFM, Fig. 2.4b, shows that the tungsten film followed the surface 
morphology of the polymer patterned substrate. The tungsten film maintained the same 
hillocky appearance following delamination. After characterizing the buckle profiles, the 
film was partially removed allowing the tungsten film thickness of 280 nm to be 
determined. SEM images of the delaminated interface showed that the tubes were pulled 
from the Si substrate surface. The underside of the tungsten film, the side where the 
tungsten film was adhered to the polymer patterned substrate, is shown in Fig. 2.5. This 
image shows that many of the tubes were still embedded in the tungsten film after 
delamination. The image clearly shows that the tubes are wider in diameter at the base 
with a base diameter of approximately 310 nm. The total area fraction of silicon covered 
by the polymer tubes was approximately 22%.39,40 
 
2.2.3 Fracture Energy Analysis 
 
Several research groups have been working on methods to explain the formation of 
different delamination morphologies and to determine the best methods of adhesion 
calculations. There are currently two methods used to model telephone cord buckles; 
modeling the buckle as a pinned circular blister43 or modeling as a straight walled 
buckle.37,44 The mechanics for both methods are available and well understood.43,45 
Although many groups agree on the film stress state to form circular blisters (equal 
biaxial stresses), they do not agree on the stresses required to form wavy buckles. Colin 
et al.42 monitored 304L stainless steel films on polycarbonate films and saw the evolution 
from pre-existing straight buckles to wavy buckles. During the transition, the buckles 
increased in width.  This growth in width correlated with the release of stress in the 
transverse direction and indicated that this is energetically favorable for stresses along the 
length of the buckles.40 Cordill38 and Kennedy40 have shown that the differences in values 
from the methods available are well within typical standard deviations.  
 
The telephone cord and straight wall buckles provide the data from which interfacial 
fracture energies can be obtained using solutions for film systems where residual stresses 
dominate fracture behavior. The interfacial fracture energies for both morphologies are 
determined following the analysis of Hutchinson and Suo45 for a one-dimensional or 
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 straight wall buckle. The analysis is based on the assumption that the film and substrate 
are elastic isotropic solids, the film is subject to a uniform, equi-biaxial compressive in-
plane stress, and the film thickness is much less than the buckle width. The buckle is then 
modeled as a wide, clamped Euler column of length 2b as shown in Fig. 2.6. For a blister 
to form in the as-deposited film under these conditions, the compressive residual stress, 
σr, must exceed the stress for delamination, σb, as follows,45 
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In this expression, E is the elastic modulus of the film, ν is Poisson's ratio, and h is the 
film thickness. The residual stress, σr, can then be determined from the blister height, δ, 
and the stress for delamination as follows,45 
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Previous studies46,47 show that values from this approach agree with corresponding wafer 
curvature and x-ray diffraction measurements. 
 
The strain energy per unit area, Go, stored in the film and available for fracture is a 
function of the residual stress as follows,45 
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When the film buckles, the separation between the film and substrate loads the edge of 
the interfacial crack in tension. The tensile stresses drive interfacial crack advance with a 
release of strain energy given by,45 
 

 

  

! 

G =
1" #2$ 
% 
& ' 

( 
) h

2E

* 

+ 

, 
, 
, 

- 

. 

/ 
/ 
/ 

0r "0b( ) 0r + 30b( )  (2.4) 

 
This value is often designated Γ(ψ) at fracture due to its mixed mode character. 
 
The intrinsic toughness of the interface, the property of interest, is often identified with 
pure mode I loading. However, the stresses at the crack tip of a buckled film are 
comprised of mode I and mode II components. For one-dimensional blisters, the relative 
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 contributions of normal mode I and shear mode II loads are given by the phase angle of 
loading,45 
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In this equation, kI and kII are the mode I and mode II crack tip stress intensities, ξ equals 
δ/h, and ω is a dimensionless function of the Dundurs's parameters, α and β, which 
describes the elastic mismatch between the film and the substrate. As there is little elastic 
mismatch between the films and substrates in this study, ω reduces to 52.1˚.45  
 
Treating the fractures in this study as inherently mode I failures,48 the mode I 
contributions to fracture were estimated using the following empirical relationship 
between mixed mode and mode I fracture energies,45,54 
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where λ is an empirical material constant that adjusts the influence of the mode II 
contribution.45  The values of λ range from 0 to 1 with 0 depending on only mode I 
component and 1 being ideally brittle.  For most systems used in this study, λ will be 
approximately 0.3.46 
 
Four buckles that formed when the tungsten film delaminated from the silicon substrate 
were selected for measurements of buckle heights and widths since they were isolated 
from one another. Each buckle was measured at four different positions along its length 
using AFM. Combining these measurements with the elastic modulus and Poisson’s ratio 
into the equation for residual stress, eq. 2.2, yield compressive residual stresses of -3.1 
GPa for tungsten films on the smooth substrate surface sample and -3.1 GPa for the 
tungsten film on the polymer patterned substrate sample.40 The residual stresses are in 
good agreement with work by Hoffman and Thornton49 and Sun et al.50 Using equations 
(2.1)-(2.6), critical buckling stresses, phase angles of loading and mode I fracture 
energies were determined for the smooth substrate samples and given in Table 2.1. Due 
to the small number of buckles used, the Wilcoxon Signed Rank test was used to verify 
all of the samples represented the same population with a symmetric probability about a 
median value.40,51  
 
The same analysis method to find the adhesion energy was applied to the polymer 
patterned samples. As shown by the data in Table 2.1, the polymer patterned sample 
fracture energies are significantly lower than those for the smooth substrate sample. Since 
the same deposition process for the smooth and polymer patterned samples, the adhesion 
energies can be compared directly for differences. The Mann-Whitney statistical test 
comparing data from limited populations was used for this comparison. Comparing the 
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 data from these tests showed that there was a statistically significant difference between 
the two populations.  This test authenticated that the polymer tubes did decrease the 
adhesion energy of the interface.  The change in interfacial fracture energies is greater 
than indicated by the area coverage of polymer tubes suggesting an alternate mechanism 
such as flaw driven crack growth from the polymer base structures controls interfacial 
fracture.  Work to define the mechanism is beyond the scope of this study. 
 

2.3. Linear Channel Pattern Effects on Adhesion 
 
Recent studies18,19,20,21,22,23,24,25 show that significant increases in fracture resistance can 
be obtained through surface roughness. Work by Reedy52 using quantitative methods 
showed that microscale roughening an aluminum/epoxy interface from 0.2 to 7.0 µm 
RMS increased the fracture energy from 22 J/m2 to 168 J/m2. Work by Litteken and 
Dauskardt25 using patterned polymer lines ranging from 2 to 12 µm in width showed a 
strong increase in fracture resistance with decreasing aspect ratio (width to height). In 
both studies, plastic energy dissipation controls resistance. As device design approaches 
the nanoscale, plastic energy dissipation is all but eliminated as a means to improve 
performance. 
 
The purpose of this stage of the study is to develop a fundamental understanding of how 
directional nanopatterned heterogeneities affect interfacial fracture energy where system 
size precludes plastic energy dissipation. This was achieved by using sputter deposited 
tungsten films on nanopatterned silicon substrates. 
 
2.3.1 Materials and Procedure 
 
Unidirectional roughening of (100) Si was accomplished using nanoimprint lithography 
to make nominal 500 nm and 200 nm pitch channel patterns.53 The patterns were created 
using a Nanonex 2000 NIL and two silicon grating molds fabricated using laser 
interference lithography. One mold was a 500 nm dense pitch 250 nm line/space the other 
a 200 nm dense pitch 100 nm line/space. The patterns were thermally imprinted into a 
polymer resist coating and transferred to the underlying four-inch-diameter thermally 
oxidized silicon wafers using reactive ion etching with a Cl2/HBr plasma. The technique 
created a two dimensional array of rectangular-toothed patterns (i.e., parallel channels 
with a rectangular cross-section) as shown in Fig. 2.7 for the 200 nm pitch sample. The  
actual size of the channels was 60 nm wide and 90 nm deep. AFM showed the 
rectangular-toothed patterns had an RMS surface roughness of 97 nm. SEM images also 
showed that these channels had smooth sidewalls that met the surface with slightly 
rounded corners. The reentrant corners at the base of the channels in the 500 nm pitch 
substrate exhibited more rounding as shown in Fig. 2.8. To determine the effect of pitch 
and depth of the channels on the measured fracture energies, stressed tungsten films were 
deposited on wafers with 500 nm pitch channels and then wafers with 100 nm pitch 
channels. 
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 2.3.2 Results and Discussion 
 
The first attempt at deposition on the 500 nm pitch channel wafers resulted in incomplete 
film formation as shown in Fig. 2.9. This figure also shows that deposition was 
unidirectional, similar to evaporation, due to low processing pressures required for high 
compressive residual stresses. Nevertheless, the cross sections showed that the sputter 
deposited films completely filled the base of the channels and into the channel corners. 
The films on the channel pattern surface were uniform in thickness and readily 
delaminated as shown in Fig. 2.10. When these films delaminated they formed cracks that 
propagated along the channel pattern surface accompanied by through-thickness fracture 
of the tungsten films perpendicular to the channel walls. The intrinsic compressive 
residual stresses led to film roll, much like an edge lift off test. The films in the channels 
remained fully adhered. Deposition of a thicker film led to similar results, where 
delamination also occurred readily along the channel pattern surface. As shown in Fig. 
2.11, the thicker film led to widespread coil formation across the sample surface as the 
tungsten films delaminated from the channel pattern surface. Again, the films in the 
channels remained fully adhered. 
 
Deposition of tungsten onto the 200 nm pitch sample created nearly uniform films across 
the surface. The films spontaneously delaminated following deposition forming two types 
of buckles. Small telephone-cord like buckles formed on the channel patterns by 
alternating segments running parallel and segments running perpendicular to the channels 
creating a telephone cord buckle running at a 45˚ angle to the channel pattern (Fig. 
2.12a). Large straight-sided buckles formed perpendicular to the channel patterns. The 
buckle widths in both cases spanned many channels (Fig. 2.12b).   
 
Interfacial fracture energies were first determined from the telephone cord blisters shown 
in Fig. 2.12a and then compared to the fracture energy for tungsten on smooth silicon. 
Each set of data included six blisters. These results are summarized in Table 2.2. The data 
in Table 2.2 shows that the fracture energy increased from 0.6 to 0.9 J/m2 with the 
channel roughening. Nearly identical film thickness and deposition processes and high 
modulus and yield strength for the tungsten film negate the probability of plasticity being 
responsible for this increase. Using the same analysis for the large blisters running 
perpendicular to the channel patterns, Fig. 2.12(b), gives an average fracture energy of 
0.85 J/m2. The values are slightly lower than those for blisters parallel to the channel 
patterns and accounts for their larger size. Nevertheless, unidirectional patterning 
increased the energy required for crack growth over that for a smooth interface.40 

 
2.4 Roughened Surface Effects on Adhesion 
 
The purpose of this stage of the study was to develop an understanding of how random 
nanoscale heterogeneities affect interfacial fracture energy. This was accomplished by 
using sputter deposited tungsten films on lapped silicon substrates to determine how sub 
micron scale heterogeneities affect film fracture and by using hillock roughening of 
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 silicon substrates to determine how nanoscale heterogeneities affect multilayer film 
sample fracture. 
 
2.4.1 Lapped silicon substrates 
 
2.4.1.1 Materials and Procedure 
 
Samples in this stage of the study were fabricated using the as-received side of the silicon 
wafers. The RMS surface roughness was 912 nm compared with the RMS roughness of 2 
nm for the smooth polished surface silicon substrates, Fig. 2.13. A 200 nm thick film of 
tungsten was deposited onto the substrates at low working pressures to generate high 
compressive stresses. The difference in film thickness to surface roughness duplicates 
effects seen in a number of microelectronic applications. 
 
2.4.1.2 Results 
 
There was no spontaneous delamination of the films from the rough substrates. This 
indicated that the energy required for delamination was much larger than for the as-
polished smooth substrates described earlier.  To qualitatively assess susceptibility to 
fracture, smooth and rough interface samples were subjected to nanoscratch testing.  The 
scratch tests were conducted in load control while monitoring lateral force until a 
maximum load of 100 mN was attained. Fig. 2.14 shows the normal load and lateral 
response of the smooth sample and Fig. 2.15 shows the normal load and lateral response 
of the rough sample. The transition from a constant to an undulating friction coefficient 
indicates that the smooth film started to delaminate when scratch was 50 mN.  Optical 
images of the surface showed blisters forming on either side of the scratches.  The same 
loading is not seen with the scratch testing of the rough sample. Both the normal and 
lateral load is shown to undulate constantly during the scratch. The spikes indicate when 
the tip has come into and out of direct contact with Si substrate. Optical images of this 
sample revealed no blisters.40 
 
Results showed that delamination was easily induced when the surface roughness is low 
(2nm).  Although no clear conclusion can be made to show that the interfacial fracture 
energy actually increases with surface roughness, it is evident that the surface roughness 
controls the ability to apply uniform stresses to a localized area required for the 
delamination for systems where the film thickness is much less than the substrate 
roughness.   
 
 
 
2.4.2 Hillock Roughening 
 
In fracturing samples with strong bonds, such as titanium, chromium, and tantalum 
nitride, significant effort has been devoted to test method development and sample 
preparation.  The previously discussed fracture methods cannot always be used to 
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 delaminate the desired interfaces.  Stressed overlayer tests are often insufficient since 
the residual stress magnitudes in the films required for delamination and fracture are 
beyond those possible by current fabrication methods. Nanoindentation and nanoscratch 
techniques also cannot always be implemented since the far field stresses required for 
fracture can not always be generated in selected film systems. A relatively new method is 
four point bending.   Using specific sample geometry and loading configurations, the 
four-point bending test technique measures the critical load sufficient for crack growth 
along an interface that can then be used to calculate the sample’s strain energy release 
rate required for crack growth.  At this critical load where crack growth occurs, the strain 
energy release rate equals the interfacial fracture energy.  This experimental technique 
was derived by originally Charalambides for laminate composites20, 21 and then further 
developed to measure the adhesion of thin films for microelectronics by Dauskardt et 
al.22-38.  The bond strength of platinum films on silicon with titanium adhesion layers was 
measured as a function of hillock roughening. 
 
2.4.2.1 Materials and Procedure 
 
Two systems were tested: platinum-on-titanium on 4 nm RMS and 15 nm RMS silicon 
substrates. The silicon substrates were fabricated using deep reactive ion etching (DRIE) 
of silicon wafers with SF6 and O2 gases. SF6, the etchant, ionizes into SF5, which reacts 
with the Si surface yielding the volatile product SiF4. O2 is used to generate more F- ions 
(increases etch rate), etch away the hydrocarbon residues, and form the passivating film 
SiXOXFX. To alter the Si surface, the gas flow rates, ICP power, RF power, time, pressure 
and temperature of the DRIE process were carefully selected. By increasing O2, 
passivation/etching cycle ratio (4/2), and operating at cryogenic temperature, -110°C, the 
ion exposure to the surface passivation film is limited, decreasing the etch rate and the 
degree of anisotropy causing ‘Black Silicon’ or ‘Silicon Grass’ formation, Fig. 2.16.40 In 
this application, grass roughening on the order of 20-30 nm was achieved. The silicon 
grass is removed leaving a roughened substrate, Fig. 2.17. A 175nm Pt film (with 6nm 
Ti) was deposited onto two wafers by DC magnetron sputtering. The processing pressure 
used was 11 mTorr with a forward power of 60 W. Scanning electron and atomic force 
microscopy,  SEM and AFM, were used to characterize the silicon surface roughness, 
assess sputtering coverage, and evaluate interfacial fractures. Samples were then split 
along pre-scored lines and epoxy bonded together creating four point bend interfacial 
fracture samples.40 
 
2.4.2.2 Results and Discussion 
 
Four point bend tests were used to measure resistance to interfacial fracture of the 
roughened interface samples. Fig. 2.18a shows a schematic of the four-point bend sample  
 
with loads and moments during test. Figure 2.18b shows the four-point bend fixture with 
sample in place. Of the three four-point bend samples made from each substrate and 
tested, only two exhibited crack initiation and propagation along an interface. In both 
cases, fracture occurred along the platinum-epoxy bonds at critical loads of 10.4 and 8.4 
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 N. The critical loads of 10.4 and 8.4 N yield fracture energies of 18.21 and 11.88 J/m2  
obtained using the following equation, 
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In this equation, G is the interfacial fracture energy, P is the load, E is the Young’s 
modulus, ν is Poisson’s ratio, L is the length between inner and outer load pins, b is the 
sample width and h is the sample height.  
 
While fracture along the platinum-epoxy bond is not the desired result, the results still 
yield useful information about the platinum-silicon interface strength. Since the fracture 
occurred between the epoxy and the thin metal film, it can be concluded that the 
platinum-epoxy interface has a lower interfacial fracture energy than does the silicon-
platinum interface. Since the sample population of ‘no roughness wafers’ yielded an 
average adhesive toughness of 6.02 J/m2 to the roughened 15.04 J/m2, it can be concluded 
that adhesion strength does increase with increased surface roughness. 
 
2.4.3 Continuing Work 
These initial tests showed that the fracture energy can be increased for an interface with 
uniform chemistry by altering the nanoscale patterning.  However, the limited number of 
successful tests did not allow for conclusive results.  Blister tests will be done in the 
future using these hillock Si samples using tungsten overlayers. If higher residual stresses 
are needed, nitride overlayers will also be used to drive delaminations.   
 

2.5 Summary 
 
The experimental portion of this study focused on the effects of tailored interfacial 
chemistry on adhesion, use of unidirectional nanopatterns on fracture resistance and the 
effects of uniform nanoscale roughness on fracture.  Using three different fracture 
techniques, nanoindentation, overlayers and four point bending, this study was able to 
show two significant findings.  First, the interfacial energy scales with the area fracture 
coverage of the interface chemistry having the highest adhesion energy.   Secondly, the 
unidirectional and hillock patterning both increase the energy required for crack growth 
over that for a smooth interface.  
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Table 2.1 
Fracture energies for sputter deposited tungsten on smooth and polymer patterned 
oxidized silicon wafers 
 
Film hW b δ σb σr Γ(ψ) ψ ΓΙ 
 (nm) (µm) (µm) (GPa) (GPa) (J/m2)  (J/m2) 
Smooth 250 14 1.4 0.1 -3.0 2.7 -90 0.6 
Patterned 400 43 3.1 0.03 -1.5 1.0 -90 0.4 
 
Table 2.2 
Fracture energies for sputter deposited tungsten on smooth and channel patterned 
oxidized silicon wafers 
 
 
Film hW b δ σb σr Γ(ψ) ψ ΓΙ 
 (nm) (µm) (µm) (GPa) (GPa) (J/m2)  (J/m2) 
Smooth 
 250 14 1.4 0.1 -3.0 2.7 -90 0.6 
Patterned  
  small 280 13 1.4 0.2 -3.6 4.3 -90 0.9 
  large 280 85 1.1 0.004 -3.6 4.1 -90 0.8 
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(c) 
 
 
Fig. 2.1. (a) This image shows the uniform deposition of the polymer tubes. (b) Closer 
examination shows very uniform tubes were deposited with a diameter of 200 nm. (c) A 
tilted sectional view shows that the tubes stand approximately 500 nm high.   
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Fig. 2.2.  The telephone cord buckles formed spontaneously when the 250nm 
compressive W film delaminated from the oxidized silicon substrate.   
 
 
 
 
 
 
 
  
 

 
 
Fig. 2.3.  AFM images were taken of the buckles that formed during the separation of the 
tungsten-oxidized silicon interface and this is a typical cross section.  The interfacial 
energy of this interface was determined to be 0.6 J/m2.  
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Fig. 2.4a. Straight walled buckles formed spontaneously on the polymer patterned 
samples with some short telephone cord buckle formation. 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2.4b.  Cross section of the buckle morphology seen in delamination along tungsten-
oxidized silicon interface masked by polymer tubes. 
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Fig. 2.5.  This image of the under side of the W film after delamination shows the pores 
made during deposition and the polymer tubes within these pores.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2.6. A cross section schematic showing dimensions of a uniform width straight wall 
and telephone cord buckle.  
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Fig. 2.7. Nanoimprint lithography was used to create two dimensional rectangular-
toothed patterns (i.e., parallel channels with a rectangular cross-section) in silicon wafer 
substrates as shown here for the 200 nm pitch sample. 
 
 
 
 
 
 

 
 
Fig. 2.8. Reentrant corners at the base of the 500 nm pitch sample channels exhibited 
significantly more rounding than the 100 nm pitch sample channel corners. 
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Fig. 2.9. Sputter deposition onto the 500 nm pitch channel samples was unidirectional 
with partial channel fill. The films completely filled the base of the channels and channel 
corners. 
 
 
 
 
 
 
 
 

 
 
Fig. 2.10. Films on the 500 nm pitch channel pattern surface were uniform in thickness 
and delaminated following deposition. Residual stresses led to film roll. 
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Fig. 2.11. Deposition of a thicker film on the 500 nm pitch samples led to widespread coil 
formation as the tungsten films delaminated from the channel pattern surface. 
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(a) 
 

 
 
(b) 
 
 
 
 
 
Fig. 2.12. The films spontaneously delaminated following deposition forming two types 
of buckles. (a) Small telephone-cord like buckles formed on the channel patterns by 
alternating segments running parallel and perpendicular to the channels. (b) Large 
straight-sided buckles formed perpendicular to the channel patterns. 
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(a) 
 

 
(b) 
 
 
 
 
 
 
 
Fig. 2.13. Optical micrographs showing silicon substrates with (a) 912 nm rms and (b) 2 
nm rms surface roughness. The inserts are AFM deflection images of the substrate 
surfaces. 
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Fig. 2.14. Scratch test of tungsten on smooth silicon shows a distinct transition when film 
fracture occurs. 
 
 
 
 
 
 

 
 
Fig. 2.15. The rough morphology prevents uniform loading of external stresses into the 
film system as shown by this plot of lateral and normal loading into the tungsten film on 
rough silicon. 
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Fig. 2.16. The silicon substrates were fabricated using deep reactive ion etching leading 
to silicon grass formation.40 
 
 
 
 
 

 
 
Fig. 2.17. Removing the silicon grass leaves a roughened surface. 
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(a) 
 

 
(b) 
 
 
 
 
 
 
 
Fig. 2.18. (a) Schematic of a multilayer film sample showing loads and moments in 
flexure during (b) four-point bend testing. 
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3. Finite Element Analysis of Cracking 

Along a Patterned Interface 
 

3.1 Introduction 
 
It is well known that interfacial roughness can increase interfacial toughness.1-5 This 
increase in toughness is thought to arise from a number of sources including an increase 
in the real interfacial surface area, enhanced plastic energy dissipation in the bulk 
materials, and mechanical interlock. The focus of the present work is to determine how 
geometric and material parameter choices affect the apparent toughness of thin film 
interfaces that have patterned nanoscale roughness.  Here we limit the investigation to 
interfaces between elastic materials precluding the possibility of dissipation by plastic 
deformation in the bulk. In this case one would expect that an increase in apparent 
interfacial toughness is linked to the increased real surface area of an interface with 
patterned roughness. The apparent interfacial toughness could be further enhanced if 
strain energy is locked into the structure by contact, as might be the case under a mixed-
mode (combined tensile and shear) loading. It is also possible that discontinuous crack 
growth could dissipate additional energy as kinetic energy that is then converted to 
thermal energy. 
 

3.2 Finite Element Simulations 
 
The finite element simulations were performed using Sandia National Laboratories’ 
transient dynamics Presto 3-D finite element code.6 Presto 3-D uses explicit (time-
stepping) integration techniques to resolve stress waves within a body. This type of code 
is particularly well suited to analyze problems with discontinuous events like those that 
might occur in complex, crack growth simulations. The loading rate was typically 1 
nm/ns so as to ensure that the kinetic energy associated with the loading is negligible.  
Furthermore, two percent stiffness proportional viscous damping was used in all 
calculations to damp out high frequency stresses.  
 
A cohesive zone model, which is implemented in Presto 3-D via its contact algorithm, 
was used to simulate interfacial crack growth. In a cohesive zone model, interfacial 
separation is defined in terms of an effective interfacial traction vs. separation 
relationship (Fig. 3.1). Key parameters are the interfacial strength 

! 

ˆ "  and the intrinsic 
work of separation/unit area Γo. A cohesive zone separation model is computationally 
attractive since crack growth is a natural outcome of the solution, and moreover it leads 
to mesh-independent results since a length scale is embedded within the model (provided 
that the mesh is fine enough to resolve the cohesive zone at the crack tip). The particular 
cohesive zone formulation used in this study is similar to that used by Tvergaard and 
Hutchinson.7 The contact algorithm does provide constraint against normal 
interpenetration. The effective separation λ is defined as 
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where  δn and δt are the normal and tangential displacement jump across the interface 
while 
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"
n

c  and  
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"
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c are the respective critical values. Since there is no compelling reason to 
assume otherwise, 

! 

"
n

c
= "

t

c
= " c is assumed. The normal and tangential interfacial tractions 
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The shape of the traction-separation relation has been found to be relatively unimportant7. 
Consequently, for the sake of simplicity a simple triangular relationship with a steep 
loading segment was used (typically used λ1=0.02). The work of separation per unit area 
of interface is path independent and equals the value of the potential φ evaluated at λ = 1 
(eq. 3.2). For the assumed triangular relationship, the intrinsic work of separation Γo 
equals 

! 

ˆ " #
c

2. In this study the separation relationship represents in, a rudimentary way, 
the atomistic separation process.  In most calculations, an intrinsic work of separation of 
0.3 J/m2 is used; a value consistent with that measured value for a SiO2/W interface.8 The 
critical separation distance δc is taken to be one nm. 
 
Fig. 3.2 shows the idealized, thin film bimaterial strip geometry analyzed. This particular 
plane strain geometry was chosen for its simplicity and because the solution for a flat 
interface is known and consequently provides a baseline to compare against. 
Furthermore, its thinness allows for relatively rapid stress equilibration during loading. 
The strip is composed of two layers, each with thickness h. The top layer will be referred 
to as the film, while the bottom layer will be called the substrate. An 80a length of the 
patterned interface is initially unbonded (Fig. 3.2). The strip is subjected to a fixed grip 
loading where the top edge is displaced relative to the fixed lower edge. Consequently 
any desired global mixed-mode loading can be easily applied by varying the ratio of 
normal to tangential edge displacement. Most calculations were performed for a 
rectangular-toothed pattern (Fig. 3.2b), although some calculations were also performed 
for a rippled interface (Fig. 3.2c).  The patterns are defined by the characteristic lengths a 
and b. Note that these 2-D, plane strain models actually define parallel channels with 
either a rectangular-toothed or rippled cross-section. The side length of elements along 
the interface was typically 5 nm. Unless indicated otherwise, reported results are for a 
bimaterial composed of tungsten film (E=410 GPa, ν=0.28) on a silicon substrate (E=161 
GPa, ν=0.23).  
 
The efficacy of a given interfacial pattern is quantified in terms of its apparent toughness, 
Γa.  Apparent toughness is defined as the toughness that a similar bimaterial strip, but 
with a flat interface, would have to have for crack growth to initiate at the same load 
level. Load level can be defined in terms of the normal 

! 

"
n

*  and shear stress, 

! 

" * found in 
the uniformly stressed region far ahead of the crack tip. Based upon energy 
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 considerations, it is easy to show that for a bimaterial strip with a total thickness of 2h 
(Fig. 3.2) 
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where the equivalent uniaxial strain modulus Eu is given by  
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and where the equivalent shear modulus G is given by 
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Here Ei is the Young’s modulus, νi is the Poisson’s ratio and Gi is the shear modulus of 
layer i=1 (film) or 2 (substrate). 
 
Table 3.1 lists results of test calculations that illustrate the accuracy of the modeling 
techniques used. The tungsten/silicon bimaterial analyzed has an intrinsic interfacial 
toughness Γo=0.3 J/m2 and a film thickness h=250 nm. For the case of a flat interface, the 
apparent toughness should equal the intrinsic toughness. Furthermore, the results should 
be independent of the interfacial strength 

! 

ˆ "  as long as the element size is small enough to 
resolve the cohesive zone and the cohesive zone length is small relative to other 
geometric length scales. Table 3.I shows that the calculated results are consistent with 
expectation and that a mesh with 5 nm long interfacial elements is sufficient to resolve 
the cohesive zone. Table 3.1 also lists results for a rectangular channel interface pattern 
with a=b=25 nm. Calculations were performed for both the standard mesh and a refined 
mesh with 2.5-nm long interfacial elements. First notice that the calculated results do 
depend on the choice of interfacial strength (the reason for this will be discussed in detail 
below). For a given value of interfacial strength, the Γa values determined using the 
refined mesh are in acceptable agreement with those determined using the standard mesh 
(within 7% when 

! 

ˆ " =600 MPa and within 4% when 

! 

ˆ " =1000 MPa).  Given the complex 
failure process, calculated results are adequate for comparing the apparent toughness of 
bimaterial strips with one interfacial pattern to another. Also note that Γa scales with the 
square of the load. 
 

3.3 Results 
 
Calculations have been performed for a wide range of material and geometric parameters. 
Unless indicated otherwise, all results are for a tungsten/silicon bimaterial strip that 1) 
has a square channel interface pattern with a=b=25 nm, 2) is subjected to a global mode I 
loading, 3) has h=250 nm, and 4) has an interface with Γo=0.3 J/m2 and 

! 

ˆ " =600 MPa. 
  
First consider the effect of interfacial strength 

! 

ˆ "  on calculated apparent toughness Γa (δc 
is adjusted to maintain Γo=0.3 J/m2). Figs. 3.3 through 3.8 plot the calculated traction vs. 
edge displacement for the three positions adjacent to the initial crack tip: position A is at 
the tip of the silicon tooth, position B is at the middle of the channel wall, and position C 
is at the tip of the tungsten tooth (see the insert in the Figures). When 

! 

ˆ " =300 MPa, the 
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 crack does not grow (Fig. 3.3). Instead the entire uncracked ligament separates in a 
uniform manner as the interface follows the unloading path defined by the traction-
separation relationship (Fig. 3.1). The far field ligament stress 

! 

"
n

*  reaches a maximum 
prior to separation. Consequently, the concept of an apparent interfacial toughness does 
not apply when the interface strength is relatively low. When 

! 

ˆ "  is 400 MPa or higher, the 
crack does grow. Crack growth initiates first ahead of the main stalled crack along an 
interfacial segment at the tip of the tungsten tooth (point C) and then at the tip of the 
silicon tooth. Here initiation is defined as when softening behavior commences and the 
cohesive zone first begins to form. Ultimately, the sidewall fails (point B) and the stalled 
crack propagates rapidly. Note that segment cracking at tooth tips typically initiate 
throughout the ligament prior to rapid propagation although rapid cracking always 
initiates from the stalled crack tip where conditions are more critical. Also note that 
tooth-to-tooth stress transfer gives rise to a uniform ligament stress state once beyond the 
region immediately surrounding the patterned interface. The most important observation 
is that crack growth process is discontinuous with crack initiation in front of the stalled 
crack tip. The interface does not simply unzip in a continuous manner. The rapidity at 
which the tooth-tip interfacial segments (point A and C) fail is a strong function of 
interfacial strength. As 

! 

ˆ "  increases from 400 MPa to 1200 MPa (Figs 3.4-3.7), the 
interfacial segment at the tip of the tungsten tooth fails more rapidly and unloads more 
fully prior to sidewall failure and rapid growth of the stalled crack. As noted in Table 3.2, 
the maximum applied load did not coincide with the rapid propagation of the stalled 
crack when 

! 

ˆ " =400 MPa and when 

! 

ˆ " =1200 MPa. When 

! 

ˆ " =1200 MPa, the interfacial 
segment at the tip of all the tungsten teeth had completely failed prior to rapid 
propagation of the stalled crack (i.e., voids at the tip of the tungsten teeth formed 
throughout the entire ligament). The calculation of an apparent toughness (eq. 3.4) is 
most appropriate when crack growth coincides with peak load (as is the case in linear 
elastic fracture mechanics). Nevertheless, the apparent toughness has been computed for 
such cases based on the

! 

"
n

*  value corresponding to the rapid propagation of the stalled 
crack (Table 3.2). 
 
Results listed in Table 3.3 indicate that elastic properties of the substrate also have a 
strong influence on apparent toughness. All results are for a tungsten film while the 
substrate elastic properties range from tungsten to silicon to aluminum to graphite. The 
apparent toughness increases as the substrate becomes more compliant. Note that the 
quantity α listed in the Table 3.3 is one of Dundurs’ elastic mismatch parameters. It is 
defined as 
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where  
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E 
i
= E

i
/(1"#

i

2
)  for plane strain. Table 3.4 lists apparent toughness values for 

three different values of intrinsic toughness (δc fixed at 1 nm).  The apparent toughness 
increases with intrinsic toughness. 
 
Results in Tables 3.5 through 3.7 show how apparent toughness varies with geometric 
parameters. Results for a bimaterial strip with h=500 and for a=b, indicate that the 
apparent toughness increases with the characteristic length scale of the pattern (Table 
3.5). Table 3.6 results indicate that apparent toughness increases as the aspect ratio of the 
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 tooth, b/a, increases (a is fixed at 25 nm). A pattern with a longer tooth has a higher 
apparent toughness. The ratio of film thickness h to pattern characteristic length a can 
also affect apparent toughness (Table 3.7). These results suggest that film thickness must 
be 20 times the pattern height for apparent toughness to become insensitive to film 
thickness (compare results for a =12 nm for h=250 nm and 500 nm). 
 
Calculations were also performed for a range of global mode mixity (Table 3.8, Fig. 3.9). 
Global mode mixity is defined as tan-1(

! 

" */

! 

"
n

*  ). As one expects, apparent toughness 
increases with global mode mixity. Note that for a mode mixity of 36o or higher the 
calculated apparent toughness corresponds to the rapid propagation of “z”-cracks (see 
insert in Fig. 3.9, one of the sidewalls remains bonded). 
 
A few illustrative calculations were also performed for a rippled interface (Fig. 3.2c). 
Table 3.9 compares results for square channel and rippled channel patterns with the same 
characteristic lengths of a=b=25 nm. Note that when a=b, the true interfacial area of the 
rippled interface is 1.48 times that of a flat interface while the interfacial area of a square 
channel interface is twice that of a flat interface. The apparent toughness is greater for the 
interface with the higher true interfacial area. 
 

3.4 Discussion 
 
The discontinuous nature of the calculated crack growth process is not surprising. The 
crack-tip is stalled as it tries to kink in a direction that is perpendicular to its original path.  
It is well known that the energy release rate, G, at the tip of a kinked crack can be 
significantly less than its value prior to kinking. For example, the energy release rate at 
the tip of kinked crack, where the kink angle is 90o from the initial crack plane, is only 
one fourth of the energy release rate that would exist if the crack had advanced straight 
ahead.9 In the problems analyzed, it was easier to initiate cracking on interfacial segments 
at the tip of the teeth in the rectangular-toothed channel pattern than to kink the original 
crack 90o.  Presumably, local stress concentrations determine which tooth segments crack 
first (i.e., at the tip of the tungsten teeth rather than at the tip of the silicon teeth). 
 
One expects that apparent toughness should at least scale with true interfacial area for 
crack-like interfacial failure; when the transition to rapid crack propagation is abrupt and 
coincides with the calculated peak ligament stress. In other words, 
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where Ar is the ratio of true to nominal interfacial area. The 

! 

"
a
/(A

r
"
o
)  values reported in 

Tables 3.2-3.9 are broadly consistent with this expectation. There are some cases where 
this ratio falls below a value of one, but in those cases the transition to rapid crack 
propagation is less abrupt (e.g., compare Figs. 3.4 and 3.5). In fact, the energy dissipated 
should still equal at least ArΓo in those cases. Values of less than one are thought to be 
associated with the use of a linear elastic fracture mechanics calibration (eq. 3.4) that is 
not strictly applicable when crack propagation is less than abrupt.  
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 Many of the reported 

! 

"
a
/(A

r
"
o
)  values are significantly greater than one. The reason 

for this appears to be associated with the relative speed of the crack formation at the tip 
of the teeth in the rectangular-channel pattern once segment cracking initiates. Crack 
initiation is governed by interfacial strength 

! 

ˆ " . Under a locally mode-I like loading, a 
crack cannot initiate on the interfacial segment at the tip of a tooth until the interfacial 
normal stress exceeds 

! 

ˆ " . Once cracking can initiate, the rapidity with which it fails 
depends on the energy available to fail the tooth-tip interfacial segment. Here we use a 
simple estimate for the stress needed to crack a tooth-tip segment as a relative measure of 
the tendency for segment cracking. Using well known results,9 the energy release rate for 
an isolated crack of length 2l lying on the interface between two semi-infinite blocks 
subject to remote stress σ* can be shown to equal 
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2
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"1with 

! 

E 
i
 defined previously (eq. 3.7) and where Dundurs’ 

parameter β is assumed to equal zero (a common approximation).9 The estimated 
segment cracking stress, σc, is simply taken to equal the stress required to fully open and 
advance an interfacial crack of length 2a along an interface with toughness Γo (here a is 
the characteristic pattern length as defined in Fig. 3.2b). Using eq. 3.9,  
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Note that σc values are comparable only when the aspect ratio a/b is held fixed since eq. 
3.10 does not consider the details of the pattern geometry. The ratio of 

! 

ˆ " /σc is the desired 
figure of merit. When this ratio is relatively high, the stress to initiate segment cracking is 
high compared to the stress needed to open the crack, and once initiated the crack will 
form relatively abruptly. The crack segment fails dynamically to create kinetic energy 
that is then dissipated by viscous damping in the calculation. When the value of 

! 

ˆ " /σc is 
relatively low, it is difficult to open the interfacial segment once cracking is initiated. The 

! 

ˆ " /σc values reported in Tables 3.2-3.7 clearly correlate with 

! 

"
a
/(A

r
"
o
)  values. Higher 

values of 

! 

ˆ " /σc correspond to higher values of 

! 

"
a
/(A

r
"
o
) . Fig. 3.10 plots the results listed 

in Tables 3.2-3.5 that encompass variations in interfacial strength 

! 

ˆ " , substrate elasticity 
α, intrinsic toughness Γo, and characteristic length a (all for a=b nm). Fig. 3.10 shows 
that the 

! 

ˆ " /σc figure of merit rationalizes these variations in a simple way.  
 
Apparent interfacial toughness also increases with the applied global mode mixity (Fig. 
3.9). This result is fully expected. Previous work has shown that interfacial roughness can 
contribute to increases in interfacial toughness with increasing load mode mixity10. Strain 
energy is locked into the films by persistent contact and cannot be released to create new 
surfaces. Finally note that Table 3.9 suggests that results for a rippled channel interface 
(Ar = 1.5) and a square-channel interface (Ar = 2.0) are quite similar when suitable scaled 
by the appropriate Ar value. As with the rectangular-toothed channel interface pattern, the 
crack growth process is discontinuous with crack initiation at the tip of the teeth prior to 
sidewall failure on the descending portion of the interface. This suggests that the actual 
shape of the pattern may be less important than one might suppose as long as the failure 
process is similar.  
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3.5 Conclusions 

 
The most important finding is that the apparent interfacial toughness scales directly with 
real interfacial area. Consequently, apparent toughness can be increased by increasing the 
length-to-width aspect ratio of the pattern (increase b/a, Fig. 3.2). However, this ratio 
cannot be increased without limit. For example as the teeth in a rectangular-channel 
pattern become relatively long, increased tooth-to-tooth stress transfer will increase the 
stress at the root of the tooth and the tooth could fracture. This is one aspect of the 
problem that still needs to be considered. The apparent interfacial toughness also scales 
directly with a figure of merit that compares interfacial strength, 

! 

ˆ " , to a measure of the 
stress needed to open the interfacial segment once cracking initiates. This segment 
cracking stress, σc, varies as (E*Γo/a)1/2 were E* depends on the mismatch in 
film/substrate elastic properties, Γo is the intrinsic interfacial toughness, and a is the 
characteristic length scale of the pattern. Apparent toughness tends to increase with 
increasing 

! 

ˆ " /"
c
 as segment failure becomes more abrupt and brittle-like. The increased 

energy dissipation is associated with a more dynamic failure process with kinetic energy 
dissipated by viscous damping in the calculation. It is not clear if a more brittle-like 
failure is desirable or not. Furthermore, the increase in apparent toughness with 
increasing 

! 

ˆ " /"
c
 is not without limit. At relatively high values of 

! 

ˆ " /"
c
, voids can 

propagate throughout the entire ligament prior to rapid cracking (Fig. 3.8 where 

! 

ˆ " =1200 
MPa).  
 
There are several other aspects of the problem that need to be considered. For instance 
the effect of residual film stress was not examined. The calculated results also reflect the 
cohesive zone model used. The model used in this study is based on a potential function 
and has no intrinsic dependence on mode mixity. The accuracy of this assumption is 
unknown. That question provided the motivation for the atomistic study of interfacial 
separation discussed in the next chapter. 
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Table 3.1. Illustrative finite element results demonstrating the accuracy and convergence 
of calculated apparent toughness Γa (tungsten film, on a silicon substrate, h=250 nm, 
square channel interface pattern has a=b=25 nm, Γo=0.3 J/m2, global mode I loading). 
 

 
 Pattern 

type 
Interfacial 

element length 
(nm) 

! 

ˆ "  
(MPa) 

! 

"
a
 

(J/m2) 

flat 5.0 600 0.31 
flat 5.0 1000 0.30 

square 5.0 600 0.58 
square 2.5 600 0.62 
square 5.0 1000 1.47 
square 2.5 1000 1.53 

 
Table 3.2. Apparent toughness Γa as a function of interfacial strength 

! 

ˆ "  (tungsten film on 
a silicon substrate, h=250 nm, square channel interface pattern with a=b=25 nm, Γo=0.3 
J/m2, global mode I loading). 

 

! 

ˆ "  

(MPa) 

! 

"
c
 

(MPa) 

! 

ˆ " /"
c
 

! 

"
a
 

(J/m2) 

! 

"
a
/(A

r
"
o
)  

400 970 0.41 0.421 0.70 
600 970 0.62 0.58 0.97 
800 970 0.83 0.78 1.30 

1000 970 1.03 0.88 1.47 
1200 970 1.24 0.901 1.50 

1 Maximum applied load does not coincide with crack propagation. 
 
Table 3.3. Apparent toughness Γa as a function of substrate material (tungsten film, 
h=250 nm, square channel interface pattern with a=b=25 nm, Γo=0.3 J/m2, 

! 

ˆ " =600 MPa, 
global mode I loading). 

 
 E  

(GPa) 

ν α 

! 

"
c
 

(MPa) 

! 

ˆ " /"
c
 

! 

"
a
 

 (J/m2) 

! 

"
a
/(A

r
"
o
)  

tungsten 410 0.28 0.00 1300 0.46 0.47 0.79 
silicon 161 0.23 0.45 970 0.62 0.58 0.97 
aluminum 69 0.32 0.71 710 0.85 0.68 1.13 
graphite 17 0.30 0.92 370 1.62 0.891 1.48 
1 Maximum applied load does not coincide with crack propagation. 
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 Table 3.4. Apparent toughness Γa as a function of intrinsic interfacial toughness Γo 
(tungsten film on a silicon substrate, h=250 nm, square channel interface pattern with 
a=b=25 nm, global mode I loading). 

 

! 

"
o
 

(J/m2) 

! 

ˆ "  

(MPa) 

! 

"
c
 

(MPa) 

! 

ˆ " /"
c
 

! 

"
a
 

(J/m2) 

! 

"
a
/(A

r
"
o
)  

0.2 400 790 0.51 0.34 0.84 
0.3 600 970 0.62 0.58 0.97 
0.4 800 1120 0.71 0.90 1.13 

 
 
 
Table 3.5. Apparent toughness Γa as a function of characteristic length a (tungsten film 
on a silicon substrate, h=500 nm, square channel interface pattern with a=b, Γo=0.3 J/m2, 

! 

ˆ " =600 MPa, global mode I loading). 
 

a 

(nm) 

! 

"
c
 

(MPa) 

! 

ˆ " /"
c
 

! 

"
a
 

(J/m2) 

! 

"
a
/(A

r
"
o
)  

12 1400 0.43 0.51 0.85 
25 970 0.62 0.72 1.20 
50 690 0.88 0.86 1.44 

 
 
 
Table 3.6. Apparent toughness Γa as a function of channel pattern aspect ratio b/a 
(tungsten film on a silicon substrate, h=250 nm, pattern has a=25 nm, Γo=0.3 J/m2, 

! 

ˆ " =600 MPa, global mode I loading). 
 

b/a Ar 

! 

"
c
 

(MPa) 

! 

ˆ " /"
c
 

! 

"
a
 

(J/m2) 

! 

"
a
/(A

r
"
o
)  

0.5 1.5 970 0.62 0.40 0.89 
1.0 2.0 970 0.62 0.58 0.97 
1.5 2.5 970 0.62 0.83 1.10 
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 Table 3.7. Apparent toughness Γa as a function of film thickness h (tungsten film on a 
silicon substrate, pattern has a=b, Γo=0.3 J/m2, 

! 

ˆ " =600 MPa, global mode I loading). 
 

h 

(nm) 
a 

(nm) 
h/a 

! 

"
c
 

(MPa) 

! 

ˆ " /"
c
 

! 

"
a
 

(J/m2) 

! 

"
a
/(A

r
"
o
)  

250 12 21 1400 0.43 0.48 0.81 
250 25 10 970 0.62 0.58 0.97 
250 50 5 690 0.88 0.491 0.81 
500 12 42 1400 0.43 0.51 0.85 
500 25 20 970 0.62 0.72 1.20 
500 50 10 690 0.88 0.86 1.44 

1 Maximum applied load does not coincide with crack propagation. 
 
Table 3.8. Apparent toughness Γa as a function of the global mode mixity (tungsten film 
on a silicon substrate, h=250 nm, square channel interface pattern with a=b=25 nm, 
Γo=0.3 J/m2, 

! 

ˆ " =600 MPa). 
 

Global mode mixity 
(degrees) 

! 

"
a
 

(J/m2) 

! 

"
a
/(A

r
"
o
)  

0 0.58 0.97 
20 0.64 1.07 
36 0.701 1.17 
56 0.871 1.46 
75 1.061 1.77 

1 Defined by the formation of z-cracks (one side-wall still bonded). 

 
Table 3.9. Apparent toughness Γa as a function of type of interfacial channel pattern 
(tungsten film on a silicon substrate, h=250 nm, pattern has a=b=25 nm, Γo=0.3 J/m2, 

! 

ˆ " =600 MPa, global mode I loading). 
 

 Pattern 
type 

Global mode 
mixity 

(degrees) 
! 

ˆ "  
(MPa) 

! 

"
c
 

(MPa) 

! 

ˆ " /"
c
 

! 

"
a
 

(J/m2) 

! 

"
a
/(A

r
"
o
)  

ripple 0 600 970 0.62 0.44 0.99 
square 0 600 970 0.62 0.58 0.97 
ripple 0 1000 970 1.03 0.62 1.40 
square 0 1000 970 1.03 0.88 1.47 
ripple 19 600 970 0.62 0.49 1.11 
square 20 600 970 0.62 0.64 1.07 

 
 



48 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.1. Traction-separation relationship used in finite element calculations. 
 

Fig. 3.2. Geometry of film on a patterned substrate model analyzed (2a). Both rectangular 
and  rippled channel interface patterns considered (2b and 2c). 
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Fig. 3.3. Calculated interfacial traction as a function of applied edge loading when  

! 

ˆ " =300 MPa (tungsten film on a silicon substrate, h=250 nm, square channel interface 
pattern with a=b=25 nm, Γo=0.3 J/m2, global mode I loading).

A B C 
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Fig. 3.4. Calculated interfacial traction as a function of applied edge loading when  

! 

ˆ " =400 MPa (tungsten film on a silicon substrate, h=250 nm, square channel interface 
pattern with a=b=25 nm, Γo=0.3 J/m2, global mode I loading). 

A B C 



51 

  
 
 
 
 

 
 
 
 
 
 
 
 
 
Fig. 3.5. Calculated interfacial traction as a function of applied edge loading when  

! 

ˆ " =600 MPa (tungsten film on a silicon substrate, h=250 nm, square channel interface 
pattern with a=b=25 nm, Γo=0.3 J/m2, global mode I loading). 

A B C 
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Fig. 3.6. Calculated interfacial traction as a function of applied edge loading when  

! 

ˆ " =800 MPa (tungsten film on a silicon substrate, h=250 nm, square channel interface 
pattern with a=b=25 nm, Γo=0.3 J/m2, global mode I loading). 

A B C 
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Fig. 3.7. Calculated interfacial traction as a function of applied edge loading when  

! 

ˆ " =1000 MPa (tungsten film on a silicon substrate, h=250 nm, square channel interface 
pattern with a=b=25 nm, Γo=0.3 J/m2, global mode I loading). 

A B C 
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Fig. 3.8. Calculated interfacial traction as a function of applied edge loading when  

! 

ˆ " =1200 MPa (tungsten film on a silicon substrate, h=250 nm, square channel interface 
pattern with a=b=25 nm, Γo=0.3 J/m2, global mode I loading). 

A B C 
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Fig. 3.9. The normalized apparent toughness as a function of the global mode mixity (see 
Table 3.8). 
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Fig. 3.10. Normalized apparent toughness as a function of the ratio of interfacial strength-
to-segment cracking stress (varied 

! 

",  ˆ # ,  $
o
,  and a  in the calculations). 
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 4. Molecular Dynamics Simulations of 

Interfacial Separation 
 

4.1 Introduction 
Modern approaches to the modeling and simulation of fracture are typically based on 
some type of cohesive methodology. That is, a constitutive model that exhibits a finite 
amount of cohesion, or work of separation, is used within a finite element (FE) 
framework. While some of these approaches use such a constitutive model for bulk 
elements (e.g. the Virtual Internal Bond method by Gao and Klein1,2), the more common 
approach is the use of cohesive surface elements (CSE), i.e. elements that possess zero 
volume in an undeformed state that are inserted between bulk elements. CSEs are 
particularly appropriate when the fracture path can be well-reasoned, such as to model 
interfacial delamination between multilayer structures. Such structures are common to 
micro-electronics systems where nanometer to micron thick layers of metals, ceramics 
and other materials are arranged according to specific designs. These layered materials 
are often subject to extremely large stresses either during their manufacturing or during 
device operation, and these stresses can lead to delamination of the various interfaces. 
Hence, predictive modeling and simulation of this process is beneficial towards a robust 
device design.  

Constructing constitutive models used with CSEs has been a challenging exercise in 
mechanism-deduction and physical reasoning for the past decade and a half. The most 
notable initial works in this field are the articles by Tvergaard & Hutchinson3 and Xu & 
Needleman.4,5 In the first article, the authors define a traction-separation relation in terms 
of a traction potential. This potential depends on an effective separation that is a function 
of both the normal and tangential displacement jumps across the crack plane. The 
resulting expressions for normal and tangential tractions have similar forms, differing only 
by a multiplicative term proportional to the amount of normal or tangential displacement, 
respectively. The work of separation per unit area of interface is independent of the mode 
of loading. Xu and Needleman used a more complex form that defines normal response 
using the exponential form suggested by a fit to atomistic calculations. Although separate 
forms of work of separation are defined for normal and tangential loadings, the ultimate 
work to fail the interface is independent of the mode of loading when the normal 
separation becomes large compared to the model’s characteristic length scale. 

More recent approaches to studying interfacial fracture have included the use of atomistic 
simulation for both the discovery of mechanisms active during the delamination process, 
and for motivating the functional form of constitutive relations used with CSEs. Gall et 
al. used such an approach to study tensile debonding of an aluminum-silicon interface.6 
While considering only mode I type loading, they did manage to compare their 
simulation results with the model by Tvergaard and Needleman as well as earlier models 
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 by Needleman,7,8 and develop impressive insight based on this comparison. Rottler et 
al. used molecular dynamics (MD) simulations to understand the physics governing crack 
formation and crazing in glass polymers.9,10 While their objective was neither to develop 
nor verify a CSE constitutive model, the resulting body of work does much to illuminate 
the characteristics needed by such a model for these types of materials. One approach that 
did attempt to use atomistic simulation results as a basis for the development of a 
cohesive relation is the one by Spearot et al.11 Their work focused on using MD to 
characterize a grain boundary interface model of copper as represented by the Embedded 
Atom Method by Foiles et al.12 Spearot et al. considered both normal and tangential 
displacement loading for their MD system, and developed a complex nonlinear elastic 
separation potential that included loading path-history dependent effects along with 
active and passive internal state variables (ISVs) to capture the mechanisms of 
dislocation creation, accumulated plasticity, and compositional intermixing. The 
development of a cohesive surface model for intergranular fracture in a face-centered-
cubic (fcc) metal was also considered by Yamakov et al.13  They highlighted simulations 
that display both brittle (i.e. bond breaking) and ductile (in this case, the formation of 
twins from the crack tip) fracture mechanisms. The authors developed specific metrics to 
quantify crack opening displacement, and combined their estimates of crack opening 
displacement and normal stress to construct a qualitative model of traction-separation for 
both sets of mechanisms observed.  

The articles by Spearot et al. and Yamakov et al. show impressive efforts to use atomistic 
simulation methods to feed into the development of CSE constitutive models. However, 
both efforts are aggressive in analyzing systems prone to plasticity and ductile fracture. 
The more straight-forward use of these methods for analyzing brittle fracture was not 
done. Furthermore, all of the articles cited above assume the existence of a single 
potential function that governs traction-separation behavior, even in cases where mixed-
mode loading was considered. MD simulation has thus far not been used to verify if the 
existence of such a function has merit. In the present article, we use MD simulation to 
examine mixed-mode loading that leads to interfacial delamination. The propagation of a 
model crack along an interface between two brittle materials is simulated under various 
combinations of far field tensile (mode I) and shear (mode II) stresses. Local stress and 
local opening data under the steady-state crack propagation condition is extracted from 
these molecular dynamics simulations, and then used to determine analytical stress vs. 
opening relations for mixed mode loading conditions. The goal of our work is to develop 
a qualitative picture of the traction-separation behavior, similar to the approach by 
Yamakov et al., but also develop individual normal and shear traction-separation 
relations based on functional forms and parameters suggested by our simulation results.  

 

4.2 Simulation Approach  
In this section, we present the methods and models used to perform our MD simulations. 
Specifically, we discuss the interatomic potentials developed to represent aspects of the 
behavior of body-centered-cubic (bcc) metals, a modification to these potentials that was 
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 necessary to simplify the simulation of interfacial fracture, and details regarding our 
system size, crystal orientation, geometry and loading.  

4.2.1 Interatomic potentials for bcc metals  

Material fracture behavior is determined by material properties such as cohesive energy 
(Ec), surface energy (γ), and brittleness (ρ). The quantity of brittleness is defined by Rice 

and Thomson14 as the ratio ρ = 
!

bG " , where G is shear modulus, b is magnitude of 

Burgers vector, and γ is surface energy. Clearly, low values of ρ characterize ductile 
materials whereas high values characterize brittle materials. To understand the 
dependencies between fracture behavior and Ec, γ and ρ using molecular dynamics 
simulation approaches, a framework of generic interatomic potentials that do not 
necessarily pertain to specific materials yet allow systematic change of the predicted 
material properties is highly desired. This is because although these potentials may not 
directly relate the results to real materials, they are more instructive to construct a general 
cohesive zone law. Because we intend to study brittle materials and bcc crystals are more 
brittle than fcc crystals, we confine our study to bcc materials.  

Simple pair potentials with short cutoff distances are used due to their high computational 
efficiency and ease of implementation. It is noted that in bcc crystals each atom has eight 
nearest neighbors and six next nearest neighbors whereas in fcc crystals each atom has 12 
nearest neighbors and six next nearest neighbors. If the sum of the pairwise energy is 
dominated by the nearest neighbor bonding, it would appear at a first sight that fcc 
crystals would always have lower (more negative) cohesive energies (therefore more 
stable) than bcc crystals. In bcc crystals, however, the next nearest neighbor distance is 
only about 15% longer than the nearest neighbor distance (compared with 41% in fcc 
crystals). This suggests that bcc crystals can be viewed as approximately having 14 
nearest neighbors. It is then possible to design a pair potential that favors bcc over fcc 
crystals by using appropriate shape and cutoff distance of the potential.  

Both Morse and Lenard Jones potential formats were explored. Lenard Jones potentials 
tend to be more brittle than Morse potentials. However, both potentials were found to 
lack sufficient flexibility to satisfy the phase stability requirements mentioned above. For 
instance, enforcing a Lenard Jones potential to favor bcc over fcc always results in 
unphysical potential parameters that give a wiggling energy vs. atomic spacing curve. As 
such, pair potentials using cubic polynomial functions were chosen to permit arbitrary 
value, slope, and curvature at the equilibrium neighbor distance. Splined cubic 
polynomial functions can then be used for smaller and larger atomic spacings that not 
only ensure realistic short range repulsion but also a smooth decay of the function value 
and slope to zero at the cutoff distance of the potential. Johnson showed that three splined 
cubic polynomial functions can satisfactorily describe the interactions for a bcc crystal, 
iron.15 We found that similar three sections of splined cubic polynomial functions work 
well for systems with other lattice constants, cohesive energies and bulk moduli. As a 
result, this approach was used to derive potentials for a model W-Mo-Fe system. Here the 
potentials are named using real elements because the lattice constant, cohesive energy, 



60 

 and the lowest energy bcc crystal structure predicted by the potentials match those of 
tungsten, molybdenum, and iron. The potentials, however, are not meant to accurately 
simulate these elements as no efforts have been made to match their other properties. For 
instance, the elastic constants were not fitted. Instead, they were adjusted to maximize the 

brittleness of (110) fracture based upon 
!

"
bG #

= .14 The cross pair potentials between 

dissimilar species were also not fitted to the properties of the real compounds. Instead, 
they were fitted to model compounds which were treated as if they were elemental except 
that the cohesive energy and lattice constant of such a compound are taken as the average 
values of those of the elements. This way, the cross pair potentials between dissimilar 
species are derived the same way as the elemental case.  

In simulations, the total energy of a computational system is expressed as  

( )!
"

=
iji

ijij
rE

,
#  (4.1) 

where φij(rij) is the pair energy between atoms i and j separated by a distance rij. Using the 
cubic spline functions, the pair potential between any two species i and j is expressed as  
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where an,ij, bn,ij, cn,ij, dn,ij, and rn,ij (n = 1, 2, 3) are parameters, and r3,ij = rc,ij is cutoff 
distance of the potential. The values of these parameters are listed in Table 4.1.  

To examine the potentials, curves of all pair functions are shown in Fig. 4.1. Smooth 
curves are seen for all six atomic pairs WW, MoMo, FeFe, WMo, WFe, and MoFe. This 
is a significant advantage of cubic spline over Morse and Lenard Jones potential formats. 
It should be noted that smooth potentials may not necessarily give rise to smooth 
cohesive energy vs. lattice constant curves of the crystals because energy contributions 
may come from bonds with different bond lengths.16,17 We hence show the curves of 
cohesive energy as a function of lattice constant for bcc and fcc crystals of the model 
elements W, Mo, and Fe, Fig. 4.2. It can be seen that the cohesive energy curves are all 
smooth, and the equilibrium cohesive energy of the fcc structure is slightly higher than 
that of the bcc structure.  

The equilibrium lattice constant, cohesive energy, bulk modulus, other elastic moduli, 
(110) surface energy, and (110) crack brittleness of bcc structure for each of the three 
model elements are listed in Table 4.2. For comparison, the equilibrium lattice constant 
and cohesive energy of the corresponding fcc crystals are shown in parentheses. It can be 
seen from Table 4.2 that the brittleness parameters are at the brittle end of the values 
given by Rice and Thomson.14  
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 4.2.2 Interatomic potentials for brittle interfaces 

The simple set of potentials developed above allows the study of interfaces with a variety 
of characteristics. However, we found two problems when using such an approach to 
study, for example, a W/Fe bilayer containing a crack at the interface. First, it is not clear 
how to construct a realistic interfacial structure given the lattice mismatch between W 
and Fe; second, it is not easy to interpret the results as Fe lattice near the interface is 
significantly distorted (binding of W-Fe is much stronger that that of Fe-Fe). While we 
can still study such structures and produce some results, the two difficulties mentioned 
above can be both overcome if the two materials and their cross interaction bond length 
are associated with the same lattice constant. Furthermore, we recognize that an A/B 
interface can still be created even when A and B are of the same material as long as a 
different interaction between A and B is used.  

As such, we modified our interatomic potentials by multiplying the right hand side of eq. 
(4.2) by a constant (ε) that scales the cohesive energy of the interaction without changing 
the material’s lattice constant. The use of ε enables us to independently modify A-A, A-B 
and B-B interactions, where A and B can represent the same material type except that A 
is used on one side of the interface and B is used on the other side. For example, we 
choose a constant ε1, 0 ≤ ε1 ≤ 1, to scale the tungsten (W) potential and use the resulting 
potential for A-A and B-B interactions. We then choose a second constant ε2 for the A-B 
interaction. This approach results in a material with no interface when ε1 = ε2, creates a 
strong interface when ε1 < ε2, and creates a weak interface when ε1 > ε2.  

For the work presented in the remainder of this article, we choose the above scenario with 
ε1 = 0.5 and ε2 = 0.2. For this material combination, molecular statics simulations 
produce a (100) surface energy γ(100) = 0.187 eV/Å2 (2.99 J/m2), a (100) interfacial 
energy γi = 0.229 eV/Å2 (3.66 J/m2), and a (100) work of adhesion σ =2γ(100) - γi = 
0.145 eV/Å2 (2.32 J/m2). These data are comparable to experimental values for many 
materials.18,19  

4.2.3 Molecular dynamics model  

The geometry of the system used in our molecular dynamics simulations of the crack 
propagation is shown in Fig. 4.3. The crystal is in the cubic orientation (i.e. x -[100], y -
[010], z -[001]) and is composed of 253 unit cells in the x direction, 206 unit cells in the 
y direction, and 10 unit cells in the z direction, for a total of 1,042,360 atoms. The crystal 
dimension in the x axis was chosen to be sufficiently long so that a long steady-state 
crack propagation period was obtained during molecular dynamics simulations. Periodic 
boundary conditions were used in both x and z directions so that the crystal can be 
viewed as being extended infinitely in these two directions. Free boundary conditions 
were applied in the y direction so that the top and bottom of the crystals can be viewed as 
free surfaces. 

The crystal shown in Fig. 4.3 is divided into six regions. The top half of the crystal is  
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 composed of atoms A that fall into three regions marked respectively as 3, 1, and 3. The 
bottom half of the crystal is composed of atoms B that fall into other three regions 
marked respectively as 4, 2, and 4. Note that due to the periodic boundary condition used 
in the x direction, the regions 3 and 4 at the left side join the corresponding regions 3 and 
4 at the right. As a result, these continuous regions are marked by the same numbers. 
Atoms that are marked in black are boundary atoms through which tensile and shear 
loads were applied.  

A crack in the middle of the interface was created by turning off the interactions between 
atoms in region 1 and atoms in region 2 while letting all other atoms interact. For mode I 
crack simulation where a tensile load normal to the crack plane is applied, crack 
propagation is associated with separation of regions 1 and 2. For mode II crack 
simulation where a shear load parallel to the crack plane is applied, the initial crack may 
be healed when region 1 is shifted to above region 4 or region 2 is shifted to below region 
3. To overcome this problem, we do not redetermine neighbors for all atoms across the 
boundary of the top and bottom halves of the crystal. This mimics the realistic scenario 
that once atoms near the crack tips break their bonds with their neighbors in the initial 
crystal configuration, they are quickly contaminated (e.g. via oxidation) so that they lose 
the ability to reform bonds with new neighbors. This approach does not change the 
results of mode I simulations.  

During molecular dynamics simulations of mode I crack propagation, the system is uni-
formly stretched (by moving each atom a distance corresponding to a uniform normal 
strain increment) in the y direction each time step. Numerical approaches are then used to 
update the atom positions based upon interatomic potential and Newton’s equations of 
motion under the condition that the y coordinates of the top and bottom horizontal layers 
of boundary atoms (marked black in Fig. 4.3) remain fixed. Unlike displacing boundary 
atoms alone, a uniform stretching of the system avoids the creation of a shock wave 
during simulations.  

Unlike the mode I loading case where crack propagation is the only dominant phe-
nomenon, our preliminary simulations indicated that the mode II loading not only caused 
crack propagation, but also caused a shear phenomenon. Essentially, we found that in the 
absence of dislocations, the upper half of the system displaced a distance with respect to 
the lower half almost simultaneously as the load is increased. This occurred rather easily 
on the crack plane where stress is significantly higher than that on other planes. Extensive 
simulations and analysis indicated that when this shear shift phenomenon is present, it is 
impossible to distinguish the effect of crack propagation. A method that inhibits shear 
shift is essential to study mode II fracture.  

Several approaches were studied to develop a mode II fracture simulation method:  

(a) A shear strain is applied through a displacement boundary condition all along the 
top and bottom surfaces in the y-direction as shown in Fig. 4.4a. 

(b) A shear strain is applied through displacement of atoms at the left of the x-direction 
as shown in Fig. 4.4b. This boundary condition is designed to cause shear stress 
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 concentration at the crack tip while minimize the possibility of shear at other 
locations. 

(c) A shear strain is applied in a similar fashion as was done in (a), but the shift is 
constrained by fixing the positions of atoms at the right end, as shown in Fig. 4.4c. 

(d) A shear strain is applied in a similar fashion as was done in (b), but the shift is 
constrained by fixing the positions of atoms at the right end, as shown in Fig. 4.4d. 

(e) A stronger interfacial interaction potential is used for the A-B interaction, such as ε2 
= 0.5. 

(f) Different crack propagation directions were examined, such as <100>, <110>, and 
<111>. 

(g) Different crack planes were examined, such as {100}, {110}, and {111}. 

We found that the effect of these approaches are interrelated, and hence all combinations 
of (a) -(g) were tried. Boundary conditions (c) and (d) were found to never enable a 
distinct observation of crack propagation phenomenon. We also found that a shear shift 
(i.e., the entire upper half translates with respect to the bottom half) always occurred for 
any combination involving condition (a). The boundary condition (b) resulted in 
improved simulations from (a), but it still did not work in certain combinations such as 
(b)-(e), (b)-(f), (b)-(e)-(f), etc. However, we did determine that boundary condition (b), in 
conjunction with a (010) crack plane and a (100) crack propagation direction, resulted in 
crack propagation without shear shift even with a relatively weak interfacial potential ε2 
= 0.2. This set of conditions was therefore used. Equivalent to the boundary condition 
shown in Fig. 4.4b, the upper and lower halves of the vertical layer of boundary atoms 
(marked black in Fig. 4.3) are displaced by a small distance in opposite directions along 
the x axis each time step during molecular dynamics simulations. Newton’s equations of 
motion are solved to update atom positions with the constraint that the x coordinates of 
the vertical layer of boundary atoms remain fixed. Mixed loading can be simulated by 
simultaneously applying normal and shear displacement loading. In all simulations, the 
rates at which the boundary atoms are displaced are determined from the simulated strain 
rates, which are on the order of 108/s characteristic of MD simulation techniques. For our 
simulations, the MD code ParaDyn20 is used. 

 

4.3 Results 
4.3.1 Global stress strain curves  

The mixed mode loading conditions are determined by the shear and normal strain rates, 
xy
!&  and 

yy
!& , respectively. The two strain rates are directly proportional to the rates of 

boundary displacements in the x and y directions, X&!  and Y&! . Each of the MD runs are 
carried out at constant boundary displacement rates. The relative normal and shear 
loading condition can then be described by a loading angle, θ = ( )YXArcTan && !! / , Fig. 
4.3. To produce reasonably sufficient data for stress-crack opening relations, molecular 
dynamics simulations were carried out at five selected loading angles. The rates of 
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 boundary displacement in the x and y directions, X&!  and Y&! , the corresponding shear 
and normal strain rates, 

xy
!&  and 

yy
!& , and the loading angles, θ, are shown in Table 4.3 

Global mechanical response of the system to the loading is examined. As shown in Fig. 
4.5a, a horizontal region that is centered at the crack plane but only has a height of δy is 
defined for the calculation of global properties. Two atomic planes at the top and the 
bottom of this region were taken as the boundary of the region. The average 
displacements of atom on these two boundaries were used to estimate the displacements 
of the region boundaries in both normal and shear directions. Averages of the atomic 
stresses in the selected region, based on the Virial theorem21, were used to estimate both 
normal and shear stresses. The results are used to map the stress vs. strain curves for the 
selected region. To identify the effects of location of measurement with respect to the 
crack plane, five different values of δy corresponding to (±½δy) ~ ± 10 Å, ± 20 Å, ± 40 Å, 
± 80 Å, and ± 330 Å were used for the calculations. To eliminate the error associated 
with small height, true normal strain rather than engineering normal strain was used. To 
reduce thermal oscillation, values of stress, displacement, and strain are averaged over 10 
time steps (each time step is 0.001 ps). Results obtained from a pure mode I (θ = 0◦) 
simulation are shown in Fig. 4.6, where (a) shows tensile stress σyy as a function of true 
normal strain εyy, and (b) shows tensile stress σyy as a function of normal boundary 
displacement ΔYb. Results obtained from a pure mode II (θ = 90◦) simulation are shown 
in Fig. 4.7, where (a) shows shear stress σxy as a function of shear strain γxy, and (b) 
shows shear stress σxy as a function of shear boundary displacement ΔXb.  

For the normal test, Fig. 4.6a indicates that the normal stress initially linearly increases as 
the normal strain is increased. This is caused by the elastic deformation of the system. 
After the normal stress reaches a maximum, it then decreases to zero as the strain further 
increases. This decrease in stress is due to fracture. Once the stress reaches zero, it starts 
to oscillate due to a spring-back phenomenon. Comparison of different curves indicates 
an almost identical maximum stress of about 4.5 - 4.8 GPa for different measurement 
heights δy. However, smaller δy scales to larger strain. This is expected as strain is 
inversely proportional to the length (height in this case) of the sample. While results 
obtained from smaller δy are more representative of the mechanical behavior near the 
crack, the curves shown in Fig. 4.6a do not converge as the δy is decreased.  

Rather than strain, Fig. 4.6b shows the normal stress as a function of boundary 
displacement. It can be seen that results obtained for smaller sample height δy scales to 
smaller displacement. Furthermore, the curves converge as sample height is reduced. The 
stress vs. displacement data therefore captures the essential information of the mechanical 
behavior of the crack.  

The data for the mode II simulation, Figs. 4.7a and 4.7b, are very similar to those for 
mode I simulation, Figs. 4.6a and 4.6b. Essentially the shear stress initially linearly 
increases as the shear strain is increased until it reaches a maximum value, and then 
decreases as the shear strain further increases and fracture starts to occur. Spring-back is 
observed after the system is completely fractured. The shear stress vs. shear strain curves 
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 do not converge as the sample height is decreased, but the shear stress vs. shear 
boundary displacement curves converge. As a result, shear stress vs. shear displacement 
curves are more relevant to the crack behavior. Interestingly, the maximum shear stress 
for the longest δy ( 660 Å) appears to be lower than those of other δy values. This means 
that higher stresses are most likely to occur in regions near the crack plane.  

4.3.2 Crack propagation dynamics  

Study of crack propagation dynamics requires a method to calculate crack length during 
run time. We recognized that atoms at the cracked surface have significantly higher 
energy than bulk atoms. A threshold energy was then defined and used to determine the 
crack length. Crack length was calculated every 0.2 ps for a total of 150 ps. To reduce the 
statistic error due to dynamics, each crack length was averaged over 10 time steps that are 
centered at the time of crack length output. The results for crack length as a function of 
time for mode I and mode II tests are shown in Fig. 4.8. It can be seen that crack does not 
propagate until around 110 ps. Steady-state propagation was obtained between around 
130 ps and 140 ps, where crack propagated from an initial length of around 280 Å to 
entire system width of around 800 Å. The existence of this steady-state crack propagation 
allows us to extract important information about the cohesive law.  

4.3.3 Spatial distribution of stress and crack opening  

To further examine crack behavior, stresses and crack openings at local positions are 
analyzed in detail. To do this, the horizontal slot shown in Fig. 4.5a is further divided into 
regions with width δx, see Fig. 4.5b. In this work, we used a constant δx of about 9.486 Å. 
This includes three {100} planes, dividing the entire width of the system into about 84 
vertical slices. Normal and shear stresses at a local position (x coordinate) are calculated 
as the average atomic stresses of all atoms in a cubic region of dimension δx  by δy by 
32Å (the z-direction thickness) centered at that position, and the normal and shear 
components of the crack opening distances, Δx and Δy, respectively, are calculated as the 
average atom displacement components in the upper half of the slice with respect to those 
of the lower half of the slice. The total magnitude of the crack opening is defined as Δr = 

22 yx !+! . Stress and crack opening are calculated every 0.45 ps, which provides 
sufficient data for the analysis. Again to reduce dynamic statistics, stress and crack 
opening are averaged over 10 time steps that are centered at the time of output. The local 
normal stress and normal crack opening as functions of position obtained at a time of 
about 130 ps are shown in Fig. 4.9a for a simulation at a mixed loading condition of θ = 
45◦. The corresponding shear stress and shear crack opening as functions of position are 
shown in Fig. 4.9b. Only calculations at a δy = 20 Å (± 10 Å) are shown as the data are 
more relevant to the crack behavior as described above. It can be seen that for the mixed 
mode loading conditions, both normal and shear stresses develop. Stresses are highest at 
the crack tips. For completely fractured surface sections  
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 where crack openings are large (-200 Å < x < 200 Å), stresses decay to zero (stresses 
oscillate around zero due to thermal noise). For small crack openings (x < -200 Å or x > 
200 Å), stresses become relatively small. 

 
4.3.4 Observation of stress as a function of crack opening  

A large number of stress vs. crack opening data points (measured at different locations 
and times) are obtained during the steady-state crack propagation of each MD run. These 
stress vs. crack opening data provide essential information for use of a cohesive zone law. 
Two simulations, carried out for mode I and mode II loading conditions, are used to 
examine stress and crack opening relations. Fig. 4.10a shows a normal stress vs. normal 
crack opening relationship obtained at mode I loading condition (θ = 0◦), and Fig. 4.10b 
shows a shear stress vs. shear crack opening relationship obtained at mode II loading 
condition (θ = 90◦). Data obtained from all five different vertical measurement sizes (δy) 
are shown. Results are found to converge when the vertical size δy is reduced. At small 
δy, the stresses were found to initially increase as the crack opening distance is increased 
until they reach a peak value around 15 -17 GPa. The stresses then decayed to zero as the 
crack opening was further increased. Compared to normal loading case, the shear loading 
case appears to have a longer decaying tail for the stress vs. crack opening curve.  

4.3.5 Analytical expressions for stress vs. crack opening  

In this work, we have carried out five MD simulations corresponding to five boundary 
conditions (loading mixity angles) θ = ( )YXArcTan && !! /  = 0◦, 30◦, 45◦, 60◦, and 90◦. We 

can also define local loading mixity angle ψ = 
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ArcSin , where Δx and Δy 

are the shear and normal opening displacements measured within the volume unit used to 
calculate local properties (note that this definition differs from that used in the previous 
section). ψ and θ refer to the same angle, except that a Sin function is used in ψ instead 
of Tan function to avoid the “divide-by-zero” problem during mode II loading condition 
( Y&!  = 0).  The actual points of the x and y components of the crack opening measured 
during the steady-state crack propagation were found to roughly fall on a straight line in 
each of these MD simulations. The MD run can therefore be characterized by an average 

“measured” loading mode mixity angle, !  = 
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is the average 
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!  value calculated from all the (Δx, Δy) points obtained in an 

MD run. Values of θ do not exactly equal ! . We found that !  approximately equals 
1.3◦, 30.2◦, 46.7◦, 60.4◦, and 86.8◦ for the respective values of θ listed above. 
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 Regardless of two components of the crack opening Δx and Δy, the stress (either 
normal or shear) always initially increases to a peak when the magnitude of the crack 
opening, Δr = 22 yx !+! , increases from zero. Stress always decays to zero when the 
opening Δr becomes large. Our simulation results show that both normal and shear stress 
as a function of Δr can be expressed by a simple relation,  

])(exp[ !"##
pp

rr $%&$&=  (4.3) 

Eq. 4.3 not only has the correct shape of the stress vs. crack opening curve, but also 
allows arbitrary variation of peak stress, σp, the opening at which the peak stress occurs, 
rp, and provides two additional parameters, α and β, that control the width and decay rate 
of the stress.  

If we define a local mode mixity parameter m = !sin = 
22

2

yx

x

!+!

! , parameters σp, rp, 

α, and β should all be functions of m. Each MD run was carried out at a constant nominal 
loading angle θ, which approximately resulted in a constant local mixity parameter m !  

= !sin  = 
22

2

yx

x

!+!

! . Each MD run therefore allows the determination the parameters 

σp, rp, α, and β at a point m by using eq. 4.3. The σp, rp, α, and β data at the five m points 
can then be used to determine σp, rp, α, and β as functions of m. 

 Examination of the parameters (σp, rp, α, and β) suggest that for normal stress vs. normal 
crack opening relation, α can be represented by  

( ) ( )mccm !"!= 10 exp#  (4.4) 

while all the other parameters can be approximated by a polynomial function up to cubic 
order (some of the parameters were only fitted using linear function): 

( ) !
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mcmf  (4.5) 

The reason for using a different function format to fit α for normal stress is because the 
polynomial function does not ensure the requirement of a positive α over the entire range 
of m from zero to one in the normal stress case where α approaches zero as m is 
increased to one.  

The parameters fitted to the MD data are listed in Table 4.4. The σp, rp, α, and β data 
derived from each MD run are compared with those predicted from eqs. 4.4 and 4.5 
(lines) in Fig. 4.11. Good general agreement is obtained.  
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 With this fitting, stress was calculated as a function of crack opening distance Δr along 
the MD trajectories ψ ~ 1.3◦, 30.2◦, 46.7◦, 60.4◦, and 86.8◦. The comparison between the 
fitted curves (lines) and the MD data is shown in Fig. 4.12. It can be seen that good 
agreement between the fitted analytical equations and MD data is obtained for all 
simulated cases.  

Using the fitted analytical equations, three dimensional normal and shear stresses as 
functions of local normal (y) and shear (x) components of the crack opening are 
calculated. Results for normal and shear stresses are shown in Figs. 4.13a and 4.13b 
respectively. From eq. 4.3, the work of crack separation is calculated as  

( ) ( ) ( )xdydww
xyyy

!"+!"== ##
$$

00

%%&  (4.6) 

It should be noted that work of separation is deformation path dependent. As a result, we 
calculate work of separation by integrating eq. 4.6 at constant loading angle ψ (or m). 
Varying the value of ψ then allows us to obtain the work of separation as a function of ψ. 
The results of this calculation are shown in Fig. 4.14. 

Fig. 4.14 indicates that work of separation due to the normal stress initially slightly 
increases and then decreases to zero as the loading changes from tensile (θ = 0◦) to shear 
(θ = 90◦), and the work of separation due to the shear stress increases from zero to a 
maximum value as the loading changes from tensile to shear. The work of separation 
under the shear condition is higher than that under the tensile condition. Due to the 
superimposition of the tensile and shear work of separation, the total work of separation 
exhibits a local minimum in the intermediate loading condition around θ = 55◦ .  

4.4 Conclusions  
Molecular dynamics simulations have been used to develop general analytic expressions 
for the normal and shear tractions as functions of normal and shear components of crack 
opening displacement. This development was done for an idealized brittle interface where 
the underlying interatomic potentials used were designed to produce a weak interface 
between two adjacent materials that possess the bcc crystal structure and the same 
mechanical and structural properties. These expressions were used to calculate the work 
of separation of the interface as a function of loading mode mixity angle. Clearly, several 
open issues remain before this method can be applied to real materials. Certainly, robust 
interatomic potentials must be created that use information on interface crystal structure. 
Also, our simulations were done at a loading rate much higher than feasible in 
experimentation. While the mechanistic nature of our interface failure might indicate that 
the relations we’ve derived could be rate independent, this has yet to be verified. Finally, 
while we have not enforced the concept of an underlying traction potential for our 
cohesive surface constitutive relation, we cannot yet state whether such a potential exists 
or not. Exploration of analytic expressions to address this open question is warranted.  
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Table 4.1. Pair potential parameters. 
 

ij a1,ij (eV/Å3) b1,ij (Å) c1,ij (Å2) d1,ij (Å) r1,ij (Å) 
WW −50.0000 −2.39393 6.69843 −5.13541 2.46454  
WMo −50.0000 −2.38398 6.61125 −5.10677 2.45986  
WFe −50.0000 −2.27608 6.01843 −4.87359 2.34918  

MoMo −50.0000 −2.37907 6.54007 −5.08323 2.45518  
MoFe −50.0000 −2.27141 5.94545 −4.84840 2.34450  
FeFe −50.0000 −2.13564 5.40243 −4.62634 2.23383 

ij a2,ij (eV/Å3) b2,ij (Å) c2,ij (Å) d2,ij (Å) r2,ij (Å) 
WW −1.64964 −5.55991 −3.55662 −2.39112 3.34536  
WMo −1.15003 −6.29626 −3.53712 −2.37987 3.33902  
WFe −1.10622 −6.01481 −3.37702 −2.27189 3.18878  

MoMo −1.00275 −6.28652 −3.52923 −2.37427 3.33267  
MoFe −0.93658 −6.00484 −3.36924 −2.26642 3.18243  
FeFe −0.68916 −5.70253 −3.26957 −2.11889 3.03220 

ij a3,ij (eV/Å3) b3,ij (Å) c3,ij (Å) r3,ij (Å)  
WW 1.93082  −4.07882  −4.05436  4.07882   
WMo 1.94308  −4.07108  −3.95958  4.07108   
WFe 1.89312  −3.88791  −3.77190  3.88791   

MoMo 1.71960  −4.06334  −3.94047  4.06334   
MoFe 1.62530  −3.88017  −3.75413  3.88017   
FeFe 0.43687  −3.69700  −5.09851  3.69700   

 
 
 
 
 
 

 
Table 4.2.  Predicted equilibrium lattice constant a, cohesive energy Ec, bulk modulus 
B, elastic moduli C’ and C44, (110) surface energy γ, and (110) crack brittleness ρ, of the 
three bcc crystals. For comparison, the equilibrium lattice constant and cohesive energy 
of the corresponding fcc crystals are shown in parentheses.  
 

potential a(Å) Ec(eV/atom) B(GPa) C’(GPa) C44(GPa) γ (J/m2) ρ  
W 3.873(4.116) −8.90(−8.80) 592 304 384 5.76 17  
Mo 3.856(4.105) −6.82(−6.74) 464 256 288 4.48 17  
Fe 3.507(3.734) −4.31(−4.15) 320 176 192 3.36 14  
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Table 4.3.  Boundary displacement rates X&!  and Y&! , strain rates 

xy
!&  and 

yy
!& , and 

loading angle θ.  
MD run X&! / Y&! (Å/ps) 

xy
!& /

yy
!&  (108/s) θ (◦) 

1 0.0000/0.0357 0.000/1.100 0.0 
2 0.0219/0.0379 0.674/1.167 30.0 
3 0.0283/0.0283 0.871/0.871 45.0 
4 0.0411/0.0237 1.265/0.729 60.0 
5 0.0643/0.0000 1.979/0.000 90.0 

 
 
 
 

 
Table 4.4: Cohesive zone model parameters. 
 

variable c0 c1 c2 c3 
tensile stress 

σp (GPa) 13.48170 10.66750 -24.14920 0.00000 
rp (Å) 1.36424 1.26587 0.00000 0.00000 
α (Å-1) 0.52245 4.60717 --- --- 
β 1.71080 6.03692 0.00000 0.00000 

shear stress 
σp (GPa) 0.00000 12.44760 0.00000 0.00000  

rp (Å) 1.51628 1.55972 -5.56811 4.14933 
α (Å-1) 1.23237 -0.94224 0.00000 0.00000 
β 1.02914 -1.66530 6.68563 -5.04633 
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Fig. 4.1: Pair energy function curves for different pairs. 
 

 

 
 
Fig. 4.2: Cohesive energy as a function of lattice constant. 
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Fig. 4.3: Geometry of molecular dynamics simulation. 
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Fig. 4.4 Shear loading boundary conditions. 
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Fig. 4.5.  Schematic of regions used to calculate (a) global and (b) local properties. 
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Fig. 4.6.  Tensile stress as a function of (a) true normal strain; and (b) normal 

boundary displacement obtained under pure tensile loading condition θ = 0◦. 
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Fig. 4.7.  Shear stress as a function of (a) shear strain; and (b) shear boundary 

displacement obtained under pure shear loading condition θ = 90◦ .  
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Fig. 4.8. Crack length as a function of time. 
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Fig. 4.9. Stress and opening as functions of x coordinate obtained at a mixed loading 

condition of θ = 45◦. (a) normal stress and normal opening; and (b) shear stress 
and shear opening.  
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Fig. 4.10.  (a) local normal stress as a function of crack local normal opening under 

mode I fracture; and (b) local shear stress as a function of crack local shear 
opening under mode II fracture. 
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Fig. 4.11.  Comparison of the σp, rp, α, and β MD data with analytical prediction. (a) 

σp; (b) α; (c) rp; and (d) β. 
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Fig. 4.12.  Comparison of stress σ as a function of crack opening Δr between MD 

data and fitted curves. (a) ψ ~ 1.3◦; (b) ψ ~ 30.2◦; (c) ψ ~ 46.7◦; (d) ψ ~ 60.4◦; 

and (e) ψ ~ 86.8◦. ψ is defined as 
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Fig. 4.13.  Stress σ as a function of crack opening components Δx and Δy. (a) normal 

stress; and (b) shear stress. 
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Fig. 4.14. Work of separation as a function of loading condition ψ. 
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5. Summary 

 
We have demonstrated that patterned, nanoscale interfacial roughness can increase the 
apparent interfacial toughness of a brittle, thin-film material system. In one set of tests, 
nano-imprint lithography was used to create a rectangular-toothed pattern of 60-nm wide 
by 90-nm deep channels on a silicon surface. A highly compressed, 280-nm thick 
tungsten film was deposited on top of this surface. The width of the buckles that formed 
indicates that the apparent toughness of the patterned interface is 50% higher than that of 
a similarly prepared system with an atomistically smooth interface.  
 
Detailed finite element simulations of a thin film bimaterial strip with a rectangular-
toothed channel interface pattern identified those factors that influence the apparent 
interfacial toughness. The finite element results indicate that the interface does not unzip 
in a continuous manner.  Instead, the crack-tip is stalled as it tries to kink in a direction 
that is perpendicular to its original path. Cracks then initiate on those segments of the 
interface that are at the end of the tungsten and silicon teeth. Ultimately, the sidewalls fail 
in shear. The apparent interfacial toughness was found to scale directly with real 
interfacial area. The apparent interfacial toughness also scales directly with a figure of 
merit that compares interfacial strength, 

! 

ˆ " , to a measure of the stress needed to open a 
crack at the tip of a tooth once cracking initiates. This segment cracking stress, σc, varies 
as (E*Γo/a)1/2 were E* depends on the mismatch in film/substrate elastic properties, Γo is 
the intrinsic interfacial toughness, and a is the characteristic length scale of the pattern. 
Apparent toughness tends to increase with increasing 

! 

ˆ " /"
c
 as segment failure becomes 

more abrupt and brittle-like. The increased energy dissipation is associated with a more 
dynamic failure process that generates kinetic energy, which would ultimately be 
converted to thermal energy. 
 
Molecular dynamic simulations were used to investigate the fundamental nature of 
atomic scale interfacial separation processes under mixed mode loadings. These atomistic 
simulations used generic interatomic potentials and incorporated a brittle interface. 
Calculated results suggest that the intrinsic work of separation in shear is a factor of two 
higher than in normal separation. In contrast, finite element interfacial separation models 
typically assume that there is no intrinsic variation in separation energy with the mode of 
loading. 
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