
  

SANDIA REPORT 
SAND2007-0046           
Unlimited Release 
Printed January 2007 
 
 
 

Wavefront Curvature Limitations and 
Compensation to Polar Format 
Processing for Synthetic Aperture Radar 
Images 
 
 
 
Armin W. Doerry  
 
 
 
 
Prepared by 
Sandia National Laboratories 
Albuquerque, New Mexico  87185 and Livermore, California  94550 
 
Sandia is a multiprogram laboratory operated by Sandia Corporation, 
a Lockheed Martin Company, for the United States Department of Energy’s 
National Nuclear Security Administration under Contract DE-AC04-94AL85000. 
 
Approved for public release; further dissemination unlimited. 
 
 
 

 



2 

 
 
 
 

Issued by Sandia National Laboratories, operated for the United States Department of Energy by 
Sandia Corporation. 
 
NOTICE:  This report was prepared as an account of work sponsored by an agency of the United 
States Government.  Neither the United States Government, nor any agency thereof, nor any of 
their employees, nor any of their contractors, subcontractors, or their employees, make any 
warranty, express or implied, or assume any legal liability or responsibility for the accuracy, 
completeness, or usefulness of any information, apparatus, product, or process disclosed, or 
represent that its use would not infringe privately owned rights. Reference herein to any specific 
commercial product, process, or service by trade name, trademark, manufacturer, or otherwise, 
does not necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government, any agency thereof, or any of their contractors or subcontractors.  The 
views and opinions expressed herein do not necessarily state or reflect those of the United States 
Government, any agency thereof, or any of their contractors. 
 
Printed in the United States of America. This report has been reproduced directly from the best 
available copy. 
 
Available to DOE and DOE contractors from 
 U.S. Department of Energy 
 Office of Scientific and Technical Information 
 P.O. Box 62 
 Oak Ridge, TN  37831 
 
 Telephone: (865) 576-8401 
 Facsimile: (865) 576-5728 
 E-Mail: reports@adonis.osti.gov 
 Online ordering: http://www.osti.gov/bridge 
 
Available to the public from 
 U.S. Department of Commerce 
 National Technical Information Service 
 5285 Port Royal Rd. 
 Springfield, VA  22161 
 
 Telephone: (800) 553-6847 
 Facsimile: (703) 605-6900 
 E-Mail: orders@ntis.fedworld.gov 
 Online order: http://www.ntis.gov/help/ordermethods.asp?loc=7-4-0#online 
 
 

 
 

 



 - 3 - 

 

SAND2007-0046 
Unlimited Release 

Printed January 2007 

 

Wavefront curvature limitations and 
compensation to Polar Format 

processing for Synthetic Aperture 
Radar images 

 
Armin W. Doerry 

SAR Applications Department 
 

Sandia National Laboratories 
PO Box 5800 

Albuquerque, NM  87185-1330 

 

 

ABSTRACT 
Limitations on focused scene size for the Polar Format Algorithm (PFA) for Synthetic 
Aperture Radar (SAR) image formation are derived.  A post processing filtering 
technique for compensating the spatially variant blurring in the image is examined.  
Modifications to this technique to enhance its robustness are proposed. 
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FOREWORD 
Relatively recent Research & Development (R&D) radar systems built by Sandia 
National Laboratories, including its L/S-band Concealed Target SAR (CTSAR), Ka-band 
Ultra High Resolution SAR (UHRSAR), and Ku-band MiniSAR, have been operated in a 
manner to form images larger than the classical limits suggested for the Polar Format 
Algorithm (PFA).  The desire for future operational systems to operate with ever larger 
images at ever finer resolutions exacerbate this problem.  Consequently, Sandia is 
investigating techniques for extending the performance of its real-time systems, including 
mitigating the limitations of classical image formation techniques. 

This effort began as an attempt to investigate the background of an existing post-
processing wavefront curvature correction scheme.  As is so often the case, pulling on a 
thread ultimately revealed a complex tapestry of issues and exploratory paths. 

This report details an investigation into the limits of PFA processing, and explores an 
attractive mitigation scheme for wavefront curvature effects. 
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1 Introduction & Background 
Synthetic Aperture Radar (SAR) is a technique whereby multiple pulses from a moving 
radar are coherently combined to form an image while achieving an azimuth resolution 
much finer than the beamwidth of the radar’s real antenna.  Range resolution is a function 
of radar signal bandwidth.  Image formation is typically a computationally intensive 
operation.  Consequently, transform techniques are favored that ultimately only 
approximate the matched filter for each pixel location in the image.  The approximations 
tend to be most accurate at the image focal point, nominally its center.   

Large scenes with relatively coarse resolutions tend to exhibit artifacts resulting from 
approximations to the spherical wavefronts. Small scenes at finer resolutions suffer more 
from range migration effects. 

The Polar Format Algorithm (PFA) for spotlight SAR image formation was developed by 
Walker.1  Its significance is that it recognizes that the raw Linear FM (LFM) SAR data, 
when de-chirped, represent sample points in the Fourier space of the scene being imaged, 
most accurately at the scene center, but suitably so for a significant neighborhood around 
the scene center, often for up to several thousand pixels depending on range and 
wavelength.  At near ranges and longer wavelengths the focused image sizes may be 
substantially reduced.  However, those raw data sample points are nominally on a polar 
grid in Fourier space, and need to be resampled to a rectangular grid for efficient 
processing with digital computers.  This resampling is termed polar reformatting, hence 
the name Polar Format processing.  The operation of PFA is adequately explained in a 
number of texts and publications, including the original paper by Walker,1 texts by 
Carrera, et al.,2 and Jakowatz, et al.,3 and publications by Martin, et al.,4 Martin and 
Doerry,5 and Doerry.6 

While the resampling of PFA mitigates the problematic range migration, residual effects 
of wavefront curvature still manifest themselves as spatially variant distortions and image 
quality degradation, generally worsening in the image with pixel distance from the scene 
center.  In fact, a threshold on tolerance for image degradation imposes a scene size limit 
for a focused SAR image.  This limit is addressed by Walker,1 and refined by Doerry.7 

Modern high-performance SAR systems now routinely operate with image dimensions of 
several thousand pixels by several thousand pixels that often exceed the focused scene 
size limits for PFA processing. 

Subaperture techniques combined with PFA have been shown by Doerry8,9,10 to 
effectively mitigate wavefront curvature effects and substantially increase focused scene 
diameter.  This is a class of image formation algorithms and is generally not suitable for 
application to an already processed image, unless the original image formation processing 
is first undone.   
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More recently, a technique for post-processing PFA images has been reported that applies 
a spatially variant filter to an already formed image, thereby correcting the misfocus due 
to residual wavefront curvature effects.  Papers by Doren, et al.,11 and Jakowatz, et al.,12 
as well as a detailed report/dissertation by Doren,13 detail the principles of what they term 
Polar Formatting with Post Filtering (PF2) processing.  However, the technique as 
detailed suffers in its robustness over imaging geometry, being designed for a linear flight 
path, and may in fact actually increase phase errors in other circumstances.  Doren in his 
dissertation acknowledges that “For optimal versatility, the wavefront curvature 
compensation could be extended to apply to phase histories generated by flying an 
arbitrary flight path.” 

This report examines in detail the limitations of PFA, and proposes a somewhat more 
robust post-processing filter for wavefront curvature correction. 
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2 Overview & Summary 
PFA processing is an approximation to a matched filter for the pixel locations in a SAR 
image.  The degree to which PFA matches the ideal matched filter diminishes as pixel 
locations are increasingly distant from the focused image center.  The manifestation of 
this non-idealness is a spatially variant distortion and misfocus in the image.  This non-
idealness is deterministic, and can be corrected with spatially variant filters of the image. 

Geometric distortions can be corrected by image warping.  A technique has been reported 
in the literature for applying a spatially variant filter to an image to correct for the 
misfocus due to wavefront curvature.  The reported technique is still an approximation, 
and was designed presuming a straight-line flight path.  It consequently has limitations 
with respect to other imaging geometries, and may actually worsen an image under some 
circumstances. 

Herein is reported a detailed derivation of PFA limitations and wavefront curvature 
effects correction.  The proposed modification to the spatially variant filter is more 
comprehensive than existing post-processing techniques. 

A fundamental result is that the nature of the phase error due to waveform curvature 
depends on the specific flight path of the radar, and hence any robust correction scheme 
needs to depend on the specific flight path as well. 
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“A person with a new idea is a crank until the idea succeeds.” 

Mark Twain 
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3 Detailed Analysis 

3.1 The video phase history data model 
Consider a LFM transmitted signal of the form 
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where 

TA  = the amplitude of the transmitted pulse,  
t  = time, 
n  = index value of pulse number, 22 NnN <≤− , 

nt  = reference time of nth pulse, 
T  = transmitted pulse width, 

nT ,φ  = transmit waveform reference phase of nth pulse, 

nT ,ω  = transmit waveform reference frequency of nth pulse, and 

nT ,γ  = transmit waveform chirp rate of nth pulse. (2) 

The received echo from a point scatterer is a delayed and attenuated version of this, 
namely 
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where 

RA  = the amplitude of the received pulse,  

nst ,  = echo delay time of the received echo for the nth pulse. (4) 

This is expanded to 
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Employing stretch processing, and Quadrature demodulation, requires mixing this with a 
Local Oscillator (LO) signal of the form 
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where 

nmt ,  = reference delay time of nth LO pulse, 

LT  = LO pulse width, 

nL,φ  = LO waveform reference phase of nth LO pulse, 

nL,ω  = LO waveform reference frequency of nth LO pulse, and 

nL,γ  = LO waveform chirp rate of nth LO pulse. (7)  

This yields a baseband video signal of the form 
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which simplifies to 
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In this model, we presume 
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nTnL ,, φφ = , 
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which allows the reduction to 
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Now let 
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where 

nc,r  = the position vector of the radar with respect to the target scene center, 

ns,r  = the position vector of the radar with respect to the target point, 
i  = the intra-pulse data index,  

nsT ,  = the intra-pulse sampling interval, and 

nτ  = the intra-pulse sampling delay. (14) 

which allows the sampled video data to be described as 
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Letting 

( )nsncncsr ,,, rr −=  (16) 

Allows us to write 
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It becomes convenient to constrain 
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where 

0ω  = the nominal or reference frequency, 

0γ  = the nominal or reference chirp rate, and 

0,sT  = the nominal or reference sample spacing, (19) 

which allows 
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The second phase term is known as the residual video phase error and can be removed by 
data preprocessing, but can also often be ignored.  Ignoring the RSPE will slightly 
degrade the image, and result in a slightly smaller focused scene diameter, the degree of 
which is exacerbated by short pulses with high chirp rates. 

PFA Processing 

The details and variations of PFA processing are adequately addressed in a number of 
other texts and reports.  Figure 1 illustrates one set of processing steps that accomplishes 
this. 

Range 
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(resampling)

Azimuth 
alignment 
(resampling)

2-D Discrete 
Fourier 
Transform

XV(i,n) Complex
Image
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real-time motion 
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alignment 
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alignment 
(resampling)

2-D Discrete 
Fourier 
Transform

XV(i,n) Complex
Image

Can be 
accomplished with 
real-time motion 
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Figure 1.  Typical PFA processing chain. 

 

Removing Residual Video Phase Error (RVPE) 

Removing the RVPE (also known as deskewing) entails filtering the data in the range 
dimension, and can be accomplished in the frequency domain by a Fourier Transform 
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across index i, followed by a phase correction, followed by an inverse Fourier Transform 
in the following manner.  The technique is discussed in texts by both by Carrera, et al.,2 
and Jakowatz, et al.3  We repeat the technique here for completeness. 

We first rewrite the video data as 
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Then the Discrete Fourier Transform (DFT) across index i is defined as 
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To facilitate the subsequent discussion, we note that with index i such that 
22 IiI <≤− , the Discrete Fourier Transform of an exponential is given by 
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Note that the nature of the csinc function is to force a correspondence between ncsr ,  and 
index v, such that for each index v we may estimate 
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This allows us to compensate the RVPE by a point-by-point phase correction of 
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Performing an Inverse DFT (IDFT) on the corrected data results in a video signal with 
the RVPE compensated, namely 
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Consequently, whether ignored or compensated, this leaves us with a data model of 
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These steps are illustrated in Figure 2. 
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Figure 2.  RVPE compensation steps and insertion points into PFA processing. 
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3.2 The target scene 
Consider the geometry of Figure 3 where 

s  = the target scatterer location vector from the scene center, 
nc,ψ  = the grazing angle at the scene center, and 

nα  = the instantaneous aperture viewing angle. (32) 

 

radar flight path

rc,n

rs,n

s

target 
scatterer
location

(sx,sy,0)

x

z

y

image focal plane sz = 0

ψc,n

αn

radar flight path

rc,n

rs,n

s

target 
scatterer
location

(sx,sy,0)

x

z

y

image focal plane sz = 0

ψc,n

αn

 

Figure 3.  Radar geometry definitions. 

Note that 

srr −= ncns ,,  (33) 

which allows 

srrrr −−=−= ncncnsncncsr ,,,,, . (34) 

In general, nc,r  and ns,r  vary with index n.  This in fact defines the synthetic aperture. 

However 
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or, more conveniently, 
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By using the expansion 
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which yields 
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Conventional PFA simplifies this to just the first term, but acknowledges the second term 
as the principal source of residual phase error limiting the focused scene diameter.  Terms 
beyond this are almost always just outright ignored.  We shall see that this leads to some 
significant errors. 

For this treatment, we write 

( ) npencncs rr ,,, +•= sn  (41) 

and identify the complete range error as 
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⎛
+

•
−−=•−= nc

ncnc

nc
ncncncsnpe rr ,2
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,
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2
11 . (42) 

The phase error 

The video signal data model can then be written as 

( ) ( ) ( )( )
⎭
⎬
⎫

⎩
⎨
⎧ +•+= npencnsRV riT

c
jAniX ,,0,00

2exp, snκγω  (43) 

and further expanded to 

( ) ( ) ( )
⎭
⎬
⎫

⎩
⎨
⎧ +•+= npencnsRV iT

c
jAniX ,,0,00

2exp, φκγω sn  (44) 

where 

( ) npensnpe riT
c ,0,00,
2 κγωφ += . (45) 

Note that our notation does not explicitly show that npe,φ  is also a function of index i, but 
this dependence nevertheless also exists, and will ultimately be shown to be significant 
for some purposes.  For now we allow this dependence to be stealthy. 
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3.3 Conventional development of focused scene 
diameter limits 

As previously stated, the usual approximation for the range error is 

( )
nc

nc
nper

,

2
,

, 2r
sn •

≈ . (46) 

From the geometry we also note that for a flat target scene 

( ) ( )ynxnncnncynncxnc ssss −=−=• ααψαψαψ tancoscoscoscossincos ,,,, sn  (47) 

and consequently 
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We note that nper ,  can also be expanded to 
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Small angle approximations yield 
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. (52) 

For focused scene diameter analysis, this is often further reduced to the term 
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r α
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≈ . (53) 

When inserted into the expression for phase error, and ignoring the dependence on range 
index i, this becomes the phase error term 
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2
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n
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yxnc
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α
ψ

κωφ
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−
= . (54) 

The conventional further simplification for finding maximum scene size includes 

0

0 2
λ
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=⎟
⎠
⎞

⎜
⎝
⎛

c
, 

1=nκ , 

0,, coscos cnc ψψ = , 

0,, cnc rr = , (55) 

where 

0λ  = the nominal wavelength of the radar waveform, and 

0,cψ  = the nominal reference grazing angle. (56) 

This is tantamount to assuming a synthetic aperture that is a segment of a horizontal 
circular flight path orbiting the scene center, with fixed range and grazing angle.  We 
shall later see that these assumptions can be problematic for other imaging geometries. 

These assumptions and corresponding substitutions cause the phase error term to become 
quadratic, that is, we identify the quadratic phase error as 
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= . (57) 

The common derivation of maximum scene diameter is calculated along the cardinal axes 
passing through the scene center, and equates 
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λ
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where 

xρ  = the nominal azimuth resolution of the radar. (59) 

For azimuth scene diameter xD  we require the constraint 
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which reduces to 
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or the more familiar 
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In a similar fashion, for range scene diameter 
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These are the commonly quoted (and accepted) limits for PFA processing.  We shall see 
in the next section that this is often too simplistic. 

Also, these limits can be written in terms of number of pixels as 
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where 

xosa ,  = the ratio of resolution to pixel spacing in azimuth, and 

yosa ,  = the ratio of resolution to pixel spacing in range. (65) 

This derivation also presumed that no window functions or other aperture tapering was 
used for sidelobe control.  Doing so would have necessitated extending the synthetic 
aperture fractionally to accommodate the broadening of the Impulse Response (IPR). 

To incorporate the IPR broadening requires substituting 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
→

xw

x
x a ,

ρ
ρ  (66) 

where xwa ,  is the IPR broadening factor. 

We end this section with the comment that Walker1 developed PFA processing in terms 
of a rotating target scene that essentially corresponded to a circular flight path. 
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3.4 Real time motion compensation effects on scene 
diameter limits – circular flight path 

Recall that we identified 

( ) ( ) ( )
⎭
⎬
⎫

⎩
⎨
⎧ +•+= npencnsRV iT

c
jAniX ,,0,00

2exp, φκγω sn  (67) 

which we now expand to 

( ) ( ) ( )
⎭
⎬
⎫

⎩
⎨
⎧ +−+= npeynxnncnsRV ssiT

c
jAniX ,,0,00 tancoscos2exp, φααψκγω . (68) 

Real-time motion compensation allows us to effect 

0,, coscoscos cnncn ψαψκ =  (69) 

such that 

( ) ( ) ( )
⎭
⎬
⎫

⎩
⎨
⎧ +−+= npeynxcsRV ssiT

c
jAniX ,0,0,00 tancos2exp, φαψγω . (70) 

While termed real-time motion compensation, this is a fundamental operation for polar 
reformatting, and needs to be accomplished in any case, whether by real-time parameter 
manipulation, or by data interpolation after the fact. 

In this case, the phase error becomes 

( ) npe
nnc

c
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c ,
,
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αψ

ψ
γωφ += . (71) 

As previously stated, the usual approximation for the range error is 
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however for this development we will carry along an extra term, and use the 
approximation 
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From the geometry we also recall that for a flat target scene 

( ) ( )ynxnncnncynncxnc ssss −=−=• ααψαψαψ tancoscoscoscossincos ,,,, sn  (74) 

and 
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Using the identity 
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we note that nper ,  can also be expanded to 

( ) ( ) ( )
( )nnc

nynxynxnc
npe

ssss
r

α

αααψ
2

,

22222
,

2

, tan12

tan1tan1tancos

+

+−+−−
≈

r
 (77) 
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 (78) 

Inserting this into the expression for phase error yields 
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or 
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For a circular flight path using constant range and constant grazing angle, this can be 
written as 
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Conventional PFA processing will resample data to be linear in nαtan , consequently we 
expand this into a series in nαtan   and write it as 
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We identify the quadratic term as 
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Ignoring the dependence on range index i, using some conventional simplifications 
previously identified, yields 



 - 27 - 

( ) ( )
n

c

cycx
nqpe

ss
α

ψψ
λ
πφ 2

0,

0,
22

0,
22

0
, tan

2
cos1cos212

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛ +−−−
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
≈

r
. (84) 

Effects on focused scene diameter limits 

To find maximum scene diameters, we make the substitutions also as previously 
indicated, with the exception that now, more accurately 
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Consequently, 
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and 
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One obvious result of the motion compensation or resampling is to modify the focused 
scene size limits as a function of grazing angle.  We rewrite the scene diameter limits as 
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Where the scale factors due to grazing angle are given by 
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These scene diameter scale factors are plotted in Figure 4. 

Note that in general the focused scene diameter limits in azimuth are larger than the 
conventional equation would predict, and the focused scene diameter limits in range are 
slightly less than the conventional equation would predict. 

Example 

Consider a Ku-band (16.8 GHz) SAR operating at a 10 km range and 30 degree grazing 
angle on a circular flight path.  The image resolution is 0.1 m on the ground in both 
dimensions, and is over-sampled by 20%.  Allowable peak quadratic phase error is 90 
degrees.  The focused scene diameter would be 6200 pixels in azimuth by 3300 pixels in 
range. 
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Figure 4.  Impact of grazing angle on focused scene diameter for circular flight path. 
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3.5 Real time motion compensation effects on scene 
diameter limits – linear flight path at broadside 

The previous developments tacitly presumed a circular flight path with constant grazing 
angle and range.  We saw that the grazing angle had a significant impact on focused 
scene diameter limits.  This begs the question “How do the focused scene diameter limits 
vary with other geometries?” 

We explore this by examining another specific radar imaging geometry that is common in 
SAR operation, namely, level straight-line flight with broadside imaging. 

From the previous section we borrow as our starting place the approximate phase error 
expression 
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but now identify that grazing angle and range will vary during the course of the synthetic 
aperture. 

Using the geometry definitions of Figure 3, we identify the radar location vector nc,r  with 
the 3-tuple ( )ncncnc zyx ,,, ,, .  Straight and level flight that is broadside to the scene center at 
the aperture center is defined by the relationships 
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where 
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0,, cnc yy = , and 
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Using these and trig identities, we identify 
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The phase error then becomes 
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which simplifies to 
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For small angles, this can be approximated by the series 

( )

( )( )
( )

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

+
+

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

+
+

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
−

+

++
+

−++−

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

+

+
≈

n
c

y
n

c

xy

ny
c

cyxx

nxycyxx

cc

s
npe

sss

s
sss

sssss

c
iT

α
ψ

α
ψ

α
ψ

ψ

αψ

ψ
γω

φ

4

0,
2

2
3

0,
2

22

0,
2

0,
2222

0,
2222

0,
2

0,

0,00
,

tan
tan1

tan
tan1

2

tan
tan1

tan

tan2tan

tan1r
  

 (97) 

or 
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From this we extract the quadratic term and identify it as 
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and simplify it to 
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and further to 
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By making the same substitutions as in the previous developments, we identify 
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Recognizing that the slant-range scene diameter is 
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we further identify 
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The expressions for xD  and rD  are, of course, the classical limits. 

We end this section with the comment that Doren,13 in his dissertation, assumed 
essentially a linear flight path for his wavefront curvature correction technique. 
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3.6 Real time motion compensation effects on scene 
diameter limits – linear flight path with squint 

We explore now another specific radar imaging geometry that is common in SAR 
operation, namely, level straight-line flight with squinted imaging.  This will cause 
additional distortions and defocusing. 

As in the previous section we borrow as our starting place the approximate phase error 
expression 
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but now identify that grazing angle and range will vary during the course of the synthetic 
aperture in a manner consistent with squinted imaging. 

Returning again to the geometry definitions of Figure 3, we identify straight and level 
flight that is squinted to the scene center at the aperture center with the relationships 
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where now 

snccnc xyy θcot,0,, += , and 

0,, cnc zz = . (108) 

This geometry is illustrated in Figure 5.  Note that with 90=sθ  degrees, this geometry 
simplifies to the broadside imaging case. 
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Figure 5.  Ground projection of squinted data collection geometry. 

Using these and trig identities, we identify 
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which can be manipulated to 
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As before, the phase error then becomes 
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which reduces to 
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For small angles, this can be approximated by a series for which the quadratic term can 
be extracted as 
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We will not calculate scene size limits for the squinted case, but calculate an example as 
indicative of the effects of squint angle on quadratic phase error. 
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For the case of 45=sθ  degrees, and 450, =cψ  degrees, the quadratic phase error is 
unaffected along the x-axis ( 0=ys ).  However, along the y-axis ( 0=xs ), the quadratic 
phase error doubles from that for the broadside case.  This implies a reduced focused 
scene diameter in the ys  direction. 

We end this section with the comment that Doren,13 in his dissertation, also addressed 
essentially a squinted linear flight path for his wavefront curvature correction technique. 
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3.7 PFA Processing Examples 
Consider an L-band (1.5 GHz) SAR operating at a 5 km nominal range.  The image 
resolution is 0.3048 m on the ground in both dimensions, and is oversampled by 25%.    
Figure 6 illustrates the ground truth of point-reflector positions in the scene.  Specific 
reflector targets are pointed out for subsequent reference. 
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Figure 6.  Ground truth for simulated data.  Specific reflector targets are called out for subsequent 
reference. 

The conventional limits for focused scene size calculate to approximately 160 m for a 
peak allowable quadratic phase error of 90 degrees.  Targets located at 200 m from the 
scene center represent a distance 2 ½ times beyond the focused scene edge. 

The following plots show the results of conventional PFA processing on target Impulse 
Response (IPR) with data collected at various imaging geometries. 
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Figure 7.  Contour plots of selected targets.  Labels correspond to positions in Figure 6.  Data was 
collected from a circular flight path at a 10 degrees grazing angle.   Image was processed using PFA 
processing employing a −35 dB Taylor window in range and azimuth. 
 
Displacements from the “+” symbol represents geometric distortion or warping of the image.  
Broadening of the IPR is due to defocusing.   The forked nature of the azimuth sidelobes are due to 
the trapezoidal aperture in the Fourier space of the target scene. 
 
Note that the scene center (c) is well focused, but targets displaced at (a), (b), and (d) suffer 
substantial blurring.  
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Figure 8.  Contour plots of selected targets.  Labels correspond to positions in Figure 6.  Data was 
collected from a circular flight path at a 45 degrees grazing angle.   Image was processed using PFA 
processing employing a −35 dB Taylor window in range and azimuth. 
 
Note that the scene center (c) is well focused, but compared to Figure 7, the target displaced at (d) 
also exhibits nearly ideal focus.  However, the targets at (a) and (b) now exhibit substantially 
degraded focusing.  Merely changing the otherwise constant grazing angle has degraded some targets 
and improved others. 
 
Fortunately, that the target at (d) remains well focused is predicted by the analysis of real-time 
motion compensation effects on PFA focused scene diameter. 
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Figure 9.  Contour plots of selected targets.  Labels correspond to positions in Figure 6.  Data was 
collected from a linear broadside flight path at a nominal 45 degrees grazing angle.   Image was 
processed using PFA processing employing a −35 dB Taylor window in range and azimuth. 
 
Note that the scene center (c) is well focused, but compared to Figure 8, the target displaced at (d) 
now suffers severe blurring.  Targets at (a) and (b) are improved, but still substantially blurred. 
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Figure 10.  Contour plots of selected targets.  Labels correspond to positions in Figure 6.  Data was 
collected from a linear squinted flight path at a nominal 45 degrees grazing angle and 60 degree 
squint angle (30 degrees forward of broadside).   Image was processed using PFA processing 
employing a −35 dB Taylor window in range and azimuth. 
 
Note that the scene center (c) remains well focused, but compared to Figure 8, the remaining targets 
exhibit similar blurring, but now suffer additional displacement.  

 

The message here is that even in a perfectly formed PFA processed image, the nature of 
wavefront curvature effects is very imaging geometry dependent, as one might expect, 
especially with the clarity of hindsight.  Consequently, one might expect that any 
mitigation scheme also be imaging geometry dependent. 
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3.8 Wavefront Curvature Correction 
Recall that after RVPE compensation, the residual phase error is 
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Recall also that a reasonable approximation for the dominant characteristic of the phase 
error is 
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Incorporating real-time motion compensation (or an equivalent range interpolation) 
allowed us to describe the dominant error as 
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To explore the characteristics of this further, we again presume for the moment a circular 
flight path, and recall the phase error for this as approximated by the series 

( )

( ) ( )( )
⎪
⎪
⎪

⎭

⎪⎪
⎪

⎬

⎫

⎪
⎪
⎪

⎩

⎪⎪
⎪

⎨

⎧

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

+

++−−

−

−−

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛ +
≈

...

tancos1cos21

tancos4

21cos2

2 2
0,

22
,

22

0,
2

2
0,

22

0,

0,00
,

ncyncx

ncxy

xcy

c

s
npe

ss

ss

ss

c
iT

αψψ

αψ

ψ

γω
φ

r
. (117) 

Some comments are in order. 

• Within the square brackets, the first and second terms are responsible for a 
spatially variant shift, that it, a geometric distortion in the image.  This is most 
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noticeable in large images with long linear features such as roads not appearing 
straight in spite of ground-truth indicating straightness. 

• The third term in the square brackets is quadratic in nαtan  and represents a 
quadratic phase error that defocuses the image in a spatially variant manner.  
Compensating only this term will substantially enhance focusing at points distant 
from the scene center, although not address geometric distortions of the other 
terms.   

• The quadratic term does exhibit a relatively weak dependence in range index i, 
which can usually be ignored for all but the finest resolutions where chirp 
bandwidth becomes a large fraction of the radar center frequency. 

• For this geometry, the quadratic term exhibits a significant dependence on grazing 
angle.  As 0,cψ  approaches 45 degrees, the dependence on azimuth position xs  
disappears.  This is a consequence of the circular flight path and range 
interpolation (which can be implemented via real-time motion compensation) and 
also including more terms in the phase error approximation.  This is not fully 
appreciated in earlier discussions of this technique.  Ignoring this will result in 
over-correcting for an error, that may in fact generate a larger quadratic error than 
originally existed. 

• A tacit assumption is that nαtan  is linear in azimuth data index n.  This is justified 
because the azimuth resampling involved in PFA processing will in fact force this 
relationship for any index i, although the constant of proportionality will depend 
on the specific index i. 

Correcting for wavefront curvature effects 

Correcting for wavefront curvature effects requires compensation for the phase error 
terms that cause the problematic effects.  However, the effects, and the phase errors that 
cause them are spatially variant, that is, they are different in different parts of the scene. 

The basic procedure is to use a deconvolution that is adjusted for different parts of the 
image based on the expected degrading phase error function for that neighborhood in the 
image.  This is illustrated in Figure 11 and Figure 12.  The deconvolution is implemented 
as a convolution with the DFT of the conjugate of the phase error.   

The convolution kernel for subimage f is given by 
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For whatever aspect of the phase error needs to be corrected.   

Recall, however, that the phase error expressions were quite different depending on the 
flight path.  So, too, will be the correction operation.   
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Figure 11.  Illustration of subimages within total image.  Each subimage is focused by deconvolving 
the entire subimage with the expected phase error at the subimage center. 
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Figure 12.  Processing steps for wavefront curvature correction. 
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Some comments are in order. 

• Of course, the convolution can be implemented as fast convolution using DFTs 
and Inverse DFTs. 

• The subimage size can be as little as a single pixel in either or both dimensions, 
but needs to be less than a size with acceptable residual blurring.   

• Larger subimage sizes will allow more efficiency in processing. 

• Larger subimage sizes will allow greater phase function discontinuities at 
subimage boundaries. 

Since the specific correction is flight path dependent, we begin with a generalization of 
the phase error that is also not flight path dependent.  We once again identify a generic 
approximation 
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where flight-path dependent terms have been combined inside the square brackets.   

With a specific flight path, this can be written in a series form 
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where 
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and recognizing that nc,r  and nc,ψ  are both also generally functions of nαtan  in a 
manner defined by the specific flight path. 

Wavefront curvature effects may be corrected in part or in whole.  This is accomplished 
by selecting which error terms of the expansion are intolerable in the final image. 

Furthermore, wavefront curvature effects may be corrected in pieces, that is, defocusing 
may be corrected in separate operations from warping.  In fact, the correction of each 
piece may occur over a different division of subimages. 

Correcting for defocusing due to wavefront curvature 

The most basic operation is to merely correct the focus of the image, and ignore spatial 
distortions.  We may then presume the significant portion of the phase error to be the 
quadratic term, or 
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Figure 13 has only this element of the wavefront curvature phase error correction applied.  
Note that focusing has improved, but the position offset remains. 

Correcting for azimuth shifting due to wavefront curvature 

The principal component contributing to azimuth shifting is the linear term 
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Figure 14 illustrates the addition of this element of the wavefront curvature phase error 
correction to that illustrated in Figure 13.  Note how its position in the x-direction is 
improved. 

Correcting for range shifting due to wavefront curvature 

The principle component contributing to range shifting is the term linear in index i, 
namely 
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Figure 15 illustrates the addition of this element of the wavefront curvature phase error 
correction to that illustrated in Figure 14.  Note how its position in the y-direction is now 
improved. 
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Figure 13.  Contour plots of selected target before and after wavefront curvature correction.  
Correction was for focusing only.  Data was collected from a circular flight path at a 45 degrees 
grazing angle, identical to Figure 8.   Image was processed using PFA processing employing a −35 dB 
Taylor window in range and azimuth. 
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Figure 14.  Contour plots of selected target before and after wavefront curvature correction.  
Correction included focusing and azimuth displacements.  Data was collected from a circular flight 
path at a 45 degrees grazing angle, identical to Figure 8.   Image was processed using PFA processing 
employing a −35 dB Taylor window in range and azimuth. 

 



 - 48 - 

(b - uncorrected)
190 195 200 205 210

190

195

200

205

210

(b - corrected)
190 195 200 205 210

190

195

200

205

210

 

Figure 15.  Contour plots of selected target before and after wavefront curvature correction.  
Correction included focusing and azimuth and range displacements.  Data was collected from a 
circular flight path at a 45 degrees grazing angle, identical to Figure 8.   Image was processed using 
PFA processing employing a −35 dB Taylor window in range and azimuth. 

Scene diameter limits 

With the image divided into subimages, let 

xsubimagesk ,  = number of subimages per row, and 

ysubimagesk ,  = number of subimages per column. (125) 

Since each subimage is now focused at its own center, each subimage now enjoys the 
scene size limits of the former uncompensated entire image.  Consequently, to first order, 
the overall scene diameter limits have been extended by the number of subimages per 
row, or column, as warranted.  That is, 

teduncompensaxxsubimagesdcompensatex DkD ,,, ≤ , and 

teduncompensayysubimagesdcompensatey DkD ,,, ≤ . (126) 

For the classical limits, 
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3.9 Wavefront Curvature Correction Examples 
The following plots show the results of applying wavefront curvature correction to the 
images of Figure 7 through Figure 10. 
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Figure 16.  Results of Wavefront Curvature correction applied via post processing to image of Figure 
7 formed from data collected from a circular flight path.  Images are corrected for defocus as well as 
azimuth shifting and range shifting.  The original image was divided into a grid of 7 x 7 subimages. 
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Figure 17.   Results of Wavefront Curvature correction applied via post processing to image of 
Figure 8 formed from data collected from a circular flight path.  Images are corrected for defocus as 
well as azimuth shifting and range shifting.  The original image was divided into a grid of 7 x 7 
subimages. 
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Figure 18.  Results of Wavefront Curvature correction applied via post processing to image of Figure 
9 formed from data collected from a broadside linear flight path.  Images are corrected for defocus 
as well as azimuth shifting and range shifting.  The original image was divided into a grid of 7 x 7 
subimages. 
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Figure 19.  Results of Wavefront Curvature correction applied to squinted image of Figure 10 via 
post processing.  Images are corrected for defocus as well as azimuth shifting and range shifting.  The 
original image was divided into a grid of 7 x 7 subimages. 
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3.10 Relationship to subaperture processing 
It is noteworthy that the subimage processing discussed in the previous sections is very 
related to subaperture processing.   

In fact the coarse-resolution pixels from subaperture processing are related by a transform 
to subimages in the final image. 

Consequently, subimages can be treated as the DFT of equivalent coarse-resolution pixels 
derived from subaperture processing. 

Furthermore, deconvolution (or convolution) that is subimage dependent is equivalent to 
multiplication (including by phase correction vectors) across a set of like coarse 
resolution pixels derived from subapertures. 

As such, subimage processing and subaperture processing are in a gross sense 
mathematically equivalent.  Differences are more a matter of implementation. 
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3.11 Comments on stripmap imaging 
In modern high-performance SAR systems, stripmap images are typically formed by 
mosaicking individual SAR image patches to create a seamless larger image strip.  
Individual image patches are formed by spotlight SAR imaging techniques. 

PFA is inherently a spotlight SAR imaging technique.  Stripmap imaging with PFA is 
done by this mosaicking technique.  Imaging geometry is typically straight-line flight 
path with broadside (non-squinted) imaging. 

To form a seamless stripmap from successive non-overlapping synthetic apertures, we 
require that the focused image azimuth diameter be larger than the synthetic aperture is 
long.  That is 

apdcompensatex LD ≥,  (128) 
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From this we calculate the minimum number of subimages per row as 
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Example 

Consider a Ku-band (16.8 GHz) SAR operating in stripmap mode at 5 km range.  The 
focused image resolution is required to be 0.1 m on the ground in both dimensions.  
Allowable residual quadratic phase error is 45 degrees. 

The minimum number of subimages per row is calculated and rounded up to three.  If we 
allow for a window function broadening factor of 2.1, =xwa , then this increases to 5. 

Example 

Consider the L-band examples of section 3.7, where frequency was 1.5 GHz, at a range 
of 5 km and at 0.3048 m resolution. Let us allow a residual quadratic phase error of 90 
degrees. 

The minimum number of subimages per row is calculated and rounded up to 9.  If we 
allow for a window function broadening factor of 2.1, =xwa , then this increases to 13. 



 - 55 - 

4 Conclusions 
The following principal conclusions should be drawn from this report. 

• PFA processing scene diameter limits are defined by allowable blurring at the 
scene edges by a residual quadratic phase error. 

• The residual quadratic phase error is spatially variant. 

• The nature of the residual phase error depends on the specific flight path used to 
collect the raw phase history data. 

• The residual quadratic phase error is deterministic. 

• The residual quadratic phase error can be corrected by a spatially variant phase 
error correction filtering operation. 

• The spatially variant phase error correction is also flight path dependant. 

• The basic correction scheme is to divide the image into subimages, and 
compensate each subimage according to its location in the overall image. 

• Correcting the image spatially variant phase errors in this manner allows a 
considerable increase in the focused scene diameter of a PFA processed image. 

• Image geometric distortion can also be corrected in this manner. 

• Subimage processing schemes are very related to subaperture processing schemes. 

The novelty within this report is the extension of wavefront curvature correction to an 
arbitrary imaging geometry (flight path). 
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Matlab files used 

pfascene.m 
generate.m 
gentarg.m 
genparm.m 
genpath.m 
genphas.m 
genimage.m 
minisar_pf_v11.m 
gendisp.m 
wc_correct.m 
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“Few things are harder to put up with than the annoyance of a good example.” 

Mark Twain 
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