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Abstract 
 
The objective of this report is to develop uncertainty estimates for three heat flux measurement 
techniques used for the measurement of incident heat flux in a combined radiative and convective 
environment.  This is related to the measurement of heat flux to objects placed inside hydrocarbon 
fuel (diesel, JP-8 jet fuel) fires, which is very difficult to make accurately (e.g., less than 10%).  
Three methods will be discussed: a Schmidt-Boelter heat flux gage; a calorimeter and inverse heat 
conduction method; and a thin plate and energy balance method.  Steady state uncertainties were 
estimated for two types of fires (i.e., calm wind and high winds) at three times (early in the fire, late 
in the fire, and at an intermediate time).  Results showed a large uncertainty for all three methods.  
Typical uncertainties for a Schmidt-Boelter gage ranged from ±23% for high wind fires to ±39% for 
low wind fires.  For the calorimeter/inverse method the uncertainties were ±25% to ±40%.  The thin 
plate/energy balance method the uncertainties ranged from ±21% to ±42%.  The 23-39% 
uncertainties for the Schmidt-Boelter gage are much larger than the quoted uncertainty for a 
radiative only environment (i.e., ±3%).  This large difference is due to the convective contribution 
and because the gage sensitivities to radiative and convective environments are not equal.  All 
these values are larger than desired, which suggests the need for improvements in heat flux 
measurements in fires. 
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1 Executive Summary 
The objective of this report is to develop uncertainty estimates for three heat flux measurement 
techniques used for the measurement of incident heat flux in a combined radiative and convective 
environment.  This has application to the measurement of heat flux to objects placed inside 
hydrocarbon fuel (diesel, JP-8 jet fuel) fires, which is a very difficult measurement to make 
accurately (e.g., less than 10%).  It would be desirable to obtain incident heat flux levels 
consistently less than ±10% in all cases, but because of the difficulty of making these 
measurements, and the severe environment, a more realistic value would be ±15-20%.  The 
incident heat flux to objects in a hydrocarbon fuel fire is important because with it one can assess 
the threat posed by the fire, but the net absorbed flux is important for gage survivability.  Three 
methods were evaluated: 1) a commercially available Schmidt-Boelter (S-B) heat flux gage; 2) a 
calorimeter/inverse heat conduction method; and 3) a thin plate gage/energy balance method. 
 
Results showed relatively large steady state uncertainties for all three methods: 1) ±39% for low 
wind fires to ±23% for high wind fires for the S-B gage; 2) ±40% for low wind fires to ±25% for high 
wind fires for the calorimeter/inverse method; and 3) ±42% at low winds to ±21% at high winds for 
the thin plate/energy balance method.  These results are shown in Tabular form in Table 35 in 
Section 8. 
 
The uncertainties are greater for transient measurements than the steady state values listed above 
because the transient response of the thin plate method and calorimeter/inverse heat conduction 
method is poor.  Because typical hydrocarbon fuel fires are highly fluctuating, and therefore mostly 
transient, it is likely that our measures of transient heat fluxes in fires are less accurate than the 
values for steady measurements. 
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2 Introduction 
The measurement of heat flux in hydrocarbon fuel fires is difficult due to the high temperatures 

(e.g., 1000°C or higher), and the sooty and chemically reactive environment.  Many commercially 
available sensors do not work well in fires because they are water-cooled.  Soot builds up on the 
sensing surface due to thermophoresis and this layer of soot changes the gage sensitivity.  Post-
test soot deposit thicknesses of ¼” have been seen in large fires at Sandia National Laboratories 
(SNL).  Eliminating use of water-cooled gages, or just partially cooling the gages, or using gas 
purging, would reduce or eliminate the soot deposition, however, many non-cooled gages do not 
survive in long duration fire environments, or the gage sensitivity is not constant with the sensor 
temperature.  Therefore, many commercially available gages do not work well when trying to 
measure heat flux inside a sooty fire, but do work adequately outside the fire, away from the soot. 
 
Other sensor types are not actively cooled.  An example is a relatively simple device called a 
“calorimeter.”  Calorimeters are made of metals that do survive fires (e.g., 304 stainless steel (SS)) 
with a thermocouple (TC) on the cold side backed with insulation.  Net flux into the hot surface can 
be estimated using temperature measurements of the cold surface and assumptions about the cold 
side boundary condition.  Inverse heat conduction codes (e.g., IHCP1D (ref. [1]) or SODDIT (ref. 
[2])) can estimate the exposed surface net flux.  One-dimensional heat conduction is almost always 
assumed to simplify the calculations.  If the heat transfer is not 1-dimensional, an added element of 
uncertainty is present. 
 
In commercially available heat flux gages (e.g., Gardon or Schmidt-Boelter) and inverse heat 
conduction methods a voltage is generated based on the net amount of energy into the sensing 
surface.  Based on the calibration method, this net energy can be related to either an incident 
radiative flux or a net flux.  In fire applications, an estimate of the heat flux (both radiative and 
convective) incident on the gage surface is desired.  Net flux cannot be used for other surfaces 
because every surface will absorb energy differently.  This is not to suggest that the incident flux 
(especially the convective heat transfer coefficient) is totally independent of surface properties.  
Also, for thermally massive test objects, the fire is affected.  However for this discussion, the 
incident flux is assumed to not be affected by surface properties because normally heat flux gages 
are small relative to the fire. 
 
Due to the severe environment and difficulty of measuring the required parameters, the 

measurement of net heat flux in hydrocarbon fuel fires usually has large uncertainties (e.g., ±20% 
using an inverse heat conduction code (ref. [3])).  Two-dimensional effects can add additional 
uncertainty, e.g., 2-20% depending on the degree of 2-dimensionality (ref. [4]).  Uncertainties of 
similar magnitude can occur when one estimates incident flux given net flux from an S-B or Gardon 
type gage because of soot deposition on the sensor face, and from convective effects.   
 
A third type of measurement will be called the “energy balance method.”  In this case the 
temperature of a thin flat surface is measured and an energy balance is developed on that surface.  
Heat flux from a hemisphere surrounding the flat plate is part of the energy balance.  From the 
energy balance one can estimate the incident heat flux.  This method has been used successfully 
to estimate steady incident heat flux in fires (refs. [4], and [5]). 
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This report develops uncertainty quantification analyses (UQA) and uncertainty estimates for the 
conversion of net to incident flux when using three methods: 1) an S-B heat flux gage; 2) a 
calorimeter/inverse heat conduction method; and a thin plate gage/energy balance method.  The 
methods were evaluated in two “typical” hydrocarbon fuel fires for three times of interest (early 
when the object temperature is close to the initial value, late, when the object’s surface 
temperature has equilibrated to the fire temperature, and an intermediate time).  The two fires are 
those in calm winds when total maximum flux levels are about 100 kW/m2, and in high winds (e.g., 
10 m/s) when the flux levels are about 380 kW/m2.  (These fluxes are arbitrarily chosen but are 
representative.) 
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3 Background 
A number of different types of commercially available heat flux gages are available.  Gardon 
(circular foil) gages, Schmidt-Boelter (S-B) gages, thermopile type gages, and “thin film” gages are 
a few.  Childs, et al. (ref. [6]) provide a comprehensive listing of heat flux measurement techniques.  
Optical devices are also used to infer heat flux if the emissivity of the radiating surface is known.  
Optical sensors are normally grouped into two types, thermal and photon detectors (ref. [7]).  All 
types of gages respond to the energy net by the sensing surface, except photon detectors which 
respond to the incident radiative flux.  This analysis focuses only on non-optical detectors. 
 
The sensitivity of a typical non-optical type gage (e.g., Schmidt-Boelter, Gardon, thin film, etc.) is 
usually determined by a radiative calibration in a blackbody type furnace.  These calibration 
devices are typically designed so that convection is negligible.  If this is so, then the conversion 
from net to incident is straightforward (assuming the absorptivity is constant with wavelength or the 
application has the same radiative spectrum as the calibration source, and if the gage temperature 
is low enough); one divides the net flux by the surface absorptivity to obtain the incident flux.  
Alternatively, one can compare the output of the gage to a known calibration source to directly 
obtain the incident radiative flux. 
 
In combined environments (radiative and convective), one cannot make this conversion unless the 
gage sensitivity to convective heat flux is the same as for radiative heat flux.  Recent 
measurements on a Schmidt-Boelter gage showed that the convective sensitivity (i.e., kW/m2/mV) 
coefficient was about 12% lower for convection (ref. [8]).  Therefore, to obtain an accurate estimate 
of the incident flux to a surface with both radiative and convective heat transfer present, one needs 
to know both the radiative and convective gage sensitivities, and the fractions of the total net flux 
from radiation and convection.  The convective and radiative fractions are not accurately known in 
fire environments, and can vary with time.  Manufacturers normally only calibrate their gages in 
radiative environments, so convective calibration factors are not known.   
 
An alternate method of estimating the effect of convection on the gage calibration was developed 
by Kuo and Kulkarni (ref. [9]) who studied the sensitivity of Gardon type gages to a mixed 
environment consisting of both radiative and convective parts.  They showed that for Gardon gages 
(calibrated in radiative-only environments), significant errors could occur under certain conditions of 
large gage sensing surface and large convective heat transfer coefficients.  For a free convection 
vertical wall fire experiment, an error of about 15% would occur by using the sensitivity provided by 
the manufacturer.  In other words, the gage sensitivity to convective heating was different than for 
radiative heating.  Kuo and Kulkarni developed correction factors for different sized gages and 
convective heat transfer coefficients.  
 
Borell and Diller (ref. [10]) evaluated a convective calibration method for Gardon type gages.  They 
found that the convective calibration was non-linear, whereas a radiation calibration is linear to 
within a few percent (e.g., ±3%).  Borell and Diller noted that radiative calibration methods deliver a 
constant heat flux to the gage surface, whereas a convective calibration method delivers a 
constant convective heat transfer coefficient to the gage surface.  This causes different results for 
the two types of calibrations, due to different temperature profiles on the gage surface.  Strictly 
speaking, these results only apply to the Gardon type gage which under radiative flux conditions 
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has a parabolic-type temperature profile on the sensing surface.  Schmidt-Boelter (S-B) type gages 
have a much flatter temperature profile on the gage surface.  However, as indicated above, recent 
evidence shows that S-B type gages also have different gage sensitivities to radiative and 
convective heat transfer [8].  
 
Robertson and Ohlemiller (ref. [11]) discuss heat flux measurements in low radiation environments.  
The desired measurement was the incident radiative flux to a surface.  In these low radiation 
environments one has to be sure to account for the gage surface temperature, a function of the 
cooling water temperature.  An apparent output occurs if the gage surface temperature is either 
above or below the effective radiation temperature of the surroundings.  In addition, convective 
input to the gage when mounted in a vertical structure was apparent when testing the gage with 
and without the mounting structure in place.  These two effects show the importance of 
understanding gage calibration and operation in the particular application of interest. 
 
Bryant, et al. (ref. [12]) studied the uncertainty of incident radiative heat flux measurements 
estimated from total heat flux measurements for gages placed outside but near a typical room 
corner fire specified by ISO 9705 (ref. [13]).  In this case, a Schmidt-Boelter (S-B) gage was 
located some distance away from the fire.  The gage was water-cooled without (presumably) 
having the gage surface fouled by soot deposition.  The uncertainty methodology used in Bryant, et 
al. (ref. [12]) consisted of establishing a control volume around the sensing surface, then 
developing an energy balance.  In this manner the incident radiative flux was related to the net flux, 
the convective flux and a re-radiation term.  An uncertainty analysis was performed on each of 
these parameters by using sensitivity coefficients.  Uncertainties in each of the parameters were 
determined from measurements, general knowledge, or manufacturer’s specifications.  A root-sum-
square method was used to combine the individual uncertainties.  Results showed that for the case 
considered one could estimate radiative flux from total flux measurements to within about 20%, but 
only with a confidence level of about 67% or 1σ.  The uncertainty methodology by Bryant et al. will 
be used in this report. 
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4 Methodology 
It will be apparent later that parameter uncertainty estimates are themselves uncertain, so precisely 
subscribing a confidence level (e.g., 2σ or 95%) cannot be confidently justified.  However, large 
uncertainties were used wherever possible, so a 95% confidence level will be assumed. 
 
Figure 1 shows a schematic of the surface being analyzed.  This is the sensing surface of the 
gage, subjected to a mixed environment consisting of both radiative and convective fluxes, an 
environment typical of a hydrocarbon fuel fire.  The radiative heat flux dominates.  A control volume 
is drawn over the sensing surface.  The net heat flux net into the surface (qnet) is a function of the 

incident radiative flux (qinc,r), the surface properties (emissivity ε and absorptivity α), the emitted 

flux (qemit = εσTs
4), and the convective heat gain or loss, qconv = h(T∞-Ts).  It is further assumed that 

there is neither condensation nor any chemical reactions that could change the heat flux to the 

surface.  Ts is the surface temperature, h is the convective heat transfer coefficient, and T∞ is the 
free stream gas temperature.  
 
Equation {1} expresses the overall energy balance on the control volume surrounding the gage 
surface: 
 

convemitrincnet
qqqq +−=

,

α .        {1} 

 
The “net” flux is the sum of the first and last terms in equation {1}.  The “net” flux is the net flux 
minus the emitted flux.  Substituting for qemit and qconv: 
 

)(
4

, ssrincnet
TThTqq −+−=

∞
εσα .       {2} 

 

Normally, one invokes the assumption that α=ε for a gray body and that will be done here.  
Rearranging equation {2} one can solve for qinc, r, the incident radiative flux: 
 

))(/()/(
4

, ssnetrinc
TThTqq −−+=

∞
εσε .      {3} 
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Figure 1  Energy Balance at Sensing Surface 

 
 Alternatively, the total flux incident on the surface is the sum of the incident radiative part and the 
convective part: 
 

)(
,, srinctinc

TThqq −+=
∞

.        {4} 

 
The net flux can be obtained from several methods.  For example one can use a Schmidt-Boelter 
gage or one can obtain the net flux from a calorimeter/inverse heat conduction method.  These 
cases will be analyzed separately. 
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Equation {3} can be used to determine incident radiative flux given the parameters in the equation.  
The total flux incident on the surface is then the incident radiative part (qinc, r) plus the convective 
flux (qconv).   
 
The conversion to incident radiative flux is difficult because the parameters in equation {3} are 
difficult to accurately determine and therefore have large uncertainties.  For example, the 
convective heat transfer coefficient (h) may have both free and forced convective components.  
The fire generates a buoyant flow upward (free convection), and wind creates a cross flow (forced 
convection).  This environment is not addressed in typical convective heat transfer correlations.  

Even in tightly controlled experiments, ±25% uncertainties in heat transfer coefficients are not 

uncommon (ref. [14]).  Also, the accurate determination of the net flux, free stream temperature T∞ 
and the surface temperature Ts is difficult because they vary with time and space. 
 
To obtain an estimate of the uncertainty in incident radiative flux, the method used by Bryant, et al., 
and described in refs. [14], [15], or [16] was used.  The partial derivative of each term in equation 
{3} is evaluated and the results using a root-sum-square method are combined.  Equation {5} 
expresses the total uncertainty in the incident radiative flux: 
 

2/12

,

2

,,
...]))/(())/[(( +∆∂∂+∆∂∂=∆ εε

rincnetnetrincrinc
qqqqq .    {5} 

 
The partial derivatives are called sensitivity coefficients.  Evaluating the sensitivity coefficients one 
obtains the following: 
 

ε

ε

εσ

εεε

ε

//

))(/1(/

/4/

))(/(//

/1/

,

,

3

,

22

,

,

hTq

TThq

hTTq

TThqq

qq

rinc

srinc

ssrinc

snetrinc

netrinc

−=∂∂

−−=∂∂

+=∂∂

−+−=∂∂

=∂∂

∞

∞

∞

.      {6} 

 

Therefore, the total uncertainty in incident radiative flux (∆qinc, r) is: 
 

2/122

232222

,

]))/(()))(/1((
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∞∞

∞
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ThhTT
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s
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If all the individual uncertainty estimates (∆qnet, ∆ε, etc.) are known with a certain level of 
confidence (e.g., 95%), then the result in equation {7} will also have the same level of confidence.  
Key in evaluating the incident radiative flux uncertainty is the evaluation of the uncertainty in the 
net flux, qnet.  Evaluation of this parameter for both an S-B type gage and the calorimeter/inverse 
heat conduction method will be performed after other parameters are defined. 



 

 15 

5 Global Definition of Fire Environment 

It is assumed that the gage is fully engulfed in an optically thick, sooty, hydrocarbon fuel fire.  This 
normally means that the fire thickness is at least 1 meter and completely surrounds the object. 

5.1 Temperatures 

Typical “fire” or “flame” temperatures (effective temperature of total incoming flux) measured using 
1.6 mm diameter inconel sheathed, Type K (chromel-alumel), ungrounded junction TCs in JP-8 

fires are about 1000°C or 1300 K (ref. [17]).  These are typical of low wind fires.  The temperature 
of an un-cooled surface will eventually equilibrate with the fire.  Therefore, the final surface 
temperature Ts will be assumed to be about 1300 K.  The initial surface temperature is assumed to 
be 300 K. 
 
T∞ is the free stream temperature (“gas” temperature) and can be higher or lower than the value 
measured by the TC, depending on where one is in a fire.  A typical gas temperature is about 1300 
K in hydrocarbon fuel fires (ref. [18]) for low wind fires, and up to 1700°C1 for high wind fires. 
 

5.2 Surface Properties 

 
The surface properties of the object are absorptivity and emissivity.  It is assumed that the surface 
is diffuse gray and that the absorptivity and emissivity are equal.  This is believed to be a good 
assumption because the surface is normally painted black, or heavily oxidized.  In either case a 
high value of emissivity will be assumed, namely 0.85, consistent with measurements made on 

Pyromark™ black paint (ref. [19]).  An uncertainty of about ±10% (0.09 emissivity units) will be 
assumed, also from the same reference.   

5.3 Radiation Heat Transfer from Fire 

 
The net flux is highest early in the fire but drops to zero as the surface temperature approaches the 
fire temperature.  Early in the fire, the emitted flux is negligible, therefore the net flux can be 
expressed as follows: 
 

)(
, srincnet

TThqq −+=
∞

α         {8} 

 
where: 
 

4

, ffrinc TFq σε=          {9} 

 
In equation {9}, εf is the “fire” emissivity, F is the view factor between the fire and the object, and Tf 
is the fire or flame temperature.  In this case F is assumed to be 1.0.  The flame emissivity is often 
assumed to be high (e.g., 0.9) (ref. [20]).  However, recent measurements by Kearney, 2001 (ref. 

                                                      
1 The 1700°C value was estimated based on heat flux measurements of 400 kW/m2 in high wind fires. 
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[21]) have shown the emissivity is lower (e.g., 0.4) but the temperature is higher for small fires in 
calm winds.  Kearney’s measurements showed an emissivity of 0.4, and a fire temperature of 1419 
K fit the data well for a 1 m diameter JP-8 pool fire in low winds.  Using these two values 
(emissivity = 0.4 and 1419 K temperature) and a view factor of 1.0, the estimated radiative incident 
flux is about 92 kW/m2 , in the middle of the range of fluxes seen in low wind fires.  Assuming a 
surface emissivity of 0.85, the first term in equation {8} is about 79 kW/m2.  This will be used later. 
 
Heat fluxes up to 400-450 kW/m2 have been measured in fires driven by high winds (e.g., 10 m/s) 
(ref. [22]).  In these cases the incident radiative flux from the fire is much higher than for the calm 
wind case.  To obtain these high fluxes, the effective flame temperature has to be much higher 
than 1300 K.  The adiabatic flame temperature of JP-8 is about 2300 K, so this is an upper limit for 
the gas temperature.  Stainless steel (Type 304) and inconel melt at about 1700 K, and we have 
melted TCs in high wind fires.  Because un-cooled calorimeters (described below) use these 
materials, 1700 K will be the maximum gas and surface temperature used.  At 1700 K and ε = 0.85, 
the estimated flux is about 400 kW/m2.  A higher effective emissivity (0.85) was used only to obtain 
a flux near the upper limit of those observed experimentally – this assumption may not be justified 
but will be used to obtain the high fluxes needed.  If the same emissivity as for low wind fires (0.4) 
is used, a gas temperature of 2050°C would be required, which approaches the approximate 
adiabatic flame temperature of 2300 K.  Therefore, a flux of 400 kW/m2 and a gas temperature of 
1700 K will be used in high wind fires. 
 

5.4 Convection 

 
The convective input to the object is highest during the early stages of the fire, when the 
temperature difference is largest (assuming the convective heat transfer coefficient is constant).  
The fraction of the total flux from convection (Kconv) to an uncooled object in a large hydrocarbon 
fuel fire can be up to 10-20% of the total (ref. [23]).  The convective contribution is likely highest at 
the early part of the fire when the temperature difference is largest (assumed to be 20%), dropping 
to lower values as the surface heats up and the temperature difference is reduced.  The convective 
contribution late in the fire is assumed to be negligible because the surface temperature has 
equilibrated with the fire.  In the middle portion of the fire the fraction is assumed to be about 10%.  
These estimates have large uncertainties. 
 
Convective heat transfer in fires arises from two sources –  free convection from buoyancy effects, 
and forced convection from wind (open fires) or ventilation (enclosed fires).  Geometry and 
orientation are also important.  To reduce the number of variables and use a representative test 
setup, the gage will be assumed to be mounted in a horizontal circular cylinder 30 cm (12”) 
diameter.  Even though the heat transfer coefficient varies around the cylinder surface, an average 
value will be used (ref. [24]).   
 
The following ratio should be evaluated to determine what type of correlation should be used.  
 

2)/(Re
DD

Gr .          {10} 
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If this ratio is much greater than 1, then free convection dominates and forced convection is 
negligible (ref. [24]).  Therefore, a free convection correlation should be used.  If this ratio is much 
less than 1, forced convection dominates, free convection is negligible, and a forced convection 
correlation should be used. 
 
The Grashoff number (Gr) is defined as follows: 
 

23 /)( νβ DTTgGr
sD ∞
−= ,        {11} 

 
where g is the acceleration of gravity (9.8 m/s2), β is the coefficient of thermal expansion (1/T for 
ideal gases (T in absolute temperature)), Ts is the surface temperature, T∞ is the free stream fluid 
temperature, ν is the kinematic viscosity, and D is the diameter of the cylinder (30 cm).  Properties 
are evaluated at the “film temperature” [(Ts+T∞)/2]. 
 
The Reynolds number ReD is defined as follows: 
 

ν/Re VD
D
= ,          {12} 

 
where V is the free stream gas velocity, and D and ν are the same as for the Grashoff number.   
 
It is known that the gas in a fire is a complex combination of air, combustion products and soot.  
Properties of this mixture are difficult to determine so it will be assumed that the gas is only air, for 
which high temperature properties are readily available. 
 
The gas (air) is assumed to be at 1300 K for the calm wind fire and 1700 K for the high wind fire.  
For a gas temperature of 1300 K and surface temperatures of 300, 800, and 1300 K the kinematic 
viscosity is shown in Table 1.  Similarly, the coefficient of thermal expansion is 1/800, 1/1050, and 
1/1300. 
 
Vertical gas velocity measurements in fires range from 5-10 m/s from 2.2-6.1 m above the base of 
the fire (ref. [25]).  Three values will be used, namely 1, 5, and 10 m/s.  The 1 m/s value is 
assumed to be slightly above the base of the fire.  Using these values, the Reynolds numbers 
(ReD) are as shown in Table 1. 
 
Surface temperatures (Ts) early in the fire are close to the initial ambient temperature, assumed to 
be 300 K.  At later times, when the object has equilibrated with the fire, the surface temperature is 
close to the gas temperature, 1300 K.  At intermediate times the surface temperature will be 
between these extremes, assumed to be 800 K.  The free stream gas temperature is assumed to 
be a constant 1300 K for the low wind fire.  Table 2 shows Grashoff number evaluations for the 
different surface temperatures.  Combining the results one can estimate the GrD/ReD

2 ratio as 
shown in Table 3. 
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Table 1:  Reynolds Number Evaluations for Low Wind Fire 

Gas Velocity, m/s Surface Temperature, 
Ts, K 

Kinematic 
viscosity, ν, m2/s 

Reynolds Number, 
ReD=VD/ν 

1 300 85 x 10-6 3,530 

5 300 85 x 10-6 17,650 

10 300 85 x 10-6 35,300 

1 800 132 x 10-6 2,270 

5 800 132 x 10-6 11,350 

10 800 132 x 10-6 22,700 

1 1300 185 x 10-6 1,622 

5 1300 185 x 10-6 8,110 

10 1300 185 x 10-6 16,220 

 
 

Table 2:  Grashoff Number Evaluations, Low Wind Fire 

Surface Temperature, Ts Grashoff Number, GrD 

300 K 4.5 x 107 

800 K 7.2 x 106 

1300 K 0 

 

Table 3:  GrD/ReD2 Ratio Evaluations, Low Wind Fire 

Gas 
Velocity, 

m/s 

Surface 
Temperature, 

Ts, K 

Kinematic 
viscosity, 

ν, m2/s 

Reynolds 
Number, 
ReD=VD/ν 

Grashoff 
Number, 

GrD 

GrD/ReD2 
ratio 

Does forced 
or free 

convection 
dominate?**

1 300 85 x 10-6 3,530 4.5 x 107 3.67 Free 

5 300 85 x 10-6 17,650 4.5 x 107 0.15 Forced 

10 300 85 x 10-6 35,300 4.5 x 107 0.04 Forced 

1 800 132 x 10-6 2,270 7.2 x 106 1.40 Free 

5 800 132 x 10-6 11,350 7.2 x 106 0.06 Forced 

10 800 132 x 10-6 22,700 7.2 x 106 0.01 Forced 

1 1300 185 x 10-6 1,622 0 0 Forced 

5 1300 185 x 10-6 8,110 0 0 Forced 

10 1300 185 x 10-6 16,220 0 0 Forced 

 
** If GrD/ReD

2 is > 1, free convection dominates.  If GrD/ReD
2 is < 1, forced convection dominates. 

 
Results in Table 3 indicate that the convection is both free and forced, depending on the 
time/temperature regime.  However, for all cases except the lowest velocity (1 m/s) and lowest 
surface temperature (300 K), forced convection is dominant.  These values were calculated 
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assuming no wind.  The addition of wind should drive all cases into the forced convective regime.  
Therefore, for simplicity, a forced convection correlation will be used.2 
 
Incropera and DeWitt (ref. [24]) recommend use of a correlation developed by Churchill and 
Bernstein for forced convection over a horizontal cylinder, as follows: 
 

5/48/54/13/23/12/1

)))000,282/(Re1))(()Pr)/4.0(1/(()PrRe62.0((3.0
DDD

Nu +++=  {13} 

 
where Pr is the Prandtl number (cpµ/k)3 and all properties are evaluated at the film temperature 

{(Ts+T∞)/2}.  
D

Nu is the average Nusselt number, defined as (hD/k)4, where again k is evaluated 

at the film temperature.  This correlation is applicable for all Reynolds numbers and Prandtl 
numbers in the range ReDPr > 0.2.  For air, the Prandtl number is about 0.707 at 300 K and 0.719 
at 1300 K, so the Reynolds * Prandtl product for the cases considered here is always > 0.2, so the 
correlation (equation {13}) can be used.  Because the Prandtl number does not vary appreciably, a 
constant value of 0.71 will be used.  Table 4 shows Nusselt number evaluations for the range of 
Reynolds numbers in Table 1. 
 
As can be seen in Table 4, the convective heat transfer coefficient (HTC) h ranges from about 5 to 
a maximum of about 21 W/m2-K.  The HTC is more sensitive to the flow velocity than the surface 
temperature.  For all three surface temperatures and 1 m/s velocity, the HTC is about 5-6 W/m2-K.  
For a 5 m/s velocity, h is about 13-14 W/m2-K, and for 10 m/s velocity the HTC is about 19-21 
W/m2-K. 
 

Table 4:  Convective Heat Transfer Coefficient Evaluations for 30 cm Diameter 
Horizontal Cylinder, Calm Wind, 1300 K Gas Temperature 

Gas 
Velocity, 

m/s 

Surface 
Temperature, Ts, 

K 

Reynolds 
Number, 
ReD=VD/ν 

Nusselt 
Number, 

hD/k 

Convective Heat 
Transfer Coefficient, h, 

W/m2-K 

1 300 3,530 30.6 5.9 

5 300 17,650 73.8 14.1 

10 300 35,300 111.0 21.2 

1 800 2,270 24.4 5.6 

5 800 11,350 57.6 13.3 

10 800 22,700 85.4 19.7 

1 1300 1,622 20.5 5.6 

5 1300 8,110 47.8 13.1 

10 1300 16,220 70.3 19.2 

 
 

                                                      
2  It is perhaps counterintuitive that in the case of no wind the convection is in the forced regime.  However, one can 
assume that buoyancy from combustion is the “force” that drives the flow into the forced regime. 
3 cp is the specific heat, µ is the viscosity, and k is the thermal conductivity. 
4 h is the convective heat transfer coefficient (HTC), D is the characteristic dimension, in this case the diameter, and k 
is as before, the thermal conductivity. 
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One would expect that the vertical velocity is lowest near the base of the fire and highest at higher 
locations above the fire.  Measurements by Schneider and Kent (ref. [25]), showed that the velocity 
does increase with height.  Measurements were made from 2.2-6.1 m above the fire, and average 
velocities ranged from 5 m/s at the 2.2 m elevation to about 10 m/s at the 6.1 m elevation.  There 
were no measurements at the base of the fire but the vertical velocity has to be zero at ground 
level.  Therefore, unless the object is less than 2.2 m from the base of the fire, the velocity will be 
between 5-10 m/s.  As a result, the relevant heat transfer coefficient values from Table 4 are 
between 15-21 W/m2-K.  Because there is so much uncertainty in fluid properties, velocity and 
whether the correlation (equation {13}) is accurate for convection in fires, a large uncertainty of 

±50% will be assumed. 
 
Using the largest value from Table 4, 21 W/m2-K, the largest convective heat transfer contribution 
(h(T∞-Ts)) is about 21 kW/m2.  Using the incident radiative flux (Section 5.3) of 79 kW/m2, the 
convective part is about 21% of the total.  Therefore, the maximum total net flux is assumed to 
be 100 kW/m2 for the low wind case.  
 
For the high wind case a similar analysis was performed.  Results are shown in Table 5.  The 10 
and 15 m/s velocities were based on a 10 m/s horizontal wind and a 1, 5, or 10 m/s vertical 
velocity.  The vector speeds are about 10.0, 11.1, and 14.1 m/s.  To simplify the calculations 10 
and 15 m/s were used to span the range.   
 
The convective heat transfer coefficients in Table 5 range from about 15 to 31 W/m2-K, so the 
maximum flux is about 43 kW/m2.  The incident radiative part was assumed to be 400 kW/m2, so 
the total is about 383 kW/m2 assuming a surface emissivity of 0.85, so the convective part is about 
11% of the total.  The maximum total net flux is assumed to be 383 kW/m2 for the high wind 
case.   
 
These values will be used below. 
 
A similar analysis was performed by V. Nicolette5 to address convective effects in fires.  Incident 
heat fluxes spanned between 23-475 kW/m2, and flame temperatures from 800-1700 K.  For free 
convection effects the estimated heat transfer coefficients ranged from 7.3-7.8 W/m2-K.  Forced 
convection coefficients ranged from 13-22 W/m2-K for a steady 9 m/s velocity.  Assuming mixed 
convection was most appropriate, Nicolette estimated the total convective heat transfer coefficients 
of 20-28 W/m2-K, depending on whether or not the forced flow aided the natural convection 
process or the forced convection was horizontal.  These values compare well with those in Tables 
4 and 5.  The values from Tables 4 and 5 will be used here because all inputs are known. 
 

                                                      
5 Presentation by V. Nicolette, Sandia National Laboratories, October 5, 1998.   
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Table 5:  Convective Heat Transfer Coefficient Evaluations for 30 cm Diameter 
Horizontal Cylinder, 10 m/s Wind, 1700 K Gas Temperature 

 

Gas 
Velocity, 

m/s 

Surface 
Temperature, Ts, 

K 

Reynolds 
Number, 
ReD=VD/ν 

Nusselt 
Number, 

hD/k 

Convective Heat 
Transfer Coefficient, h, 

W/m2-K 

10 300 24,590 89.5 24.5 

15 300 36,890 114.0 31.2 

10 1000 15,000 67.3 18.4 

15 1000 22,500 84.9 23.2 

10 1700 10,067 53.8 14.7 

15 1700 15,100 67.5 18.5 

 

 

6 Determination of the Heat Flux Uncertainty 

6.1 Schmidt-Boelter Type Heat Flux Gage – Net Flux Uncertainty 

Examples of commercially available heat flux gages are Gardon, Schmidt-Boelter, thin-film, and 
thermopile types.   In all of these gages, an electrical output is generated from differential TCs or 
thermopiles.     
 
By calibrating the gage in a blackbody furnace, one can obtain a radiation calibration factor, 
normally assumed to be linear with applied flux, so one can convert the voltage output to a 
corresponding net or incident flux.  In such furnaces convection is assumed to be negligible 
because design tradeoffs are made to reduce convective effects.  Typical calibration factors are in 
flux per milli-volt (e.g., xxx kW/m2/mV).  In a purely radiative environment, one can estimate the 
incident radiative flux by knowing the sensing surface absorptivity and assuming the gage surface 
temperature is low enough so the emitted flux is negligible.     
 
As stated earlier, comparing to a calibration gage (e.g., a radiometer), one can directly obtain an 
incident heat flux calibration.  This type of calibration is only accurate for applications with 
negligible convection or for gages with equivalent response for radiation and convection.  For this 
application (hydrocarbon fuel fires), the total heat flux has both components, so we desire the net 
flux calibration to both radiation and convection. 
 
If the heat source is purely convective, then conversion from voltage output to flux is made via a 
convective calibration factor.  The radiative and convective calibration factors may not be equal, 
and convective calibration factors may not be available, depending on the manufacturer’s 
calibration capabilities.  Should the heat source be part radiative and part convective (as in a 
hydrocarbon fuel fire), one needs to know the fractions of each and the calibration factor for each 
type of heat transfer to accurately estimate the incident heat flux. 
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Alternatively, one can obtain a correction factor for various gage sizes and convective HTCs 
(similar to what Kuo and Kulkarni (ref [9]) did for Gardon gages).  The method detailed in the 
previous paragraph will be used here.  The corrector factor method will be studied in future work. 
 
The output of a typical gage is in the milli-volt (mV) range.  Equation {14} shows the conversion 
from mV to flux. 
 

mVKq
radnet

*=          [14} 

 
Equation {14} has several limitations.  One is the assumption that the source being measured is 
the same as the calibration source.  As stated above, many calibration sources are only for 
radiative heat transfer, such as a blackbody cavity.  In this case convection is assumed or made 
negligible and the calibration factor is for radiative flux only.  Typical radiation calibration factor 

uncertainties are ±3% which includes the non-linearity of the gage calibration factor.  If the gage is 

used in a purely radiative environment, an estimate of the net flux is accurate to about ±3% 
(assuming other uncertainty sources are negligible).  
 
One may argue that equation {14} could also be written for a gage calibrated in “incident” flux 
mode.  In this case the gage is calibrated to an incident heat flux source.  If this is the case, the 
conversion from net to incident heat flux, and the associated uncertainties, is avoided (see 
equation {7}).  However, the author believes the more physically realistic approach is to use net 
flux, as in equation {14}, because the gage physically responds only to the net flux absorbed into 
the sensing element.  Unfortunately, this results in higher uncertainties, as will be seen later. 
 
However, if the environment in which the gage is being used is not purely radiative, the conversion 
to heat flux is more complicated.  Equation {15} expresses one method of converting to flux in an 
environment where convection is included. 
 

)**(*
convconvradradnet

FKFKmVq += ,      {15} 

 
where Frad is the fraction of radiative heat flux, Fconv is the convective fraction, and Krad and Kconv 
are the radiative and convective calibration factors, respectively. This equation neglects non-linear 
effects, if they exist.  Also, Kconv is often not a constant but is a function of the measurement 
environment (i.e., magnitude of and type of convection – i.e., shear flow or stagnation flow). 
 
When the flux is purely radiative, Frad = 1, Fconv = 0, the conversion to flux proceeds using the 
factory supplied (radiative only) calibration factor as in equation {14}.  If one assumes the 
calibration factor is the same for convection and radiation, then equation {15} reduces to equation 
{14}.  For all other cases equation {15} should be used. 
 
There is evidence in the literature (e.g., refs. [9] and [10]) that the convective and radiative gage 
sensitivities are different for Gardon gages.  Similarly, some evidence exists that the calibration 
factor for Schmidt-Boelter gages in purely radiative environments is different than for purely 
convective environments (ref. [8]).  If this is the case, then one needs to determine the calibration 
factors for both radiative and convective environments, and know the fraction of the total flux that is 
both radiative and convective, in order to obtain an accurate estimate of the net flux to the sensing 
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surface.  In practical terms, the parameters in equation {15} (except Krad and mV) are often poorly 
known. 
 
One S-B gage calibrated using a blackbody cavity (purely radiative) had a calibration factor of 
approximately 12.8 kW/m2/mV.6  The same gage was calibrated in a purely convective 
environment and the calibration factor was as high as about 18.2 kW/m2/mV for large convective 
heat transfer coefficients (e.g., 600 W/m2-K) or about 29% larger than the radiative-only calibration 
factor (ref. [8]).  When the convective coefficients were less than 100 W/m2-K, as is the case for a 
30 cm diameter cylinder in a fire (see Tables 4 & 5), the calibration factor dropped to an 
extrapolated (h=0) value of about 14.4 kW/m2/mV, or about 12% greater than the radiative-only 
calibration factor (12.8 kW/m2/mV).  Linearly extrapolating, the calibration factor for 20 < h < 30 is 
about 15.4 kW/m2/mV, slightly higher than the 14.4 value.  In this study it will be assumed that the 
calibration factors are 12.8 and 15.4 kW/m2/mV for Krad and Kconv, respectively.  The manufacturer 

provides an accuracy of ±3% for the gage, and that will be assumed to be the uncertainty of the 
calibration factor Krad.  Kconv is not known precisely, so the uncertainty in Kconv (∆Kconv) will be 

assumed to be ±20% based on engineering judgment.7 
 
For a water-cooled gage, the sensing surface temperature is relatively constant, assumed to be the 
cooling water temperature.  In this case the surface temperature (Ts) is assumed to be 300 K. 
 
The same methodology used in equation {5} will be used to estimate the uncertainty in net flux 
using an S-B heat flux gage.  Determining the sensitivity coefficients for equation {15} one obtains 
the following: 
 

convconvnet

convconvnet

radradnet
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convconvradradnet
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Therefore, the uncertainty in qnet, ∆qnet, is estimated as follows: 
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+∆+∆+=∆
. {17} 

 
The total uncertainty of net flux will be evaluated in a typical fire, assuming that the gage calibration 
factors do not change (i.e., the gage does not foul because of soot deposition) and the gage 
surface temperature does not change (i.e., the water cooling is effective).  The parameters shown 
in Table 6 are assumed to be relevant for this case. 
 

                                                      
6 Medtherm Corp., Model #96-15T-15RB. 
7 Author’s note: It is planned that Dr. Tom Diller, Virginia Tech Univ., will be performing additional convective 
calibrations of several Schmidt-Boelter (Medtherm) gages in 2006.  Results of those calibrations may be different than 
those reported here.  We expect to publish those results as they become available. 
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Table 6:  Parameters and Parameter Uncertainties for Use in Low Wind Case 
(100 kW/m2 net flux) 

Parameter Value Comments and Source of 
Information 

Krad 12.8 kW/m2/mV Medtherm Corp. calibration 

∆Krad ±0.4 kW/m2/mV ±3% uncertainty from 
manufacturer’s specs. 

Kconv 15.4 kW/m2/mV Dr. Diller’s data 

∆Kconv ±3.1 kW/m2/mV ±20% assumed uncertainty 

Frad 0.80 Engineering judgment 

∆Frad ±0.16 Engineering judgment; 20%, 
see end of Section 5.4 

Fconv 0.20 Engineering judgment 

∆Fconv ±0.16 Based on ∆Frad 

mV 7.81 mV Based on total flux of about 
100 kW/m2 and cal factor of 
12.8 kW/m2/mV 

∆mV ±.078 mV 1% (ref. [26]) 

 
Substituting the values from Table 6 into equation {17} one obtains an estimate for each of the 
terms: 
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Substituting each of the terms into equation {17}, the net flux uncertainty is about 25.6 kW/m2, or 
about 25.6% of the assumed total of 100 kW/m2.  In equation {18} it is evident that the 3rd and 5th 
terms dominate.  In those terms, the large uncertainties in the fractions of radiative and convective 
flux contribute to the large overall uncertainties. 
 
As a check on the analysis, one can estimate the uncertainty in a purely radiative environment.  
The result should be the manufacturer’s reported value of ±3%.  If one assumes negligible 
convective flux, then Fconv = 0 (same for ∆Frad and ∆Fconv), so the last 3 terms in equation {17} are 
zero; therefore, equation {17} reduces to the following: 
 

2/122 })*()*{(
radradnet

KmVmVKq ∆+∆=∆ .      {19} 
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Substituting values into equation {19} the uncertainty is about 3.3 kW/m2, or about 3.3%.  This 

would be expected because the main source of uncertainty is the ±3% uncertainty in Krad reported 
by the manufacturer. 
 
A similar analysis has been performed for the high wind case.  Table 7 shows the parameters 
used.  For this case the total uncertainty is estimated to be 56.1 kW/m2, or about 14.6% of the total. 
 

Table 7:  Parameters and Parameter Uncertainties for Use in High Wind Case  

Parameter Value Comments and Source of Information 

Krad 12.8 
kW/m2/mV 

Medtherm Corp. calibration 

∆Krad ±0.4 
kW/m2/mV 

±3% uncertainty from manufacturer’s specs. 

Kconv 15.4 
kW/m2/mV 

Dr. Diller’s data 

∆Kconv ±3.1 
kW/m2/mV 

±20% assumed uncertainty 

Frad 0.90 Engineering judgment 

∆Frad ±0.09 Engineering judgment; 10%, see end of Section 5.4 

Fconv 0.10 Engineering judgment 

∆Fconv ±0.09 Based on ∆Frad 

mV 30.00 mV Based on total flux of about 383 kW/m2 and cal factor of 12.8 
kW/m2/mV 

∆mV ±.300 mV 1% (see ref. [26]) 

 

In summary, it will be assumed that the net flux uncertainty for S-B type gages is about ±25% for 
the case of a mixed radiation/convection environment in low winds, and ±15% for high winds. 
 

6.2 Calorimeter and Inverse Heat Conduction Method – Net Flux 
Uncertainty 

As stated above, there are some applications where commercially available gages don’t function 
well, for example in sooty environments.  In these cases an inverse heat conduction method can 
be used to infer the net flux into the heated surface.  By measuring temperature at a surface, 
knowing material properties, and establishing a well known boundary condition on the unheated 
side one can use an inverse heat conduction code to estimate the net heat flux.  Figure 2 shows 
such a configuration.  This device will be called a “calorimeter.” 
 
Referring to Figure 2, one can see that at the sensing surface, the energy balance is the same as 
in Figure 1. On the calorimeter, the sensing element is the TC and is mounted on the unheated 
side of the surface.  The insulation surface farthest from the heated side is assumed to be 
adiabatic, or its temperature is measured to provide a prescribed temperature boundary condition.  
The insulation temperature measurement can be made and substituted for the adiabatic condition, 
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but this is not required.  The TC could be mounted on the heated surface but unheated side 
measurements are normally made because this measurement is believed to be more accurate.     
 
The temperature measurements, the geometry, and material properties of the sensing surface 
(normally stainless steel) and the insulation as functions of temperature are used with a 1-
dimensional inverse heat conduction program to estimate the net flux into the surface.  This is a 
convenient method because one does not need to know the radiation and convective calibration 
sensitivities and fractions to estimate the net flux.  Whatever is net into the heated surface of the 
calorimeter is sensed by the TC, and converted to a flux using an inverse heat conduction 
program.  Drawbacks are that there is no way to estimate the radiative and convective 
contributions, except via a model, and the transient response is poor. 
 
As indicated earlier, two codes typical of those in use are SODDIT (Sandia One-Dimensional Direct 
and Inverse Thermal) and IHCP1D (Inverse Heat Conduction Program 1-Dimensional) (see refs. 
[1] and [2]). 
 
Estimating the uncertainty of the net flux using an inverse method (IHCP1D) has been performed 

by Figueroa, et al. (ref. [3]).  Typical values of uncertainty were ±15-19% with 95% confidence at 
peak fluxes.  Uncertainties at early and late times are larger because the nominal net flux at those 
times is small.  For ease of calculation, it will be assumed that the maximum net flux uncertainty is 

±20%. 

6.3 Energy Balance Method – Incident Heat Flux Uncertainty 

6.3.1 Thin Plate Gage Background  

A thin plate gage has been used as a heat flux gage in several fire applications (ref. [27]).  In this 
method the transient temperature of a thin metal plate is measured by a TC.  The back side of the 
plate is insulated to obtain a known boundary condition; the plate is thin enough that there is 
negligible temperature difference through the thickness.  It is also assumed that the heat transfer is 
1-dimensional.  The gage is analyzed by first establishing a control volume on the plate surface 
exposed to the fire.  In ref. [5] the thin film gage is called the Sandia Heat Flux Gage (HFG).  An 
energy balance is written similar to equation {3}.  The incident radiative flux is written as follows: 
 

εεεσ //))(/(
4
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.     {20} 

 
If one compares equations {3} and {20}, the net flux may be written as follows: 
 

insulsteelabs
qqq += ,         {21} 

 
where qsteel is the sensible heat stored in the thin plate, and qinsul is the heat loss into the insulation.  
Even though the insulation has a low conductivity, there is still heat loss and that has to be 
accounted for in the model.   
 
The sensible heat stored in the thin plate is evaluated as follows: 
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)/)(()( dtdTLctq
platepsteel

ρ=         {22} 

 
where ρ is the plate density, cp the specific heat, and L the plate thickness.   
 
The heat loss into the insulation is evaluated as follows: 
 

)/),(()( ztzTktq
insinsins

∂∂=         {23} 

 
where z is the direction perpendicular to the plane of the plate. 
 
The data reduction equation used is as follows: 
 

)/)(/()/)(/())(/(
4

,
zTktTLcTThTq

insinsspssrinc
∂∂+∂∂+−+=

∞
εερεσ .  {24} 

 
Using a finite difference expression for equation {24}, the authors solve for the incident heat flux by 
use of the thermal and geometric properties of the plate and insulation, the plate temperature, 
convective heat transfer coefficient, and the free stream gas temperature.  Benefits of this method 
are relative simplicity, independence from the type of heat transfer (radiative or convective), and 
the gage does not need to be calibrated.  On the negative side one needs good estimates for all 
the input parameters in equation {24}, and the transient response is poor.  Output is in incident 
heat flux, not net.   
 
The terms in equations {24} were evaluated (ref. [5]) so their relative importance could be 
determined.  However, the application was calibration inside a cylindrical steel tube (not a fire) so 
only natural convection was present.  Figure 12 of the reference shows the results for a step 
increase in flux.  It was shown that during the early portion of the transient the order of importance 
of each of the terms in equation {24} was as follows:  1) the sensible heat stored in the plate; 2) the 
heat loss into the insulation; 3) the emitted flux; and 4) the convective flux.  The convective flux 
was the least important in part because of the application (free convection in an enclosure).  It 
would be more important in an open fire, where forced convection from the wind adds to the overall 
level of convection.   
 
In the late portion of the transient and the steady portion the term of most importance was the 
emitted flux.  All other terms were negligible.  Therefore uncertainty in plate temperature is very 
important in the estimation of the flux in the late transient and steady portions.   
 
The error caused by the relatively large TC attached to the thin plate is a large contributor to the 
large uncertainty at early times.  Convective uncertainties and uncertainties in insulation properties 
are not large contributors. 
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Figure 2  Calorimeter Details 

 
 
A detailed uncertainty analysis was performed on the thin plate gage (i.e., the Sandia Heat Flux 
Gage [Sandia HFG]) and results are reported in ref. [5].  In that study the response of the Sandia 
HFG was compared to a water-cooled circular foil “Gardon” type heat flux gage.  Uncertainty 
sources were separated into three categories: 1) simplifying assumptions; 2) uncontrolled 
variabilities; and 3) “missing physics.”  Examples of simplifying assumptions are negligible 
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temperature gradient in the plate and 1-dimensional conduction.  Examples of uncontrolled 
variability are uncertainties in material properties, geometric dimensions, TC uncertainty, etc.  
Missing physics include “phenomena commonly buried under empirical constants that are created 
to bring the modeled instrument response into agreement with the observed experimental 
response to a known input” (ref. [5]).  One example is the effect of a finite sized TC on the thin 
plate temperature – the plate temperature will be lower due to the presence of the TC.   
 
Figure 19 of the reference shows a plot of the three uncertainty sources as a function of time.  In 
the transient portion of the test, when the flux increased from zero to the steady value, missing 
physics and uncontrolled variability were the largest contributors, while during the steady portion 
simplifying assumptions and uncontrolled variability were the most important.     
 
Because the TC used was large (0.063” diameter) as compared with the plate thickness (0.010”), 
the TC likely has enough thermal mass to depress the plate temperature, causing the thin plate flux 
to lag behind the Gardon gage flux.  For robustness, 0.063 inch diameter mineral-insulated, metal-
sheathed TCs are typically used.  However, these TCs have a time constant of about 3 sec in air, 
so rapid flux changes are not accurately captured. 
 
Figure 15 in ref. [5] provides uncertainty estimates for the HFG during the transient and steady 
portions of the test.  For a step input in flux of about 100 kW/m2, the agreement between the two 
gages was very good in the steady portion, but poor in the transient.  During the steady portion the 
uncertainty is about ±8% of the nominal value of 100 kW/m2.  The values of the Gardon and thin 
plate gages are almost coincident.  However, during the transient portion the thin plate gage lags 
behind the Gardon so much so that even with the estimated uncertainty bounds, the thin plate 
response does not approach the Gardon gage response.  Therefore, for steady applications the 
thin plate (Sandia HFG) works well, but for transient cases it lags far behind the Gardon gage.     
 

6.3.2 Thin Plate Gage Applied to Calm and Windy Fires 

To estimate the uncertainty in incident heat flux when using the thin plate/energy balance method 
for fires, the same procedure is used on equation {24} as was used on equation {3}: 
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2
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Evaluating the sensitivity coefficients one obtains the following: 
 



 

 30 

ε

ερ

ε

ε

ερ

ερ

εσ

εερεε

ε

//

//

//

/)/1(/

/)/(/

/)/(/

/4/

/)/(/]/)[())(/(/

/)(/

,,

,,

,

,

,

,

3

,

222

,

,

inszinsrinc

ptsrinc

rinc

insinsrinc

sprinc

sprinc

ssrinc

insinsssrinc

srinc

kTq

LcTq

hTq

zTkq

tTcLq

tTLcq

hTTq

zTktTcLTThq

TThq

=∂∂

=∂∂

−=∂∂

∂∂=∂∂

∂∂=∂∂

∂∂=∂∂

+=∂∂

∂∂−∂∂−−−=∂∂

−=∂∂

∞

∞

∞

  {26} 

 
where “Ts,t” is the partial derivative of the steel surface temperature with respect to time (∂Ts/∂t) 
and “Tins,z” is the partial derivative of the insulation temperature with respect to the z-direction 
(∂Tins/∂z). 
 
Geometric and thermal properties are defined in ref. [5] as follows: 
 

• L = thin plate thickness = 0.010” = 0.0254 cm, 
 

• ρcp = plate density*specific heat = 1925.4 + 9.418 * T - 0.013641 * T2 + 9.441096x10-6 * T3-

2.34159x10-9 * T4 (kJ/m3-K), temperature in K8, 
 

• ε = surface emissivity of plate = 0.85, 
 

• h = convective heat transfer coefficient = 0.021 kW/m2-K for low wind case, and 0.031 
kW/m2-K for high wind case,  

 

• kins = insulation thermal conductivity = -6.05x10-3+6.98x10-5*T+1.04x10-7*T2 (W/m-K),  
 

• Ts,t = ∂Ts/∂t = change in plate surface temperature with respect to time.  This term is large 
during the early portion of the fire when the plate is heating up, but small at late times 
because the plate temperature has roughly equilibrated with the fire.  This term will be 
evaluated in the examples. 

 

• Tins,z = ∂Tins/∂z = gradient through the insulation near the steel-insulation interface.  This 
gradient is low during the early period, rises to a peak during the intermediate period, and 
slowly drops at late times.  This term will also be evaluated in the examples. 

                                                      
8
 Personal communication, L.L. Humphries, Analysis & Modeling Department 6862, February 2, 2005. 



 

 31 

7 Examples 
Several examples provide uncertainty estimates for incident radiative heat flux.  These correspond 
to the early phase of a fire when the gage is close to the initial temperature, late when the gage is 
close to the fire temperature, and an intermediate time when the gage temperature is between the 
extremes.  Examples will be analyzed for the S-B type gage, the calorimeter, and the thin plate in 
low wind and high wind fires.  It is assumed that the fire is not affected by the presence of the 
gage, therefore the incident flux is constant at 92 kW/m2 for the low wind case and 400 kW/m2 for 
the high wind case. 

7.1 S-B Type Gage 

7.1.1 Low Wind Case 

7.1.1.1 Early Times 

To determine the uncertainty in incident heat flux, one has to evaluate the parameters in equation 
{7}, reproduced below for convenience: 
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Values shown in Table 8 are used for this case (S-B gage, early times, low wind).  The net flux into 

the gage surface is assumed to be 100 kW/m2.  The net flux uncertainty is assumed to be ±25%, 
as estimated in Section 6.1.  Gage surface emissivity is assumed to be typical of Pyromark black 

paint.  The emissivity was measured as 0.85 ±0.09 emissivity units (ref. [19]).  The maximum value 
of the convective heat transfer coefficient (HTC) is taken from Table 4, 21 W/m2-K.  Because this is 

not known to high accuracy, a ±50% uncertainty will be assumed.  The surface temperature, in this 
case the S-B gage sensing surface temperature, is assumed to be a constant value of 300 K 
because the gage is water-cooled.  Uncertainty in that value is low, assumed to be ±5%.  The free 

stream gas temperature is assumed to be 1300 K with relatively large variations of ± 325 K (±25%) 
due to the turbulent nature of the fire.   
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Table 8:  Parameter Values for the S-B Gage, Early Times, Low Wind Fire 

Parameter Value Comments 

qnet 100 kW/m2 Total of radiative and 
convective parts 

∆qnet ±25 kW/m2 ±25% from above 

ε 0.85 Pyromark paint emissivity 

∆ε ±0.09 10% uncertainty from 
measurements (ref. [19]) 

h 0.021 kW/m2-K Maximum value from Table 4 

∆h ±0.010 kW/m2-K 50% uncertainty 

Ts 300 K Water-cooled gage, constant 
surface temperature 

∆Ts ±15 K Assume 5% uncertainty 

T∞ 1300 K Free stream gas temperature 

∆T∞ ±325 K Assumed variation in free 

stream gas temperature, ±25% 

 
 
Each one of the terms in equation {7} was evaluated separately.  Results are shown below. 
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Combining the values in equation {27} into equation {7}, the total uncertainty in the incident flux is 
about 36.0 kW/m2 and the incident radiative flux is 92 kW/m2.  Therefore, the total uncertainty in 

incident radiative flux is about ±39% of the total.  This large uncertainty is a result, for the most 
part, of the large uncertainty in net flux and surface emissivity. 
 
To determine the contribution of each of the uncertainty sources to the total uncertainty, the 
following procedure is used (ref. [28]).  First, square equation {7}, then divide by the total incident 
flux uncertainty.  The left side of the equation now equals 1.0.  Each of the terms on the right side 
is also divided by the total uncertainty so the fraction of each term to the total can be evaluated.  
The result is: 
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Evaluation of each of the terms in equation {28} for the low wind case, early times, is provided in 
Table 9. 
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Table 9:  Relative Magnitude of Uncertainty Sources,  

S-B Gage, Low Wind, Early Times 

Term % of Total 
2

,

2

,
/)*)/((

rincabsabsrinc
qqqq ∆∆∂∂  66.8 

2

,

2

,
/)*)/((

rincrinc
qq ∆∆∂∂ εε  17.5 

2

,

2

,
/)*)/((

rincssrinc
qTTq ∆∆∂∂  0 

2

,

2

,
/)*)/((

rincrinc
qhhq ∆∆∂∂  10.7 

2

,

2

,
/))/((

rincrinc
qTTq ∆∆∂∂

∞∞
 5.0 

All 100.0 

 
It is evident from Table 9 that the largest contributors to the total uncertainty in incident radiative 
flux are the net flux, emissivity, and convective HTC uncertainties.  The other two sources 
(uncertainty in gage surface temperature, and in gas free stream temperature) sum to less than 
about 5%. 

7.1.1.2 Intermediate Times 

Parameters for intermediate times for the S-B gage are the same as those for early times because 
the gage surface temperature is held constant by the water cooling and the convective HTC is 
virtually constant with surface temperature (see Table 4).  Therefore, the flux uncertainty is the 

same, ±39%.   

7.1.1.3 Late Times 

Parameters for late times for the S-B type gage are the same as those for early and intermediate 

times, therefore the flux uncertainty is the same, ±39%.   

7.1.2 High Wind Case 

7.1.2.1 Early Times 

For the high wind case the parameters are as shown in Table 10.  Table 11 shows the 
contributions of each of the uncertainty sources to the total.  The total uncertainty is approximately 
90.8 kW/m2.  The incident radiative flux was assumed to be 400 kW/m2 for this case, so the 
uncertainty in incident radiative flux is about ±23%.  From Table 11 the uncertainty in net flux is 
most important, followed by uncertainty in emissivity.  All other sources sum to less than 11%. 

7.1.2.2 Intermediate and Late Times 

The total uncertainty is the same for intermediate and late times because parameters in Table 10 
do not change.   
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Table 10:  Parameter Values for Early Times, S-B Gage, High Wind Case 

Parameter Value Comments 

qnet 383 kW/m2 Total of radiative and convective parts 

∆qnet ±57.5 kW/m2 ±15% from discussion above 

ε 0.85 Pyromark paint emissivity 

∆ε ±0.09 10% uncertainty from measurements 
(ref. [19]) 

h 0.031 kW/m2-K Maximum value from Table 5. 

∆h ±0.015 kW/m2-K 50% uncertainty 

Ts 300 K Water-cooled gage 

∆Ts ±15 K Assume 5% uncertainty 

T∞ 1700 K Free stream gas temperature 

∆T∞ ±425 K Assumed variation in free stream gas 

temperature, ±25% 

 

Table 11:  Relative Magnitude of Uncertainty Sources,  

S-B Gage, High Wind, Early Times 

Term % of Total 
2
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,
/)*)/((

rincnetnetrinc
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/)*)/((

rincrinc
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7.2 Calorimeter and Inverse Heat Conduction Method 

7.2.1 Low Wind Case  

7.2.1.1 Early Times 

In this case the values in Table 8 also apply to the calorimeter, except for the uncertainty in net 
flux.  The net flux uncertainty is assumed to be ±20%, as stated above.  The emissivity, heat 
transfer coefficient, and free stream gas temperature, as well as their respective uncertainties, are 
the same as in Table 8.  The sensing surface temperature of the calorimeter is also the same but 
for a different reason.  The S-B gage surface is water-cooled to maintain at that temperature (300 
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K), while the calorimeter surface begins at 300 K but rises in time.  For early times the calorimeter 
surface will also be assumed to be 300 K.   
 
In a manner similar to the S-B calculations, values in equation {7} were estimated.  The result is a 
total uncertainty of 31.4 kW/m2, which is 34.1% of the total of the 92 kW/m2 incident radiative flux. 
Table 12 shows the relative importance of each of the uncertainty sources.  The most important are 
the uncertainty in net flux, then the surface emissivity, and the convective heat transfer coefficient. 

Table 12:  Relative Magnitude of Uncertainty Sources,  

Calorimeter/Inverse Heat Conduction Method, Low Wind, Early Times 

Term % of Total 
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7.2.1.2 Intermediate Times 

The parameters in Table 13 are assumed for intermediate times.  The net flux is lower because the 
surface is at a higher temperature, so the surface emission is higher.  The convective HTC is the 
same because the surface temperature has only a small effect.  The surface temperature of the 
calorimeter has risen from 300 K to 800 K.  Table 14 shows the relative magnitude of each of the 
uncertainty sources. 
 
The total uncertainty is approximately 24.7 kW/m2, or about 27% of the total incident radiative flux.  
The uncertainty in net flux is the largest contributor, followed by the emissivity, and then the free 
stream gas temperature. 
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Table 13:  Parameter Values for Intermediate Times, Calorimeter, Low Wind 
Case  

Parameter Value Comments 

qnet 80 kW/m2 Total of radiative and 
convective parts 

∆qnet ±16 kW/m2 ±20% from above 

ε 0.85 Pyromark paint emissivity 

∆ε ±0.09 10% uncertainty from 
measurements (ref. [19]) 

h 0.021 kW/m2-K Maximum value from Table 4. 

∆h ±0.010 kW/m2-K 50% uncertainty 

Ts 800 K Surface temperature above 
ambient 

∆Ts ±40 K Assume 5% uncertainty 

T∞ 1300 K Free stream gas temperature 

∆T∞ ±325 K Assumed variation in free 

stream gas temperature, ±25% 

 
 

Table 14  Relative Magnitude of Uncertainty Sources,  

Calorimeter/Inverse Heat Conduction Method, Low Wind, Intermediate Times 

Term % of Total 
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7.2.1.3 Late Times 

The surface temperature of the calorimeter rises during the fire.  At late times, the surface comes 
to equilibrium with the fire, so the net flux is negligible.  The surface temperature is equivalent to 
the effective “flame” temperature of the surrounding environment.  This may or may not be equal to 
the gas temperature, but it can be assumed to be the same so the convective component will be 
assumed negligible.  Table 15 shows the assumed values for the calorimeter late in the fire. 
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Table 15  Parameter Values for Late Times, Calorimeter, Low Wind Case 

Parameter Value Comments 

qnet 0 kW/m2 When calorimeter reaches a 
steady value, the total net flux 
goes to zero. 

∆qnet ±10 kW/m2 
 

Large uncertainty at low flux 
levels.  This is an 
approximation. 

ε 0.85 Pyromark paint emissivity 

∆ε ±0.09 10% uncertainty from 
measurements (ref. [19]) 

h 0.021 kW/m2-K Maximum value from Table 4. 

∆h ±0.010 kW/m2-K 50% uncertainty 

Ts 1300 K Surface temperature in 
equilibrium with fire 

∆Ts ±65 K Assume 5% uncertainty 

T∞ 1300 K Free stream gas temperature 

∆T∞ ±325 K Assumed variation in free 

stream gas temperature, ±25% 

 

Table 16:  Relative Magnitude of Uncertainty Sources,  

Calorimeter/Inverse Heat Conduction Method, Low Wind, Late Times 

Term % of Total 
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The total uncertainty is approximately 36.9 kW/m2, or about ±40% of the total.  This case is very 
different from the early time case.  The surface temperature term contributes the majority of the 
uncertainty, as shown in Table 16.  Accurate flux measurements at late times using a calorimeter 
are only possible with accurate surface temperature measurements.   
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7.2.2 High Wind Case 

7.2.2.1 Early Times 

Values in Table 17 apply to the calorimeter for early times in high winds.  The net flux uncertainty is 
assumed to be ±20% and the nominal net flux is 383 kW/m2.  The emissivity, heat transfer 
coefficient, and free stream gas temperature, as well as their respective uncertainties, are the 
same as for the S-B gage.   
 

Table 17:  Parameter Values for the Calorimeter, High Wind Case, Early Times 

Parameter Value Comments 

qnet 383 kW/m2 Total of radiative and 
convective parts 

∆qnet ±76.6 kW/m2 ±20%  

ε 0.85 Pyromark paint emissivity 

∆ε ±0.09 10% uncertainty from 
measurements (ref. [19]) 

h 0.031 kW/m2-K Assume velocity is 5 m/s, 
corresponding to object 2 m 
above fire base. 

∆h ±0.015 kW/m2-K 50% uncertainty 

Ts 300 K Surface temperature at 
ambient 

∆Ts ±15 K Assume 5% uncertainty 

T∞ 1700 K Free stream gas temperature 

∆T∞ ±425 K Assumed variation ±25% 

 
Evaluation results in a total uncertainty of 108.6 kW/m2, which is 27% of the total of the 400 kW/m2 
incident radiative flux.  Table 18 shows the relative uncertainty of each of the uncertainty sources.  
In this case the net flux uncertainty is the dominant term, followed by the uncertainty in emissivity. 
Other terms are small. 
 

Table 18:  Relative Magnitude of Uncertainty Sources,  

Calorimeter/Inverse Heat Conduction Method, High Wind, Early Times 

Term % of Total 
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7.2.2.2 Intermediate Times 

The parameters in Table 19 are assumed for intermediate times.  The net flux is lower because the 
surface is at a higher temperature.  The surface temperature of the calorimeter has risen from 300 
K to 800 K.  Convection is lower because the temperature difference T∞-Ts is less.  The total 
uncertainty is about 101.2 kW/m2, or about 25% of the total incident radiative flux.  Table 20 shows 
that the net flux and emissivity uncertainties dominate, similar to early times. 
  

Table 19:  Parameter Values for the Calorimeter, Intermediate Times, High 
Winds 

Parameter Value Comments 

qnet 364 kW/m2 Total of radiative and 
convective parts 

∆qnet ±72.7 kW/m2 ±20% from above 

ε 0.85 Pyromark paint emissivity 

∆ε ±0.09 10% uncertainty from 
measurements (ref. [19]) 

h 0.031 kW/m2-K Maximum value from Table 5. 

∆h ±0.015 kW/m2-K 50% uncertainty 

Ts 800 K Surface temperature rises 
above ambient 

∆Ts ±40 K Assume 5% uncertainty 

T∞ 1700 K Free stream gas temperature 

∆T∞ ±425 K Assumed variation gas 

temperature, ±25% 

 

Table 20:  Relative Magnitude of Uncertainty Sources,  

Calorimeter/Inverse Heat Conduction Method, High Wind, Intermediate Times 
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7.2.3 Late Times 

At late times, the surface comes to equilibrium with the fire, so the net flux is negligible.  The 
surface temperature is equivalent to the effective “flame” temperature of the surrounding 
environment.  This is assumed to be close to the gas temperature, so the convective component is 
assumed negligible.  Table 21 shows the assumed values for the calorimeter late in the fire. 
 

Table 21:  Parameter Values for Late Times, Calorimeter, High Wind Case 

Parameter Value Comments 

qnet 0 kW/m2 When calorimeter reaches a 
steady value, the total net flux 
goes to zero. 

∆qnet ±10 kW/m2 
 

Large uncertainty at low flux 
levels.  This is an 
approximation. 

ε 0.85 Pyromark paint emissivity 

∆ε ±0.09 10% uncertainty from 
measurements (ref. [19]) 

h 0.031 kW/m2-K Maximum value from Table 5. 

∆h ±0.015 kW/m2-K 50% uncertainty 

Ts 1700 K Surface temperature in 
equilibrium with fire. 

∆Ts ±85 K Assume 5% uncertainty 

T∞ 1700 K Free stream gas temperature 

∆T∞ ±425 K Assumed variation in gas 

temperature, ±25% 

 
The total flux uncertainty is approximately 99.7 kW/m2 or about 25% of the total.  This case is 
similar to the low wind, late time case.  The third term (surface temperature uncertainty) contributes 
almost all to the total, as shown in Table 22. 
 

Table 22:  Relative Magnitude of Uncertainty Sources,  

Calorimeter/Inverse Heat Conduction Method, High Wind, Late Times 

Term % of Total 
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7.3 Energy Balance Method/Thin Plate Gage 

This section evaluates the incident heat flux uncertainty when using the energy balance method.  
This case is different from the other two in that net heat flux is not directly estimated.  The energy 
stored in the plate and energy loss into the insulation replaces the net flux. 
 
Referring to Section 6.3.2, the following terms have to be evaluated: 
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7.3.1 Low Wind Fire 

7.3.1.1 Early Times 

 
Table 23 provides estimates for the parameters in equation {29} at early times.  Parameters in 
Table 23 were obtained from Table 8 (emissivity, convective HTC, surface temperature, and gas 
temperature), from ref. [5] (ρcp, L, kins, Ts,t, and Tins,z), and ref. [3] (∆L). 
 
Values were substituted into equation {29} and the uncertainty estimated.  The total uncertainty for 
the thin plate/energy balance method, low wind case, early times, is about 29.3 kW/m2, or about 
±32% of the total incident radiative value.  Table 24 shows the relative contributions of each of the 
terms.  In contrast to the S-B gage or calorimeter/inverse heat conduction method, the surface 
emissivity is only a small uncertainty source.  The temporal gradient of the surface temperature 
(∂Ts/∂t) is by far the most important uncertainty source.  Other important sources are the 
convective heat transfer coefficient and the free stream temperature.  Other sources are almost 
negligible.   
 
The emissivity is less of a contributor for the thin plate gage because the terms containing ∆ε 
(energy stored in plate and insulation loss term) are smaller contributors as compared with qnet, 
which is a large uncertainty source for the calorimeter and S-B gage. 
 
Of note is that the spatial gradient in the insulation is of minor importance.  A large uncertainty 
(±50%) was assumed in Table 23 to see what the effect would be on the total uncertainty.  Even 
with this large value the effect on the total was negligible (see Table 24).   
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Data were analyzed from two previous experiments performed in a 26 ft diameter open pool.  A 
number of thin plate heat flux gages (i.e., the Sandia HFGs) were placed at the pool surface to 
measure the heat flux to the pool surface.  Data from all the gages were used to estimate the 
temporal gradient of the surface temperature during the fire.  Results from one test are shown in 
Figure 3.  The temporal gradient is a maximum (40°C/s) at early times, and drops to an average of 
approximately 17-19 °C/s at intermediate and late times.  Data shown in Figure 3 are for a low 
wind test (wind speed about 1 m/s).  Data from a higher wind test (i.e., 6 m/s) showed similar 
results. 
 

Table 23:  Energy Balance Method/Thin Plate Gage Uncertainty –  

Low Wind Case, Early Times 

Parameter Value Comments 

ε 0.85 Pyromark paint emissivity 

∆ε ±0.09 10% uncertainty from 
measurements (ref. [19]) 

h 0.021 kW/m2-K Maximum value from Table 5. 

∆h ±0.010 kW/m2-K 50% uncertainty 

Ts 300 K Surface temperature at 
ambient 

∆Ts ±15 K Assume 5% uncertainty 

T∞ 1300 K Free stream gas temperature 

∆T∞ ±325 K Assumed variation in gas 

temperature, ±25% 

ρcp 3760 kJ/m3-K From ref. [5] 

∆ρcp ±188 kJ/m3-K Assume 5% uncertainty 

L 0.000254 m Plate thickness 0.010” from [5] 

∆L ±0.0000254 m Assume 10% uncertainty from 
ref. [3] 

kins 2.4E-05 kW/m-K From ref. [5] 

∆kins ±4.8E-06 kW/m-K Assume 20% uncertainty from 
ref. [5] 

Ts,t = ∂Ts/∂t 40 K/s Approximate value inferred 
from ref. [5], Figure 12, and 
from Blanchat9 (Figure 3) 

∆Ts,t ±22 K/s Large uncertainty from 
experimental data (Figure 3) 

Tins,z = ∂Tins/∂z 200,000 K/m Estimated from ref. [5], Figure 
13 

∆Tins,z ±100,000 K/m Large uncertainty assumed, 
±50% 

 
 

                                                      
9 Unpublished experimental data from Dr. T. Blanchat, February 2005. 
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Table 24:  Relative Importance of Uncertainty Terms,  

Energy Balance Method/Thin Plate Gage, Low Wind, Early Times 

Term % of Total 
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Figure 3:  Estimate of Surface Temperature Temporal Gradient for Thin Plate 
Gage, Low Wind Fire 



 

 44 

 

7.3.1.2 Intermediate Times 

Table 25 shows the inputs for intermediate times, and Table 26 the relative importance of each 
uncertainty source. 
 

Table 25:  Energy Balance Method/Thin Plate Gage Uncertainty –  

Low Wind Case, Intermediate Times 

Parameter Value Comments 

ε 0.85 Pyromark paint emissivity 

∆ε ±0.09 10% uncertainty from 
measurements (ref. [19]) 

h 0.021 kW/m2-K Maximum value from Table 5. 

∆h ±0.010 kW/m2-K 50% uncertainty 

Ts 800 K Surface temperature at 
ambient 

∆Ts ±40 K Assume 5% uncertainty 

T∞ 1300 K Free stream gas temperature 

∆T∞ ±325 K Assumed variation in gas 

temperature, ±25% 

ρcp 4604 kJ/m3-K From experimentally measured 
data 

∆ρcp ±230 kJ/m3-K Assume 5% uncertainty 

L 0.000254 m Plate thickness 0.010” 

∆L ±0.0000254 m Assume 10% uncertainty from 
ref. [3] 

kins 1.16E-04 kW/m-K From ref. [5] 

∆kins ±2.32E-05 kW/m-K Assume 20% uncertainty from 
ref. [5] 

Ts,t = ∂Ts/∂t 17 K/s Approximate value inferred 
from ref. [5], Figure 12, and 
from Blanchat9 (Figure 3) 

∆Ts,t ±12 K/s Large uncertainty from 
experimental data (Figure 3) 

Tins,z = ∂Tins/∂z 100,000 K/m Estimated from ref. [5], Figure 
13 

∆Tins,z ±50,000 K/m Large uncertainty assumed, 
±50% 
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Table 26:  Relative Importance of Uncertainty Terms,  

Energy Balance Method/Thin Plate Gage, Low Wind, Intermediate Times 

Term % of Total 
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For the intermediate time, the total uncertainty is about ±21.7 kW/m2, or about 24% of the total.  
Table 26 shows again the importance of accurately measuring the temporal gradient of the plate 
temperature.  Next in importance is the free stream gas temperature, then the insulation 
temperature gradient, and last the convective heat transfer coefficient. 
 

7.3.1.3 Late Times 

Table 27 shows the parameter values for late times, and Table 28 the relative importance of each 
uncertainty source. 
 

Table 27  Energy Balance Method/Thin Plate Gage Uncertainty –  

Low Wind Case, Late Times 

Parameter Value Comments 

ε 0.85 Pyromark paint emissivity 

∆ε ±0.09 10% uncertainty from 
measurements (ref. [19]) 

h 0.021 kW/m2-K Maximum value from Table 5. 

∆h ±0.010 kW/m2-K 50% uncertainty 

Ts 1300 K Surface temperature at 
ambient 

∆Ts ±65 K Assume 5% uncertainty 

T∞ 1300 K Free stream gas temperature 

∆T∞ ±325 K Assumed variation in gas 

temperature, ±25% 
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Parameter Value Comments 

ρcp 5170 kJ/m3-K From experimentally measured 
data 

∆ρcp ±260 kJ/m3-K Assume 5% uncertainty 

L 0.000254 m Plate thickness 0.010” 

∆L ±0.0000254 m Assume 10% uncertainty from 
ref. [3] 

kins 2.6E-04 kW/m-K From ref. [5] 

∆kins ±5.2E-05 kW/m-K Assume 20% uncertainty from 
ref. [5] 

Ts,t = ∂Ts/∂t 19 K/s Approximate value inferred 
from ref. [5], Figure 12, and 
from Blanchat9 (Figure 3)  

∆Ts,t ±10 K/s Large uncertainty from 
experimental data (Figure 3) 

Tins,z = ∂Tins/∂z 26,670 K/m Estimated from ref. [5], Figure 
13. 

∆Tins,z ±1,335 K/m Large uncertainty assumed, 
±50% 

 

Table 28  Relative Importance of Uncertainty Terms,  

Energy Balance Method/Thin Plate Gage, Low Wind, Late Times 
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The total uncertainty is estimated to be 38.8 kW/m2, or about 42% of the total radiative incident 
flux.  At late times the dominant uncertainty source is the plate surface temperature, followed by 
the temporal plate surface temperature gradient.  Other sources are small. 
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7.3.2 High Wind Fire 

7.3.2.1 Early Times 

 
Table 29 provides estimates for the parameters at early times in a high wind fire. 
 

Table 29  Energy Balance Method/Thin Plate Gage Uncertainty –  

High Wind Case, Early Times 

Parameter Value Comments 

ε 0.85 Pyromark paint emissivity 

∆ε ±0.09 10% uncertainty from 
measurements (ref. [19]) 

h 0.031 kW/m2-K Maximum value from Table 5. 

∆h ±0.015 
 kW/m2-K 

50% uncertainty 

Ts 300 K Surface temperature at 
ambient 

∆Ts ±15 K Assume 5% uncertainty 

T∞ 1300 K Free stream gas temperature 

∆T∞ ±325 K Assumed variation in gas 

temperature, ±25% 

ρcp 3760 kJ/m3-K From experimentally measured 
data 

∆ρcp ±188 kJ/m3-K Assume 5% uncertainty 

L 0.000254 m Plate thickness 0.010” 

∆L ±0.0000254 m Assume 10% uncertainty from 
ref. [3] 

kins 2.4E-05 kW/m-K From ref. [5] 

∆kins ±4.8E-06 kW/m-K Assume 20% uncertainty from 
ref. [5] 

Ts,t = ∂Ts/∂t 176 °C/s Approximate value inferred 
from ref. [5], Figure 12, and 
from Blanchat 9 (Figure 3) 

∆Ts,t ±97 °C/s Large uncertainty from 
experimental data (Figure 3) 

Tins,z = ∂Tins/∂z 880,000 K/m Estimated from ref. [5], Figure 
13 

∆Tins,z ±440,000 K/m Large uncertainty assumed, 
±50% 

 
In Table 29, the temporal gradient of the plate temperature was estimated by multiplying the 
gradient for low winds, early times (40°C/s) by the increase in overall flux level (443/100 = 4.43).  
Data from Blanchat for high wind fires9 resulted in very similar values for the temperature gradient 
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as shown previously for low wind fires.  This is believed to be due to the gages being located at the 
pool level, and not affected by the wind.  Therefore the higher, calculated values will be used. 
 
At early times the surface temperature is low so emitted energy is small.  Most of the energy heats 
the plate, so assuming the plate is a lumped mass the higher flux increases the temporal gradient.  
The uncertainty in the temporal gradient (±97°C/s) was estimated using the same ratio (4.43). 
 
The total uncertainty for the high wind, early time case is about 117.1 kW/m2, or about ±29% of the 
total incident radiative value.  Table 30 shows the relative contributions of each of the terms.  The 
temporal gradient of the surface temperature was the most important uncertainty source, 
comprising 85% of the total.  All other sources were each less than 10%.  
 
Similarly, the spatial gradient in the insulation was increased by the same ratio (4.43).  Even with 
these large values the relative importance of the insulation gradient (Table 30) is only 1.1%, so no 
further effort was expended to obtain better estimates of the insulation gradient. 
 

Table 30  Relative Importance of Uncertainty Terms,  

Energy Balance Method/Thin Plate Gage, High Wind, Early Times 
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7.3.2.2 Intermediate Times 

Table 31 shows the inputs for intermediate times, and Table 32 the relative importance of each 
uncertainty source.  The same ratio was again used to estimate the insulation spatial gradient and 
the temporal surface temperature gradient, although the rationale is not as strong as for early 
times.  
 
For the intermediate time, the total uncertainty is about ±85.0 kW/m2, or about 21% of the total.  
Table 32 shows again the importance of knowing the temporal gradient of the plate temperature, 
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and in this case, the spatial gradient of the insulation temperature.  All other sources contribute 
small amounts to the total uncertainty. 
 

Table 31  Energy Balance Method/Thin Plate Gage Uncertainty –  

High Wind Case, Intermediate Times 

Parameter Value Comments 

ε 0.85 Pyromark paint emissivity 

∆ε ±0.09 10% uncertainty from 
measurements (ref. [19]) 

h 0.031 kW/m2-K Maximum value from Table 5. 

∆h ±0.015 kW/m2-K 50% uncertainty 

Ts 800 K Surface temperature at 
ambient 

∆Ts ±40 K Assume 5% uncertainty 

T∞ 1700 K Free stream gas temperature 

∆T∞ ±425 K Assumed variation in gas 

temperature, ±25% 

ρcp 4604 kJ/m3-K From experimentally measured 
data 

∆ρcp ±230 kJ/m3-K Assume 5% uncertainty 

L 0.000254 m Plate thickness 0.010” 

∆L ±0.0000254 m Assume 10% uncertainty from 
ref. [3] 

kins 1.16E-04 kW/m-K From ref. [5] 

∆kins ±2.32E-05 kW/m-K Assume 20% uncertainty from 
ref. [5] 

Ts,t = ∂Ts/∂t 75 K/s Approximate value inferred 
from ref. [5], Figure 12, and 
from Blanchat 9 (Figure 3) 

∆Ts,t ±53 K/s Large uncertainty from 
experimental data (Figure 3) 

Tins,z = ∂Tins/∂z 440,000 K/m Estimated from ref. [5], Figure 
13 

∆Tins,z ±220,000 K/m Large uncertainty assumed, 
±50% 

 

7.3.2.3 Late Times 

Table 33 shows the parameter values for late times, and Table 34 the relative importance of each 
uncertainty source.  The total uncertainty is estimated to be 123.8 kW/m2, or about 31% of the total 
radiative incident flux.  At late times the dominant uncertainty source is the plate surface 
temperature, and then the temporal gradient of the plate temperature.  The contribution from the 
temporal gradient of the plate temperature may be overstated in Table 34, because the value from 



 

 50 

Table 33 is highly uncertain.  However, the conclusion does not change, the temporal gradient of 
the plate temperature is a large contributor to the total uncertainty. 
 
 

Table 32  Relative Importance of Uncertainty Terms,  

Energy Balance Method/Thin Plate Gage, Low Wind, Intermediate Times 
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Table 33  Energy Balance Method/Thin Plate Gage Uncertainty –  

Low Wind Case, Late Times 

Parameter Value Comments 

ε 0.85 Pyromark paint emissivity 

∆ε ±0.09 10% uncertainty from 
measurements (ref. [19]) 

h 0.031 kW/m2-K Maximum value from Table 5. 

∆h ±0.015 kW/m2-K 50% uncertainty 

Ts 1700 K Surface temperature at 
ambient 

∆Ts ±85K Assume 5% uncertainty 

T∞ 1700 K Free stream gas temperature 

∆T∞ ±425 K Assumed variation in gas 

temperature, ±25% 

ρcp 5170 kJ/m3-K From experimentally measured 
data 

∆ρcp ±260 kJ/m3-K Assume 5% uncertainty 

L 0.000254 m Plate thickness 0.010” 

∆L ±0.0000254 m Assume 10% uncertainty from 
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Parameter Value Comments 

ref. [3] 

kins 2.6E-04 kW/m-K From ref. [5] 

∆kins ±5.2E-05 kW/m-K Assume 20% uncertainty from 
ref. [5] 

Ts,t = ∂Ts/∂t 84 K/s Approximate value inferred 
from ref. [5], Figure 12, and 
from Blanchat 9 (Figure 3) 

∆Ts,t ±44 K/s Large uncertainty from 
experimental data (Figure 3) 

Tins,z = ∂Tins/∂z 118,000 K/m Estimated from ref. [5], Figure 
13 

∆Tins,z ±59,000 K/m Large uncertainty assumed, 
±50% 

 

Table 34:  Relative Importance of Uncertainty Terms,  

Energy Balance Method/Thin Plate Gage, Low Wind, Late Times 
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8 Discussion 

Table 35 provides a summary of the uncertainty estimates for all the types of measurement 
techniques, in both wind conditions, for all three times.  Table 36 shows which parameters have the 
greatest effect on the total uncertainty. 
 

Table 35  Summary of Uncertainty Estimates for Incident Radiative Flux 

Time Period S-B Type Gage Calorimeter & Inverse Heat 
Conduction Method 

Thin Plate/Energy 
Balance Method 

Low Wind 
Early times ±39% ±34% ±32% 

Intermediate Times ±39% ±27% ±24% 

Late Times ±39% ±40% ±42% 

High Wind 
Early times ±23% ±27% ±29% 

Intermediate Times ±23% ±25% ±21% 

Late Times ±23% ±25% ±31% 

 

Table 36  Parameters Having Largest Effect on Total Uncertainty 

Low and High Winds Early Time Intermediate Time Late Time 

S-B Gage 1) Net flux 
2) Surface emissivity 

1) Net flux 
2) Surface emissivity 

1) Net flux 
2) Surface emissivity 

Calorimeter & 
Inverse Heat 
Conduction Method 

1) Net flux 
2) Surface emissivity 

1) Net flux 
2) Surface emissivity 

1) Surface temperature 
2)  Net flux 

Sandia HFG (thin 
plate) 

1) Temporal surface 
temperature 
gradient 

2)  Convective HTC 

1) Temporal surface 
temperature 
gradient 

2) Free stream 
temperature 

1)  Surface 
temperature 

2)  Temporal surface 
temperature 
gradient 

 

The estimated uncertainties from Table 35 for the S-B gage range from a low of about ±23% to a 

high of about ±39%.  The uncertainty of the S-B type gage is constant at each of the respective 
wind speeds but is highest (±39%) at the low wind speed because the convective fraction is higher.  
The uncertainty drops to ±23% for the high wind case.  Uncertainty in net heat flux and surface 
emissivity contribute most to the total for incident radiative heat flux for the S-B gage.   
 
Uncertainty estimates vary when using the calorimeter/inverse heat conduction method, from a low 
of ±25% to a high of ±40%.  At early and intermediate times the uncertainty in net flux and 
emissivity are most important to the total.  At late times the surface temperature measurement 
contributes most to the total uncertainty.  The uncertainty for the calorimeter in either low or high 
winds is likely lower than shown in Table 35 because measurement techniques have improved.  An 
extensive analysis of TC bias errors when using TCs on an inconel or stainless steel plate was 
made in ref. [19].  After correcting for these bias errors, one might be able to reduce the assumed 



 

 53 

±5% uncertainty of surface temperature measurements by half, to 2.5%.  This would significantly 
reduce the uncertainties at late times when using a calorimeter. 
 
For either the S-B gage or calorimeter, uncertainty in heat transfer coefficient ‘h’ and gas 
temperature T∞ have only a small effect on the total uncertainty in incident radiative flux.  This 
result is fortunate because those two parameters exhibit large variations in a fire, and obtaining 
more precise values would be difficult. 
 
For the thin plate type gage, the uncertainty ranged from ±21% to ±42%.  These values are 
comparable with those from either of the other two methods.  However, the most important 
uncertainty sources are the temporal gradient of the surface temperature and the surface 
temperature.  It is therefore not surprising that the thin plate gage response in the transient portion 
is poor (ref. [5]).  Because S-B or Gardon type gages respond much faster than the Sandia HFG 
(thin plate), their transient response is much more accurate.  The inverse heat conduction 
calorimeter also suffers from slow transient response, and will not accurately predict fast varying 
heat flux.  This slow response is mostly due to the slow TC response, as noted earlier.   
 
All the values for heat flux uncertainty are higher than desired.  There is no clear advantage of one 
method over the other for all cases.  Each is superior to another depending on the application.  In 
one respect, the S-B type gage is more desirable because the uncertainty does not change with 
time in the fire, and it has better transient response.  In another respect, the calorimeter is more 
desirable because it does not require water cooling and does not suffer from different calibration 
constants for radiation and convection.  In steady fires the Sandia HFG is superior, but it is large 
(i.e., 4”x4”x4”) compared to the S-B type gages (e.g., 1” diameter x 2” long).  Calorimeters are 
generally largest, but are easy to fabricate and are inexpensive to build.   
 
Because fires in the open are very dependent on the wind, and large fluctuations are typical, gages 
that only work well in steady environments (e.g., Sandia HFGs) are likely not the best choice.  
However, in sooty environments, water-cooled gages are not suitable because the sensing surface 
becomes covered with soot, changing the calibration.   
 
Because hydrocarbon fuel fire environments are so severe, and because a number of problems 
can occur, it is suggested that multiple methods be used whenever possible.  If the S-B gage were 
to foul due to soot buildup, the gage output would steadily decline. In that case the calorimeter 
results could be used.  If space were limited, the calorimeter would probably be too large, so the 
Sandia HFG would be more appropriate.  If 2-dimensional effects are large, then the use of a 1-
dimensional inverse heat conduction code would not be appropriate.  If all three methods are used, 
and the results agree to within their respective uncertainty bounds, then one has higher confidence 
in the flux measurements. 
 
These uncertainties, when compared on an equal basis (i.e., 95% coverage level), are consistent 
with the results of ref. [12]. 
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9 Conclusions 

1) The uncertainty in incident radiative flux, applicable to S-B gages and inverse heat 
conduction methods, has the following contributors (in approximate order of 
importance): 
a. Uncertainty in net heat flux; 
b. Uncertainty of surface emissivity; 
c. Uncertainty of surface temperature; 
d. Uncertainty of convective heat transfer coefficient; and 
e. Uncertainty of free stream gas temperature 

 
2) The uncertainty in incident radiative flux, applicable to the thin plate/energy balance 

method, has the following contributors (most in order of importance): 
a. Uncertainty in temporal surface temperature gradient; 
b. Uncertainty of surface emissivity; 
c. Uncertainty of surface temperature; 
d. Uncertainty of convective heat transfer coefficient; 
e. Uncertainty of free stream gas temperature; 
f. Uncertainty in spatial gradient of insulation temperature; 
g. Uncertainty in plate thickness; 
h. Uncertainty in density*specific heat product; and 
i. Uncertainty in insulation thermal conductivity 

 
3) Uncertainty for S-B type gages is about ± 39% at all times in the fire, for low winds, 

and about ± 23% at all times for high winds. 
4) For all times and in low and high winds, the uncertainty in incident radiative flux when 

using the S-B gage is most affected by the net flux uncertainty and uncertainty in 
surface emissivity. 

5) Uncertainty for calorimeter/inverse heat conduction method in low winds is about ± 
34% at early times, ± 27% at intermediate times, and ± 40% at late times in the fire.  
For high wind fires the values are ± 27%, ± 25%, and ± 25% for the three times. 

6) The uncertainty in incident radiative flux when using a calorimeter and an inverse heat 
conduction method is most affected by the net flux uncertainty and uncertainty in 
surface emissivity at early and intermediate times.  At late times uncertainty in surface 
temperature is most important. 

7) The uncertainty in the thin plate/energy balance method is ±24% to ±42% in low wind 
fires, and ±21 to ±31% in high wind fires. 

8) The uncertainty in incident radiative flux when using a thin plate gage and energy 
balance method is most affected by the temporal gradient of the surface temperature 
and the surface temperature.  At early times the convective HTC is important, and at 
intermediate times the free stream temperature is also important. 

9) The uncertainty in S-B gages is reduced to about ± 3-4% if the radiative calibration 
sensitivity equals the convective sensitivity, or if the convective fraction is negligible. 

10) Because the thin plate uncertainty is most affected by the temporal gradient of surface 
temperature, the thin plate gage suffers from poor transient response. 
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11) Phenomena not being addressed in the thin plate/energy balance model, for example 
the error caused by the TC mounted on the plate and the slow response of the 
relatively large TC, account for the majority of the error at early times.   

12) To improve incident radiative heat flux estimates, resources should be focused on 
reducing uncertainties in the surface emissivity and net heat flux (S-B gage and 
calorimeter), and surface temperature and surface temperature gradient (thin plate 
gage). 

13) Net heat flux uncertainties can be improved by more accurate temperature 
measurements. 

14) Thin plate measurements can be improved by use of smaller TCs which will improve 
the thin plate temperature and temporal gradient measurements. 

15) Uncertainties in convective HTC and free stream temperature are secondary 
contributors to the total uncertainty for S-B gages and calorimeters.  They play a 
slightly larger role for the thin plate gage. 

16) More effort should be expended to understand differences between radiative and 
convective gage calibration constants for S-B gages.  

17) Multiple methods should be used wherever possible to increase confidence in the 
quality of the measurements. 
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