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      Abstract

There are several engineering obstacles that need to be solved before key management and
encryption under the bounded storage model can be realized. One of the critical obstacles
hindering its adoption is the construction of a scheme that achieves reliable communication
in the event that timing synchronization errors occur. One of the main accomplishments
of this project was the development of a new scheme that solves this problem. We show in
general that there exist message encoding techniques under the bounded storage model that
provide an arbitrarily small probability of transmission error. We compute the maximum
capacity of this channel using the unsynchronized key-expansion as side-channel informa-
tion at the decoder and provide tight lower bounds for a particular class of key-expansion
functions that are pseudo-invariant to timing errors. Using our results in combination with
Dziembowski et al. [11] encryption scheme we can construct a scheme that solves the timing
synchronization error problem.

In addition to this work we conducted a detailed case study of current and future
storage technologies. We analyzed the cost, capacity, and storage data rate of various
technologies, so that precise security parameters can be developed for bounded storage
encryption schemes. This will provide an invaluable tool for developing these schemes in
practice.
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Chapter 1

Introduction

The field of Cryptography has made significant strides in the development of its theoretical
infrastructure over the past few decades. The invention of new theoretical tools has paved
the way for advanced cryptographic systems that were not conceivable only a few years ago.
Unfortunately, even with all the major achievements theoretical cryptography has enjoyed,
the security of many of today’s cryptographic schemes are based on unproven conjectures.
It is unlikely given the current state of the field that any of these conjectures will be proven
in the near future.

Many of today’s modern cryptosystems are developed with specific types of security in
mind. Depending on the type of cryptography being employed, the security of such schemes
is often contingent on the degree of provable security one is after. In public key cryptog-
raphy, security protocols is developed based on the intractability of difficult computational
problems. Often these problems are based on mathematical puzzles that have been around
for centuries, such as integer factorization or discrete logarithms. The security of these
schemes remains in question however, as the difficulty of the puzzles they are based on
has not been proven. If a significant breakthrough in computational power or algorithm
development takes place, then many of these schemes may be at risk.

In the symmetric key arena the same types of problems exist, albeit in a slightly different
nature. For example the security of most symmetric key encryption schemes can be reduced
to the pseudorandomness of the block-cipher or function used. The existence of an efficient
pseudorandom permutation or function is equivalent to the existence of one-way functions,
which still remains an unproven conjecture. Therefore the security of such schemes in
practice depends on the security of the functions used in their place, such as the Advanced
Encryption Standard (AES).

The problems exhibited above are inherent to these types of cryptosystems. Fortu-
nately there are other ways to achieve absolute security without these obstructions. In
information-theoretic cryptography it is possible to achieve perfect security using a one-
time pad encryption, provided the entropy of the pad is as large as the entropy of the
message being encrypted. This was proven in a classical result by Shannon [30] and does
not depend on the computational resources of an adversary or an unproven conjecture. This
is in stark contrast to the security achieved in public key cryptography. There are problems
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though with using information-theoretic cryptography in practice. The main frustration is
the ability to obtain a perfectly random source to generate the pads used by the one-time
pad. For long plaintexts messages this can be a considerable problem.

In this paper we study information-theoretic cryptography and key-management from
a slightly different perspective. The goal of our work is to develop a key agreement scheme
using a public random source and short random seed to generate one-time pad encryption
schemes. Our approach is different than most, since we will assume an adversary has
a bounded storage capacity, presumably smaller than the length of the public random
source. Under this assumption we can prove our encryption schemes enjoy the same types
of security benefits as those achieved by the information-theoretically secure ones. These
schemes solve the problem of obtaining a long, perfectly random source to generate one-time
pads. Furthermore, these constructions are explicit and do not rely on the computational
abilities of an adversary.

1.1 Motivation

Under the bounded storage model, a public random source is available to all parties including
the adversary. The source itself is not assumed to be perfectly random but rather satisfies
some notion of weak randomness, which we define later. The public source could be obtained
using a satellite broadcast or deep space radio telescope such as the LOFAR system, which
can transmit on the order of several tens of Terabits per second [22]. In order to make the
scheme practical the source must be transmitted at a very high data rate. A short random
seed is shared between the two legitimate parties that wish to communicate. The seed is used
to extract a mutual random key that is then used as a one-time pad Z to encrypt a message
M , as C = M ⊕Z. The adversary is assumed to have storage resources close to the size of
the public random source, perhaps on the order of several petabytes (1012 Bytes) in size.
The adversary stores partial information about the source hoping to extract the encrypted
message M at some later time. From a practical perspective we assume the adversary’s
storage resources depend not only on his total storage capacity, but also on his sustained
data transfer rate and cost/budget constraints. These parameters are often overlooked in
the literature and should be considered when developing security parameters. We provide
an analysis of different storage technologies and their rates in Chapter 4. The key extraction
schemes we discuss remain secure even if a party is compromised and the secret seed used
to extract the key is obtained. If an adversary achieves an unlimited storage capacity at
some point in the future we can show any one-time pad encrypted message remains secure
indefinitely. Furthermore the secret seed may be used up to an exponential number of times
and still remain secure.

As an illustration of the capabilities of the bounded storage model we consider the
example presented by Dziembowski et al. in [11]. In the example we assume an adversary
has a storage capacity of one petabit and both legitimate parties share a 6000-bit secret
seed. The public random source is transmitted for a day and a half at a rate of 100 gigabits
per second. Both parties are able to extract an expanded key of length 10 gigabits which is
used as a one-time pad. Under this example, we can show the adversary has virtually no
information about the expanded key even when an optimal storage strategy is employed.
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The encrypted message remains secure indefinitely.

Several problems exist with implementing these schemes in practice. One of the more
difficult problems is the synchronization of the two communicating parties. Since the public
random source is being transmitted at such a high data rate, very accurate clocks will need
to be employed to ensure bit sampling occurs at the same position. A single bit error could
waste many days of computations. This problem is compounded by the rapid development
in data storage technologies which will likely force bounded storage encryption schemes to
either increase the source data rate or the amount of time needed to calculate an extracted
key. Increasing the time for key extraction from days to weeks is not a practical option.
Therefore the random source will need to be transmitted at a faster rate to offset the
increases in storage technologies.

Unfortunately, the development rate of precision clocks is far behind that of data storage
technologies. Some of the most accurate clocks built today are based on measuring the
frequency of cesium atoms. These types of atomic clocks can achieve accuracy up to 2 ×
10−14 Hz. They are expensive and bulky, and therefore are not viable for small portable
applications. In order to mitigate synchronization and timing errors without increasing clock
accuracy more sophisticated timing error correcting schemes will need to be developed. We
explore developing such schemes in the bounded storage model. Our proposed solutions
are simple and follow previously established work on communication error correcting codes
with additional side-channel information. We compute the capacity of these channels when
synchronization errors are present and develop tight lower bounds for a particular class of
pseudo-invariant key expansion functions. The outline of this paper is as follows.

In Chapter 2 we first review the notion of a weak random source. We provide a brief
history of weak randomness and show how it has evolved to its current form. In the
next section we discuss various randomness extraction techniques and introduce the term
extractor as it was first defined by Nisan and Zuckerman [26]. We finish the chapter with an
overview of bounded storage encryption and discuss some of the recent work in the field. We
show how extractors may be modified to construct encryption schemes under the bounded
storage model.

In Chapter 3 we discuss the timing synchronization problem and show how to modify
the Dziembowski et al. [11] encryption scheme to correct for synchronization errors. We
compute the capacity of the channel and show how to construct error correcting encoding
schemes without specific knowledge of the weak random source distribution.

In Chapter 4 we conduct a detailed case study of current and future storage technolo-
gies. We analyze the cost, capacity, and storage data rate of various technologies so that
precise security parameters can be developed for bounded storage encryption schemes. This
technology survey will provide an invaluable tool for developing these schemes in practice.
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Chapter 2

Randomness Extraction

In this Chapter we cover the bounded storage model in more detail by reviewing the defi-
nition and tools used to formulate security. We begin our discussions with a brief history
on weak random sources and show how the present-day definition fits appropriately within
this model. We follow with a discussion on the current trends in randomness extraction.
We define the term extractor as that used in [26] and show how extractors can extract
near-uniform random bits using a source of weak randomness. Our discussion ends with a
review of some recent results on bounded storage encryption. These results give insight on
how to construct secure schemes using strong extractors [23]. Furthermore we show how
such schemes remain secure under key re-use using the result of [23].

2.1 Weak Random Sources

Many applications use a source of randomness to support the computation of various tasks.
When designing algorithms utilizing random sources one often assumes that perfect random-
ness is readily available. The performance of an algorithm depends on the characteristics
of the random source, so any source imperfections may cause unexpected behavior in the
algorithm. Unfortunately, obtaining a perfect source of randomness can be quite difficult.
Instead, natural sources such as a Zener diode or quantum noise may often be substituted in
its place. Dealing with the imperfections of the real world requires one to weaken the ran-
domness requirement of the source. This allows one to design better performing algorithms
in practice. In order to achieve this goal one needs to develop a model of weak randomness.

One of the first random source models was based on the biased coin problem. In the
biased coin problem, a two-sided coin is independently flipped generating a sequence of
heads and tails. The coin is biased to either one of the two sides, so that one side is
more likely than the other. Von Neumann developed an extraction technique to produce a
sequence of truly random bits [39]. In his technique he takes the results of two coin tosses
and outputs a 1 if he receives HT and 0 for TH. Any other combination is discarded. It is
easy to verify that this technique generates a sequence of truly random bits. The extraction
of random bits however is not optimal since randomness is thrown away for the HH and
TT combinations. There have been various improvements over the years which improve
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upon Von Neumann’s extraction technique. For example A. Juels et al. [19] developed an
efficient scheme that asymptotically extracts the full entropy of the source. It would seem,
based on the simplicity of the model, that the biased coin model is a sufficient model for
weak random sources. The problem with this model, however, is that many sources of
randomness do not have independent bits and a fixed bias. Therefore a more generalized
model needs to be considered.

Santha and Vazirani [31] developed a weaker notion of randomness by relaxing the
conditions of the biased coin model. In their model each bit is slightly random so that the
conditional probability of each bit, given the past bits, is bounded below by some fixed
constant δ > 0. This guarantees that no string is completely deterministic. These types of
sources are called SV-sources, and their definition is formalized below.

Definition 1. (Santha-Vazirani [31]) A random source X = (X1, . . . ,Xn) over the set

of binary strings of length n is said to be a δ SV-source if for any 0 < δ ≤ 1/2 and every

i = 1, . . . , n,

δ ≤ Pr[Xi = ai | X1 = a1, . . . ,Xi−1 = ai−1] ≤ 1− δ

Using their model Santha and Vazirani showed that a single SV-source does not suffi-
ciently guarantee the generation a single unbiased bit. They were, however, able to prove
that any two or more independent SV-sources is sufficient. This is, as we shall show, the
reason why randomness extractors use two source of randomness to extract random bits.
Vazirani extended these results by showing the inner-product of two SV-sources produces
a single unbiased bit [37].

The problem with the SV-source model is that it imposes too much structure on the
random sources. To work around this restriction we look at our final model, which is based
on the min-entropy of a distribution. The min-entropy model was first suggested by [40, 41]
and has become the standard model of weak random sources.

Definition 2. The min-entropy of a source X on {0, 1}n is defined as,

H∞(X) := min
x∈{0,1}n

log(Pr[X = x]−1)

A source has min-entropy at least k if the probability of each element is bounded above
by 2−k. Intuitively this implies that a source of min-entropy k contains at least k-bits of
randomness. In the Santha-Vazirani model an n-bit SV-source has min-entropy n · log(1−
δ)−1.

Following the impossibility result of Santha and Vazirani, it is not difficult to to show
that for any 1-bit extraction technique over the set of n-bit strings there exists a min-entropy
source of n− 1 bits that gives a constant output. Therefore extractors need random seeds
in order to extract randomness.

In order to measure the quality of randomness in distributions a metric called statistical

distance is used. Statistical distance measures the distinguishibility between two distribu-
tions over the same domain. Ideally we would like to make statements on how close an
arbitrary distribution is to uniform. This will allow us to relax the condition that an ex-
traction technique is approximately uniform rather than truly uniform. For this we use the
following definition.
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Definition 3. Let X and Y be two distributions over the same domain U . The statistical

distance between X and Y is,

‖X − Y ‖ := max
A:U→{0,1}

|Pr[A(X) = 1]− Pr[A(Y ) = 1]|

The above definition can be rewritten in the equivalent form 1/2
∑

u∈U |Pr[X(u)] −
Pr[Y (u)]|. A distribution X is said to be ǫ-close to uniform over U if ‖X − U‖ < ǫ. This
implies that X is indistinguishable from random by any non-efficient algorithm.

2.2 Extractors

In the last section we showed how the Von Neumann algorithm could be used to extract
random bits from the biased coin model. In this section we define the term extractor for
weak random sources using min-entropy. If you recall, Santha and Vazirani showed that
at least two SV-sources are needed to extract randomness. This motivates the following
definition.

Definition 4. A (k, ǫ)-extractor is a function,

Ext : {0, 1}n × {0, 1}d → {0, 1}m

such that for any distribution X on {0, 1}n with min-entropy H∞(X) ≥ k the distribution

Ext(X,Ud) is ǫ-close to the uniform distribution on {0, 1}m.

The random d-bit seed is used to extract many random bits from the source. The goal
in constructing extractors is to maximize the output length while keeping the input seed
small. Tight bounds exist on the seed and output length for non-explicit constructions (i.e.
existence proofs). These bounds are formulated in the following Proposition.

Proposition 1. (Radhakrishnan & Ta-Shma [28]) For each ǫ > 0 and k ≤ n there

exists a (k, ǫ)-extractor Ext : {0, 1}n × {0, 1}d → {0, 1}m with m = k + d− 2 log 1/ǫ−O(1)
and d = log(n− k) + 2 log 1/ǫ + O(1).

A great deal of work has been involved in developing explicit constructions that come
close to meeting these bounds. Many of these constructions rely on recursion to amplify
randomness. One such method was developed by Nisan and Zuckerman in [26]. Their ex-
traction technique transforms a weak random source X into a sequence of Block-wise sources
X1, . . . ,Xn. To amplify the randomness a sequence of extractors is composed recursively
yielding Extn(Xn, Extn−1(Xn−1, . . . , Ext1(X1, s))). This type of construction aims to min-
imize the initial seed length by expanding the seed at each recursion step. The sequence of
extractors used in [26] is constructed using the Left Over Hash Lemma of [18]. In particular
for any universal hash family H : {0, 1}n → {0, 1}l and k+2 log(ǫ−1) min-entropy source X,
the distribution Ext(X,H) := (h, h(x)) is ǫ-close to uniform on the set H × {0, 1}l. Since
efficient constructions of universal hash families exist, it follows the extractors of [26] are
explicit.
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Following the original work of Nisan and Zuckerman several authors have developed
improvements to the Block-wise source extraction technique [25, 33, 34, 42]. These new
techniques aim to compose extractors in various ways. By composing an extractor that
optimizes the seed length with an extractor that optimizes the output length, we can develop
a new extractor that optimizes both. For an overview of recent developments in extractors
see [29].

2.3 Bounded Storage Model

The bounded storage model was first introduced by Maurer in 1990 [24]. Under the model
a public random source X is available to all parties. It is assumed that X satisfies some
notion of weak randomness, so that extraction is possible. In practice the source could be
transmitted via satellite or ground based network and be based on a natural source.

All parties including the adversary are assumed to have a limited storage capacity,
presumably close to the size of X. No other computational restrictions are placed on the
adversary; therefore, we assume they have unlimited computational power. The challenge
in the bounded storage model is to devise information-theoretic secure encryption when
storage capacities are arbitrarily close to the size of X. If an adversary could store X in its
entirety, information-theoretic security would not be possible.

Under the model two parties share an initial random seed s that is chosen uniformly.
Using the seed s and source X both parties extract a mutual random key which is used as
a one-time pad. The adversary can store up to a fraction of the bits of the weak random
source X using an arbitrary storage function h : X → U . The adversary loses the ability to
access X after the storage function h has been applied. In addition to the above conditions
the adversary is able to compromise one of the two parties and extract the secret seed s.
It is assumed that the adversary gains unlimited storage capacity after s has been learned.
This allows the possibility that an adversary tries to decrypt the message at some point in
the future when more storage capacity is available. A key-expansion function f is said to be
secure in the bounded storage model if the conditional probability of gaining information
about the extracted key K given s and h(X) is ǫ-close to uniform. More precisely we have
the following definition.

Definition 5. Let f : X×{0, 1}d → {0, 1}m be a key-expansion function over a weak public

random source X. For any arbitrary storage function h : X → U storing up to a fraction

|h(X)|/H∞(X)-bits of X, we say f is ǫ-secure under the bounded storage model if for any k
min-entropy source X, the random variable (f(X,S), h(X), S) is ǫ-close to (Um, h(X), S),

where s
R
← {0, 1}d.

2.4 Recent Work

The original bounded storage model [24] used a uniform random string as the public random
source. Under this model Maurer was able to prove with high probability that the mutual
information provided by both that the encrypted plaintext and stored source bits gives
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zero information about the plaintext distribution. This holds true for any storage strategy
storing up to a fraction of the original bits of the public random source. This analysis
did not include the more general case of storing an arbitrary function of the original bits.
Cachin and Maurer later refined the model to include this generalization [5].

Using concepts derived from semantic security and indistinguishability Aumann et al. [3]
were able to show that extracting a single bit of information about the key is negligible. This
is a slightly weaker notion of security than the Renyi entropy results obtained by [5]. The
authors further proved under the indistinguishability condition that if the secret seed was
later compromised, then any encrypted message occurring before the compromise remained
secure indefinitely. This important property was given the name everlasting security.

Some of the recent work in the bounded storage model has sought to develop extractor
conditions so they may be used as key-expanders. The problem with the current definition
of extractors is that it does not guarantee indistinguishability if the secret seed is exposed.
Lu was able to work around this technicality by defining a new class of extractors called
strong extractors that yield secure key-expansion functions [23]. A strong extractor is an
extractor that remains ǫ-close to uniform when the secret seed s is exposed. Formally a
strong extractor is defined as follows.

Definition 6. (Strong Extractor) A (k, ǫ)-strong extractor is a function,

Ext : {0, 1}n × {0, 1}d → {0, 1}m

such that for every distribution X on {0, 1}n with min-entropy H∞(X) ≥ k the distribution

(Ud, Ext(X,Ud)) is ǫ-close to uniform.

Using any strong extractor Ext as a key-expansion function, Lu, was able to prove these
schemes remain secure under the bounded storage model. Further, following the work of
Ding et al. [9] Lu, was able to show that reusing the same key-expansion seed degrades the
security of the encryption scheme by only a linear amount. This holds true provided that
the sources used in extraction X1, . . . ,Xt form a Block-wise source of at least min-entropy
k. The above two results are summarized in the following Proposition.

Proposition 2. (Lu [23]) Any strong (δn, 2−3k)-extractor yields a secure encryption scheme

with everlasting security, whose key-expansion seed can be securely reused up to 2k times.
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Chapter 3

Synchronization Error Correction

There are a number of engineering obstacles that need to be solved before key manage-
ment and encryption under the bounded storage model can be realized. One of the critical
obstacles hindering its adoption is the construction of a scheme that achieves reliable com-
munication in the event that timing synchronization errors occur. In this section we provide
a general strategy for solving the timing synchronization problem by proving the existence
of message encoding schemes that achieve a small probability of error. Using the receiver’s
unsynchronized key-expansion as side-channel information, we compute the maximum ca-
pacity of the channel and provide tight lower bounds for a particular class of key-expansion
functions that are pseudo-invariant to timing errors. Using these message encoding tech-
niques in combination with Dziembowski et al. [11] encryption scheme we can construct a
scheme that solves the timing synchronization error problem.

We begin this section by reviewing the encryption scheme of [11] in more detail. We
discuss the various properties which make the scheme attractive for synchronization error
correction and classify these properties in a more general framework. Using tools from
information theory we show how the scheme of [11] can be modified to correct for timing
errors. We compute lower bounds on its capacity and show how to develop encoding schemes
that are independent of the public random source distribution.

3.1 Bounded Storage Model with Errors

In order to make key-management under the bounded storage model practical the public
random source will need to maintain a very high data rate. This leads to a number of
potential timing and synchronization problems between the two parties sampling the source.
Managing clock drift and skew errors between two hardware devices may be very difficult
and expensive. In most key extraction schemes a position error of a single bit will make
decryption impossible. To mitigate these problems we need to construct a key-extraction
scheme that allows for timing synchronization error.

The bounded storage encryption scheme of Dziembowski et al. [11] is based on a simple
key-expansion construction. The simplicity of the scheme makes it an ideal candidate for
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Figure 3.1. Block sampling method of Dziembowski et al. [11]
encryption scheme.

use in an actual implementation. Other encryption schemes such as those used in [23, 36]
provide near optimal security parameters. These schemes however are far more complex and
not suitable for synchronization error correction. The encryption scheme of [11] rearranges
a public random source X into a n × (l + m − 1) matrix with |X| = n(l + m − 1). The
secret seed s := (s1, . . . , sn) is randomly generated by choosing bit positions si ∈ {1, . . . , l}
in each row of the matrix i = 1, . . . , n. The bit positions si are used to denote the starting
positions of m-bit blocks Bi. Fig. 3.1 illustrates this sampling method. The key-expansion
function f : X × S → {0, 1}m is defined as the component-wise XOR of the n m-bit blocks
Bi,

f(x, s) :=

n⊕

i=1

Bi (3.1)

The security of this key extraction scheme is stated in the following Proposition.

Proposition 3. (Dziembowski & Maurer [11]) Suppose an adversary has access to an

arbitrary storage function h : X → {0, 1}t. Then the random variable (f(X,S), h(X), S) is

m · (2|X|−H∞(X)+t−∆ + ǫ)-close to (Um, h(X), S), where s
R
← {0, 1}n·log2 l,

∆ := nl(1− ζ)τ2(log2 e)/2 − n(1 + (1− ζ)(n log2 l + m + 1))

and

ǫ := τ ζm/2.

for any τ, ζ ∈ [0, 1].

If a synchronization error occurs in the above scheme, then each of the blocks Bi will
shift depending on the timing error. For example, if one party is off by 2-bits then the
blocks Bi in Fig. 3.1 will shift to become those in Fig. 3.2. Observe that the extracted keys
K1 =

⊕n
i=1 Bi and K2 =

⊕n
i=1 B′

i retain 2-bits of information between each other, since Bi

and B′
i overlap. We can use this to our advantage by encoding the plaintext messages with

a synchronization error correcting code. The extracted key K2 can be used by the receiver
as side-channel information for decryption and decoding of the plaintext.
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Figure 3.2. A 2-bit synchronization error.

We model the timing synchronization error between two legitimate parties using a prob-
ability distribution called Shift. The Shift distribution accounts for the clock drift and skew
errors between two devices and measures the probability that one party starts sampling the
source at a different bit position than the other. Instead of the public random source X
having a fixed block length we generalize its size by including infinite length strings. This
allows for synchronization errors of arbitrary size. The shift distribution Shift acts on the
public random source X = {xi}

∞
−∞ by shifting the source to the left or right, providing each

party a separate viewpoint of the same source. If one party has viewpoint X and the other
Shifti(X), then their sampling will be off by i bits. When we say an infinite source X has
min-entropy k, then we will assume for some fixed block length n every n-bit window has
at least k-bits of min-entropy. This guarantees synchronization errors do not degrade the
security of the one-time pad.

3.2 Channel Capacity with Synchronization Errors

Using the encryption scheme of [11], our goal is to compute the maximum data rate at which
reliable communication is possible when synchronization errors are present. This maximum
rate is called the operational capacity of the channel.

To compute the operational capacity of the channel we use an information-theoretic tool
called entropy. The entropy of a distribution is a measure of the average number of random
bits needed to describe the source. The more uncertain a source is, the larger its description
length will be. A precise definition is given below.

Definition 7. The entropy H(X) of a discrete random variable X is defined as,

H(X) := −
∑

x∈X

Pr[X = x] · log2 Pr[X = x]

The entropy of a source is directly related to its data compressibility. For any lossless
encoding scheme the entropy of a source is a lower bound on its compression limit. If a
random variable X is uniformly distributed over the set {0, 1}n, then the entropy of X

19



is n. This implies that a perfectly random source is already compressed and cannot be
compressed further.

We can condition the uncertainty of a random variable Y based on its observation of
X. This is called conditional entropy.

Definition 8. The conditional entropy H(Y |X) over the joint distribution p(x, y) is defined

as,

H(Y |X) :=
∑

x∈X ,y∈Y

Pr[X = x, Y = y] · log2 Pr[Y = y | X = x]

Using both entropy and conditional entropy we can combine them to develop a measure-
ment called mutual information. Mutual information measures the amount of information a
distribution X reveals about a distribution Y . In a noisy communication channel the tran-
sition probability p(y|x) describes the uncertainty of Y when transmitting X. The noisier
the channel, the less X will reveal about Y , and the more randomness Y will contain. In an
ideal channel the output Y will be completely deterministic and invertible with respect to
X, since this allows decoding with zero error. In order to send many messages through the
channel, the transition probability must be small to minimize decoding error. The mutual
information between two random variable X and Y is defined using the following equation
I(X;Y ) := H(Y ) − H(Y |X). The information-theoretic capacity of a channel is derived
from mutual information by maximizing over all probability distributions X. In a noisy
communication channel this measures the maximum number of bits the output Y retains
about the input X.

Definition 9. The information channel capacity of a discrete memoryless channel is defined

as

C := max
p(x)

I(X;Y )

Shannon showed that the information channel capacity is an upper bound for all achiev-
able rates with error probability approaching 0. This holds true for all discrete memoryless
channels.

In order to compute the channel capacity of the encryption scheme of [11] we need to use
an extension to the above classical result. We view channel errors under the bounded storage
model as a one-time pad encryption of the transmitted message. We allow side-channel
information to be available at the receiver in the form of the extracted key f(Shift(x), s)
with error distribution Shift. Channel encoding with additional state information has been
studied extensively by several authors [7, 15, 16, 20]. In [16] it was shown that the channel
capacity is,

C = max
p(x)

I(X;Y |S) (3.2)

when additional state information S is available at the receiver. Using a modified version of
this result, we are able to compute the maximum data rate in which reliable communication
is possible under the bounded storage model.

Proposition 4. Let f : X × S → {0, 1}m be a key-expansion function and Shift a synchro-

nization error distribution. Then the information channel capacity of the bounded storage

model with synchronization error and side-channel information at the receiver is,

C = m−H(f(X,S)|f(Shift(X), S))
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The capacity of Proposition 4 is an upper-bound on all achievable rates when the joint
distribution of the source and encryption output are discrete memoryless channels. There-
fore, it follows for any ǫ > 0, R < C, and sufficiently large N , there exists synchronization
error-correcting codes with size 2NR that have probability of error less than ǫ.

The above Proposition is a general statement for any key-extraction scheme under the
bounded storage model. This result can be improved for a particular class of key-extraction
schemes by exploiting the properties of [11]. We define the class of all pseudo-invariant
key-expansion functions as the set of all f : X × S → {0, 1}m such that f(Shift(X), S) =
Shift′(f(X,S)) for some distribution Shift′, where Shift′i(y) := (yi+1, yi+2, . . . , yn, v1, . . . , vi)
for some i-bit distribution v conditioned on the last n − i bits of y. This implies that a
timing error on the input corresponds exactly to the same timing error on the output, with
additional random bits added to replace the bits lost by timing.

We can compute a lower bound on the capacity of this particular class of key-expansion
functions by looking at a particular instance, which we call the ideal case. In the ideal case,
both the public random source and key-expansion function f return m perfectly random
bits. The synchronization error distribution Shift′ adds i-bits of independent randomness
to the output string whenever a synchronization error of i-bits occurs, |i| < m.

It is not difficult to show that the capacity of the ideal case is m −H(Shift′(Um)|Um),
when additional side-channel information is available at the receiver. Using this result we
have the following Proposition.

Proposition 5. The class of all pseudo-invariant key-expansion functions f : X × S →
{0, 1}m yield capacities

C ≥ m−H(Shift′(Um)|Um)

with equality in the ideal case.

Designing synchronization error correcting codes without specific knowledge of the pub-
lic random source distribution can be difficult. Therefore, it would be beneficial to be able
to design an encoding scheme for one type of source so that it may be plugged into the other
without knowing the particular distribution. Fortunately, as we will show, it is possible to
do this for the class of pseudo-invariant key-expansion functions. By designing a code for the
ideal case, the same code will also work for the more general pseudo-invariant key-expander.
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If we assume our public random source consists of t random sources (X1, . . . ,Xt) such that
any source conditioned on the previous sources still has min-entropy at least n, then we get
the following result.

Proposition 6. Let f : X × S → {0, 1}m be any pseudo-invariant key expansion function

that is also a (δn, ǫ) strong-extractor with log2 ǫ−1 ≤ n(1−δ)−m. If the maximum probability

of error of an encoding scheme for the ideal case over t encryptions is λt
e then the maximum

probability of error of using the same encoding scheme for f over t encryptions is bounded

above by,

P t
error ≤ 4t · ǫ + λt

e

The proof in the above Proposition uses a similar argument as those used in Lemma 3
and 4 of [23]. Therefore we can develop encoding schemes without knowing the particular
distribution of the source and still achieve small probability of error.

3.3 Open Problems and Future Work

There are several open problems that are worth exploring that we did not necessarily cover
in the previous sections. It would be interesting to see if it is possible to develop a closed-
form solution for the capacity of the channel when state information is available both at the
encoder and decoder. This problem has been explored before for channel capacities with
two-sided state information [7]. We could give the encoder the expanded key f(X,S) and
impose the condition that the distribution (f(X,S) ⊕ Encodef(X,S)(m), h(X), S) is ǫ-close
to (Um, h(X), S). We expect, however, that any improvements in the capacity using this
scheme will be essentially negligible. Therefore, the one-sided case we considered in the
previous section should provide sufficiently large capacity close to the two-sided example.

It would also be interesting to explore the capacity of the channel when the window
sampling size of the source and key-expansion outputs are allowed to expand. This should
give the maximum data rate at which single encryptions could be transmitted. Furthermore
it would be interesting to explore if it is possible to achieve the same capacity results as
above when the public random source is a block-wise source over multiple encryptions rather
than a discrete memoryless channel.

We have also considered exploring whether the class of pseudo-invariant key-expanders
produce the best capacities out of any other key-expander functions. Specifically, it would
be interesting to see if it is possible to prove that for any capacity C achieved by a key-
expander f , a pseudo-invariant key-expander can achieve equal or better capacity.

To make the bounded storage model practical, we have also considered incorporating
fuzzy extractors to correct for channel errors in the public random source. These ideas have
been explored in [8, 10]. Finally, we are currently developing explicit synchronization error
correcting schemes based on the ideal channel presented in the previous section. These
schemes should provide low error probability based on Proposition 6. It will be interesting
to see if efficient constructions exist that approach the capacity limit.
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Chapter 4

Storage Technology Review

When studying the practical aspects of the Bounded Storage Model of encryption, at some
point one needs to consider the question of just how bounded is the storage of the adversary
one is attempting to thwart. And when considering the bounds of the adversary, one needs
to take into account not just the storage capacity of the adversary, but also their maximum
sustained data transfer rate. This is a notion that has consistently been overlooked in prac-
tical analyses of the bounded storage model, an odd omission, considering that an adversary
with even an exabyte of storage capacity at their disposal will be rendered irrelevant if ten
bits pass from the public stream in the time it takes them to store just one.

It is with this idea in mind that this analysis looks at the storage capacity, cost, and
recording speed of a number of currently available, and proposed future storage technologies.

4.1 Motivation

The motivation behind this analysis is quite basic: if one wishes to prove the security of
a scheme in the bounded storage model, one must first demonstrate that the adversary is
unable to have captured the entirety of the public random stream from which the private
secrets are derived. Because of this, the security of the system is dependent on the storage
capabilities of the adversary. This is analogous to basing the security of a traditional
cryptosystem on the amount of computing power available to an adversary. For example
the Data Encryption Standard, DES [14], was considered to be a secure cipher when it
was developed in the 1970s, as the amount of work required to break DES via brute force,
O(255) operations, was large enough to be considered infeasible for the processing power
available at the time. Today, DES can be broken by brute force in just a few hours on
relatively inexpensive custom hardware. In a similar sense, one could prove a system secure
in the bounded storage model against an adversary who is able to store a given amount of
data. However, that same scheme may be breakable by an adversary who can store a few
orders of magnitude more data.

Of course, storage capacity is not the only parameter that will determine an adversary’s
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strength. Other parameters to consider are the speed at which the data can be stored1, as
well as the costs of storage, both in obtaining the storage mechanism and media as well as
overhead, such as space, cooling and power requirements. Another issue that will not be
considered in this report though it should be analyzed is the rate at which a data stream
can be reliably transmitted and received.

4.2 Current Technology

There are a number of different storage technologies available today (and expected in the
near future) that an adversary may consider for capturing the contents of a public random
source. We will cover the most likely of these choices here. Note that in this section, we
will make use of a slight abuse of notation, taking O(x) to mean “approximately x”, rather
than its standard meaning in computer science, which would make no distinction in scale
between O(1) and O(100).

4.2.1 Magnetic storage

Magnetic storage is the most common form of long term storage today, with magnetic
hard discs being the standard form of secondary memory on computers, and magnetic tape
remain quite popular for storage of extremely large data sets and use as a backup medium.
Their ready availability make them obvious choices for use by an adversary [12].

Magnetic tape Magnetic tape has long been the favored format for storing large data
sets for archival and batch processing purposes. This was particularly due to tape’s large
volumetric data density and low cost. While magnetic tape would work well for storing a
public random stream because its inherently sequential organization is not a detriment for
this purpose, it cannot be considered a viable solution due to its low data transfer rates.
Even the best tape systems are limited to write speeds of approximately 30 MiB/second,
with speeds of 1-3 MiB/second being more common.

Capacity Individual tape cartridges can hold O(0.5) TiB depending on the cartridge
type. However, large “library” setups can be installed, allowing for O(1) petabyte of storage
for a single site. Areal density of magnetic tape is currently about O(2) GiB/in2, and is
not expected to rise significantly in the future, with most increases in capacity expected to
come from fitting more linear feet of tape in a cartridge.

Speed While magnetic tape has very good data storage capabilities, the data transfer
rates available for the medium likely remove it from any consideration for use in initially

1For example, a compact disc can hold approximately 700MiB, but even the fastest CD writers require
a few minutes to transfer this much data to the CD. If the data is passing in as a relatively slow 10MiB/sec
stream, it would consume the entirety of an average computer’s memory long before a single CD could be
written.
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capturing a bounded storage public random string. The fastest tape systems available today
have a maximum transfer rate of O(1) MiB/sec and, as would be expected, are priced in
the upper ranges of the tape drive market. More common, and less expensive are drives
and tapes that allow for transfers in the O(2) MiB/second range.

Cost Magnetic tape is far and away the least expensive of the storage technologies de-
scribed in this report. The initial cost of a system can be large, with the tape drive mech-
anisms costing O(5000) $/unit. However, the storage medium itself is quite inexpensive,
with tape cartridges costing O(0.03) $/GiB of storage.

Hard discs Magnetic disc drives have become the most prevalent form of secondary
data storage for computer systems. Because of this, a great deal of resources have been
allocated to improving the performance and capacity of this medium, with great advances
being made in both areas in the past decade. Unfortunately, the ability to advance much
further in either area is in great doubt due to a number of considerations.

The primary reason is that the magnetic particles used to store the data have become
so small, they are nearing what is known as the superparamagnetic limit. That is, once the
volume of a magnetic particle becomes too small, the energy required to change the direction
of the magnetic moment of the particle is on the same order as the ambient thermal energy.
When this happens, the information stored in the particle randomly reverses itself at a rate
far higher than that needed to provide reliable storage. There are a few techniques being
researched as a means of staving off the superparamagnetic effect as long as possible2, but
increases in performance beyond another order of magnitude are not expected to materialize
[35].

Capacity Current hard drive capacity is O(0.5) TiB/unit at the upper end of the spec-
trum, with areal densities of O(15) GiB/in2. Due to the problems associated with the
superparamagnetic effect, areal densities are not expected to increase more than an ad-
ditional order of magnitude, with physical upper limits estimated in the area of O(120)
GiB/in2.

Speed Serial ATA connectors are capable of transferring O(300) MiB/second, with dou-
ble that rate expected within two years. However, the drives themselves are currently
limited to O(100) MiB/second. There are a number of reasons for this, some of which may
be overcome by creative engineering. Unfortunately, others, like the superparamagnetic
effect which limits areal density, are physical in nature and limit how quickly the magnetic
momentum of a particle can be reversed. It is believed that write speeds can be increased
by another order of magnitude, but no more.

Cost Costs of magnetic disc drives have fallen greatly over the years decreasing 1000-fold
over the past fifteen years to their current cost of less than O(1) $/GiB of storage, with

2For example, using perpendicular, rather than longitudinal magnetic recording, or thermally assisted
recording, as seen in magneto-optical solutions.

25



price/GiB likely expected to maintain an inverse relationship with areal density.

4.2.2 Optical storage

Perhaps the second most prevalent secondary storage medium is the optical storage provided
by compact discs (CDs) and Digital Versatile Discs (DVDs). The high capacity, small
footprint, random access nature, and ease of portability these discs provide allow them to
fill the space that exists between hard disks and magnetic tape, providing archival storage
of mid-sized or loosely related data sets. For the most part, CDs have been superseded by
DVDs as they provide an order of magnitude more capacity in the same footprint and at
a lower cost, but CDs are still quite prevalent due to backwards compatibility in the DVD
drives.

One thing that should be noted about optical storage technology is that, unlike magnetic
storage, releases of new standards and products are delayed and centered around applica-
tions, such as storing movie-length compressed video with DVDs and high definition video
capabilities for the next iteration of optical storage, rather than releasing new products
with every incremental evolutionary improvement in technology.

Compact Discs Compact disc writers are nearly ubiquitous in computer systems today
due to their low cost and the convenience offered by the medium. However, despite the
flexibility offered to the average user by CDs, they aren’t appropriate choices for recording
bounded-storage public streams, as the capacity and write speeds are both too low to
capture any stream likely to be seen in practice.

Capacity At the time compact discs were being developed, the laser technology available
limited the areal density of the discs to O(0.5) GiB/in2 resulting in a maximal capacity of
O(700) MiB/disc.

Speed Write speeds of optical media such as CDs and DVDs are limited by the ability
of the discs themselves to sustain the forces imposed by the drives spinning the medium at
high speeds. The upper limit of the current discs is O(5) MiB/second.

Cost One of the reasons for the popularity of the compact disc medium is the low cost
of both the reading/writing mechanism and the discs. Drives that will read and write at
the maximum speeds available can be purchased for O(50) $/drive, with blank discs priced
at O(0.3) $/GiB storage.

Digital Versatile Discs As laser technology improved after the development of the
compact disc, research efforts focused on the development of a new standard that could
take advantage of these developments, leading to increases in capacity and write speeds.
The result of this work was the digital versatile disc (DVD).
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Capacity Currently, digital versatile discs com in one of two formats, single-layer and
double-layer discs. Single-layer discs, which are more common in computer systems can
hold O(4.5) GiB/disc, with an areal density of O(2) GiB/in2. Double-layer discs can hold
O(9) GiB/disc, with an effective areal density of O(4) GiB/in2.

Speed DVDs, like their predecessor, the compact disc, are limited by the ability of the
medium to withstand the physical forces imposed on it. Other technical considerations have
also kept DVDs from reaching this limit yet, with an upper bound on write speeds of O(20)
MiB/second.

Cost As with compact discs, both the reader/writer mechanism and the DVD media are
inexpensive, with high speed drives available at O(50) $/drive, and blank, single-layer discs
costing O(0.5) $/GiB storage.

4.2.3 Magneto-optical storage

Magneto-optical (MO) storage is a form of storage that targets the mid-size and loosely
related data-set archive market. MO technology is a bit of a hybrid between magnetic hard
disc and DVD technology, using a magnetic layer to store the data like a hard drive, but
utilizing lasers to read the data and to assist in the writing of data. In order to write a bit of
information, a laser is used to heat a magnetic particle to the point where it loses its previous
information, and a magnet is used to store the new data as the particle cools. This technique
allows for (among other things, such as resistance to accidental magnetic erasure) an efficient
implementation of perpendicular recording, where the direction of magnetic momentum is
oriented perpendicular to the surface of the disc, allowing for higher areal data densities
than those possible with longitudinal magnetic recording. Unfortunately, as with tape and
optical storage systems, the write speed of the MO discs is quite slow compared to magnetic
hard discs.

Capacity Due to their ability to perform perpendicular recording, magneto-optical media
are capable of reaching areal densities on the order of magnetic hard discs, with standard
media capable of holding O(10) GiB/disc, and special, write-once discs available in sizes up
to O(30) GiB in a 3.5 inch form factor. Note that these capacities are likely to increase as
research in magnetic write-heads and shorter wavelength lasers continues.

Speed Unfortunately, the recording method that allows the MO media to reach such
high areal densities also restricts the write speeds to be much slower than those of stan-
dard magnetic storage, with current write speeds of O(10) MiB/second, and few significant
improvements expected.

Cost Targeted at the archival storage market rather than the larger consumer market,
magneto-optical storage solutions are much more expensive than either pure magnetic or
optical solutions, with reader/writer units selling for O(200) $/individual drive mechanism,
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and “jukebox” style drives selling at prices of O(5000) $/unit. The media is also much more
expensive, costing O(6) $/GiB for the cartridges.

4.2.4 Volatile and non-volatile RAM

Currently, the two main RAM technologies are Dynamic Random Access Memory (DRAM)
on the volatile side, and FLASH memory on the non-volatile side. Of the two, DRAM is
by far the most common form of primary storage used in computing systems due to its
high speed and small footprint. FLASH memory is generally limited to use in external
components such as digital cameras and music players due to its slow write speeds and
limited number of read/write cycles3.

Capacity Capacity for RAM is a bit smaller than that of magnetic disc drives, with areal
densities of O(2) GiB/in2 for DRAM and O(5) GiB/in2 for FLASH. A more important
consideration, when it comes to DRAM, is the environment in which it is being used. Most
modern operating systems and computer architectures limit the amount of useable memory
in a computer to 4 GiB of RAM. If one wishes to utilize more memory than that, special
purpose hardware must be designed and built.

Speed DRAM is the fastest of the storage technologies discussed in this document, with
write speeds of O(400) MiB/second. In fact the performance of memory on a number of
computer systems is limited by the speed of the data bus used to pass information between
the processor and the memory. FLASH memory, on the other hand, is much, much slower
than DRAM, with write speeds of only O(5) MiB/second.

Cost The cost of RAM is the primary disincentive of its use, with prices of O(100) $/GiB
for both FLASH and DRAM, placing them two orders of magnitude above magnetic disc
storage.

4.3 Future technology

4.3.1 Next-generation optical storage

With the advent of high-definition television (and general consumer desire for increased
storage capacity), a new iteration of optical storage solutions is nearing release. There are
two leading products, both evolutions of the DVD format, vying to become the successor
to the DVD standard: HD-DVD and Blu-Ray DVD. While there are a number of differ-
ences between the two formats, they are both centered around the idea of using a shorter
wavelength laser as a way to increase the areal density of the storage medium.

3FLASH memory is only reliable for O(10000) read/write cycles before the memory locations being
accessed fail and become unusable. While this limitation is unlikely to affect the performance of devices like
cameras, where the number of accesses to any given memory cell is quite limited under normal usage, unlike
a computer, which can easily perform hundreds or thousands of reads or writes of any given cell per second.
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Capacity The Blu-Ray design uses a different medium than that of the current generation
of DVDs, and it is placed much closer to the surface of the disc than in DVDs. This allows
for a higher numerical aperture lens to be used for the laser, resulting in smaller pit sizes
and therefore, higher areal density than HD-DVD which uses the same medium as current
DVDs. The densities of the two standards are O(7.5) GiB/in2 for HD-DVD, and O(12.5)
GiB/in2 for Blu-Ray. However, this design choice for Blu-Ray DVD also limits the data to
storage on just one side of the disc, whereas HD-DVD can store data on both sides. This
means that the total capacity of a Blu-Ray disc is O(50) GiB, where an HD-DVD disc can
hold O(60) GiB [4].

Speed The initial write speeds of the two formats are going to be lower than that
of current top-of-the-line DVD recorders, with speeds of O(7) MiB/second for HD-DVD
and O(9) MiB/second for Blu-Ray. However, the write speeds are expected to increase
fairly quickly, with maximum write speeds of O(40) MiB/second for HD-DVD and O(50)
MiB/second for Blu-Ray [13].

Cost Initial costs for either technology is expected to be 2-3 times higher than that of
current DVD technology, but is expected to settle quickly to the current prices of DVD
technology.

4.3.2 Holographic storage

Both magnetic and optical disc storage record data by making changes on the surface of some
recording medium. Holographic data storage, a decades old concept finally made practical
by advances in technology, stores data throughout the volume of its medium, offering higher
storage capacities in similar amounts of space than current technologies. One large reason
for this is that the storage density of a CD or DVD is inversely proportional to the square of
the wavelength of the laser being used to record the information, while holographic storage
densities are inversely proportional to the wavelength cubed [1].

Recently, six Japanese companies formed the Holographic Versatile Disc Alliance in
order to accelerate the development of holographic storage technology, in particular, the
holographic versatile disc (HVD), a medium with the same form factor as a DVD [32].

Capacity Using a form factor the same size as a standard DVD, the (HVD) is planned to
debut with an equivalent areal density of O(120) GiB/in2, with O(275) GiB discs set to be
released by 2007, and O(1.5) TiB discs (effective areal density of O(325) GiB/in2) expected
by 2010, and an expected upper limit of O(3.5) TiB per disc (effective areal density of
O(865) GiB/in2).

Speed The Holographic Versatile Disc Alliance is claiming that its initial offerings will
have write speeds of O(20) MiB/second, and that the speeds are expected to rise to O(120)
MiB/second by 2010.
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Cost No current price projections are available.

4.3.3 MEMS storage

Another avenue of research in storage technologies is focusing on the use of micro-mechanical
devices to embed information in a tiny storage surface. The leading technology in this area
is the “millipede” project of IBM that is using components from atom force microscopy
to create, detect, and remove microscopic depressions in the surface of a polymer medium.
Arrays of thousands of components work in parallel to allow high data transfer rates to be
realized [38].

While prototypes of this technology have been demonstrated, production versions are
not expected for at least another two years.

Capacity In March of 2005, IBM demonstrated a prototype device with an areal density
of O(60) GiB//in2, and they claim that the technology should yield areal densities exceeding
O(120) GiB/in2.

Speed Unfortunately, the data transfer rates of these devices is not particularly high,
with O(1) MiB/second read speeds. And while no real projections have been made for its
write speeds, it is expected to be slower than reading. The slow speeds, as well as a limited
number of read/write cycles (O(100, 000)) for any given area of the medium indicate that
this technology is targeted as a replacement for FLASH memory, and not magnetic discs or
DRAM.

Cost No current projections are available.

4.3.4 Magnetic Random Access Memory

One of the biggest problems with DRAM is that it is volatile, that is, because the state of
a bit is represented by the presence or absence of an electrical charge at the corresponding
location on the chip, once power to the chip is removed, all of the information stored on
the chip is lost. While a number of non-volatile memory solutions such as FLASH memory
exist, they have all been far too slow in operation to replace DRAM.

Recently, however, research led by IBM and Infineon into magnetic random access mem-
ory (MRAM), a high-speed non-volatile form of memory has begun to show favorable results
[17, 27].

Capacity As the technology is still in the laboratory stages of development, the ultimate
capacity of MRAM chips is currently unknown. However, O(2) MiB MRAM chips have been
demonstrated, and sizes are expected to be on par with, if not smaller than DRAM.
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Speed Much like capacity, the ultimate write speed of MRAM is still unknown, but
expected to be at least on par with DRAM. Research done at IBM has shown that the
speed of MRAM can be up to 6 times faster than that of DRAM, but it remains to be seen
if those results hold for large-scale MRAM systems.

Cost No current projections are available.

4.4 Attack Models

It is clear from the above comparison of data storage technology that any attacker wishing
to capture a public random stream is going to have to base the design of their system around
magnetic hard drives and DRAM, as these are the only available technologies that can keep
pace with any stream of a reasonable rate.

Even with the next generation of storage technology nearing public release, the basic
system design is unlikely to change much, with the slightly faster MRAM used to replace
DRAM4, and holographic storage likely replacing magnetic hard drives due to its increased
capacity and comparable write speed.

Still, even with these restrictions, there are a few classes of adversaries that one may
wish to protect against in the bounded storage model. Below, we try to determine the
capabilities of three such classes: an attacker with a single COTS computer system, an
attacker with a cluster of COTS computer systems, and an attacker with special-purpose
hardware.

4.4.1 An attacker with a single machine

Any attacker with a single system is going to be limited primarily by the speed of primary
storage on his system, the main memory. Given the capabilities of DRAM, as well as the
memory management abilities of modern operating systems, this places a hard limit of
capturing 10 seconds worth of data coming from a 400 MiB/second stream without the aid
of secondary storage.

With secondary storage comes additional concerns. Single drives would only lower the
maximum data rate that the adversary could handle to O(100) MiB/second. Even the
promise of holographic storage does little to change this. However, one can improve this
performance by using a RAID 0 setup across 4 hard drives to raise the overall write speed
up to O(400) MiB/second to allow the data to be stored to disc as quickly as it can be
stored in memory, but this too leads to complications. Given the current state of technology,
such a high data rate appears to be achievable only through the use of internal SATA drive
channels. This effectively limits the total amount of storage to that of the initial disk

4Note that the speed benefits of this switch can be partially realized by replacing DRAM with the much
more expensive SRAM which can offer data rates about five times that of DRAM. This switch will not,
however, give the added bonus of non-volatility.
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capacity, O(2) TiB5, as once the discs fill up they will need to be removed and replaced
with empty discs.

This latter problem can be somewhat ameliorated though the use of external SCSI or
Firewire 800 RAID systems that can reach sustained write speeds of O(200) MiB/second
and, with appropriate drivers which would need to be written, could switch between two
different external RAID systems when one reaches capacity, allowing adequate time to
replace the filled RAID system with a fresh one.

A second approach is to employ two computer systems, each set up with its own 4 drive
RAID 0 system. In this case, one system could sit idle until the other nears full drive
capacity. At this time, the second computer begins to capture the stream and the first is
taken offline, and its drives are replaced so that it can begin to capture the stream again
when the second computer nears capacity. The 5000 seconds required to fill the drives on
either machine is sufficient for a technician to replace the filled drives with a fresh set.
A small amount of redundant data would likely have to be captured at each switch, but
this technique would enable the capture of a 400 MiB stream indefinitely, so long as the
adversary has enough fresh drives to insert into the system. At this point, cost becomes
the limiting factor for the adversary6, with storage costing O(1) $/GiB.

It should be noted that, if the adversary has another set of computer systems available,
the contents of each of the drives can be transferred to DVDs in approximately 25000
seconds per drive. Under best case performance conditions, this would allow an adversary
with a collection of 22 computers, 20 DVD writers, and 14 TiB of magnetic hard drives to
capture a 400 MiB stream indefinitely, while pushing the cost of storage down to that of
the DVD media, O(0.5) $/GiB. Note that if Blu-Ray DVDs reach their expected maximum
write speed, the upfront investment drops to 10 computers, 8 Blu-Ray DVD writers, and
8 TiB of magnetic storage. Holographic storage would drop the investment further to 6
computers, 4 holographic disc writers, and 8 TiB magnetic storage.

4.4.2 An attacker with a cluster of computers

If the attacker has access to a cluster of computers, his ability to capture faster streams is
increased. This is because the process of capturing the data is trivially parallelizable, either
through the use of a demultiplexer to split the public random stream into smaller portions
and distribute them throughout the cluster, or through the use of multiple receivers, one
for each node in the cluster7.

As with the single computer scenario, each node in the cluster is limited to capturing
either 2 TiB of data from a 400 MiB/second stream, with a fixed internal RAID 0 system;
indefinite amounts of a 200 MiB/second stream with an external RAID 0 system, with
enough technicians available to switch the full external raid systems for fresh ones; or if
only half the cluster is used to capture data at a time, an indefinite amount of a 400 MiB
stream, with enough technicians available to swap out the filled magnetic discs with fresh

5Equivalent to capturing 5000 seconds of data from a 400 MiB/second stream.
6So long as the stream is slow enough to be captured by the RAID systems.
7This method, however, requires the individual nodes to be synchronized with respect to the stream so

that each node may capture the appropriate fraction of the bits.
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ones.

This means that given a cluster of N computers, an adversary (with a team of techni-
cians) can capture indefinite amounts of a public random stream at data rates up to 200 ·N
MiB/second. So, for example, a moderately sized cluster of 64 nodes would allow an ad-
versary to capture an arbitrary amount of data from a 12.8 GiB/second stream at a cost of
O(1) $/GiB for storage.

4.4.3 An attacker with a special-purpose multi-stage storage system

Surprisingly, the use of custom hardware buys an adversary little in the bounded storage
model. The reason for this is that no matter how well one may improve the flow of data from
primary storage to secondary storage on magnetic, optical, or even holographic discs, the
overall rate of each individual device is going to be limited to the speed of main memory. If
the main memory is DRAM, this leaves an adversary in the same situation as an adversary
working with an individual computer8, albeit a less general purpose computer with a custom
designed data bus and controller.

Indeed, it seems as if the only avenue for improvement an adversary with special-purpose
hardware has open is the replacement of the DRAM in main memory with the much more
expensive SRAM9 that offers higher data rates. But the nearly 1000 fold increase in cost
of memory make such a solution economically nonviable compared to the cluster solutions.

4.5 Summary

Without considering the costs associated with such overhead as space, air conditioning, and
power usage, the best an adversary can hope to do in terms of capturing a high-speed public
random stream is to employ a cluster of computers to capture portions of the stream in
parallel. Given the technology available today or expected in the near future, an adversary
with a cluster of N computers and enough technicians to replace filled magnetic discs with
fresh ones can capture an arbitrarily large portion of a public random string with a data
rate of 200 ·N MiB/second at a cost of O(1) $/GiB stored.

A larger up-front investment of an additional 20 ·N computers and DVD writers dedi-
cated to transferring data for the magnetic discs to DVDs, along with an additional 12 ·N
TiB of magnetic disc drives can reduce the cost of long term storage to O(0.5) $/GiB, which
may make financial sense if a large portion of the stream needs to be captured. This invest-
ment can be reduced even further upon the release of new technologies, such as Blu-Ray
DVDs and holographic storage.

8Or an adversary with a cluster of computers if multiple banks of memory are used, each one subsequently
passing the data on to an array of secondary storage devices

9
O(100) $/MiB
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