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Abstract 
 
Saliency detection in images is an important outstanding problem both in machine vision 
design and the understanding of human vision mechanisms. Recently, seminal work by 
Itti and Koch resulted in an effective saliency-detection algorithm. We reproduce the 
original algorithm in a software application Vision and explore its limitations. We 
propose extensions to the algorithm that promise to improve performance in the case of 
difficult-to-detect objects. 
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1. Introduction 
 
 A fundamental problem facing computer vision is information selection, which 
historically motivated the development of multi-resolution image representations such as 
pyramids and wavelets.  However, straight applications of low-pass or band-pass filters 
are insufficient to extract interesting information, and it was not until the 1980's when 
specific efforts toward more powerful models began, inspired by neuro-physiological 
research (Milanese, 1993).  Saliency detection is therefore concerned with finding where 
the “focus of attention” belongs within an image, and how it changes (or shifts) to 
another location.        
 Control of the focus of attention is believed to consist of a two-component 
framework (James 1890/1981; Nakayama and Mackeben, 1989).  The first component is 
a fast, bottom-up primitive mechanism that selects certain areas of an image based on 
their saliency, while the second is a slower, top-down, approach which allows volitional, 
cognitive control of the “attentional spotlight” (Itti, Koch, 2000). 
 Koch and Ullman (Koch and Ullman, 1985) were the first to suggest the use of a 
“saliency map” for finding active locations in an image. A saliency map is an explicit 2-D 
image that encodes those areas which are found to be salient with the most salient 
location being represented by the brightest point, i. e. strongest response, in the image.  
There is some debate as to whether such a topographic map exists within the brain (Koch 
& Itti, 2000), however, for a computer algorithm it is a convenient structure. 
 Recently, Itti and Koch have developed an original algorithm for saliency search 
within input images. This exciting algorithm appears to reproduce human performance on 
a variety of images. We implement their algorithm in a Sandia code Vision. In this report, 
we describe our implementation, and demonstrate its performance on various images.  As 
we shall show, the algorithm is surprisingly robust, and capable of handling realistic, 
cluttered scenes in an efficient manner with human-like, or superior, performance. 
 
2. Model 
  

The algorithm consists of several stages of filters that reduce the original information 
to channels and scales, then extract salient portions from each fraction, and, finally, 
recombine it to arrive at a consensus. The basic channels consist of color, intensity, and 
orientation. Scale decomposition is described below in Figure 1. 
 
 

4 



Fig. 1.  Schematic diagram of the model used by Itti & Koch.  Visual features are computed using linear 
filtering at 8 spatial scales, followed by center-surround differences, which compute local spatial contrast in 
each feature dimension for a total of 42 maps.  A difference-of-Gaussians filter is iteratively applied to each 
map to instantiate competition for salience within each feature map.  After competition, the feature maps 
are combined to create a single conspicuity for each feature (intensity, color, orientation).  The three 
conspicuity maps are then combined to create the final saliency map (Itti & Koch, 2000).  Our model 
differs from that of Itti & Koch, by simply selecting the most conspicuous point according to its relative 
intensity in the saliency map, instead of implementing a winner-take-all neural network.    
 

1. Channels. 
The original image is decomposed into a set of channels. The channels are of three 
types: intensity, color, and orientation. 

a. Intensity is a channel that considers the brightness of a pixel in a total 
amplitude sense. 

b. Four basic color channels (Red, Yellow, Blue, and Green) form a 
superposition of double opponency: R-G, B-Y. These choices are 
biologically motivated. 

c. Four orientation channels correspond to filters with kernels oriented at 
0, 45, 90, and 135 degrees. This discrete representation is able to 
capture the critical distinctions in orientation. 

 
2. Scales. 

a. Gaussian pyramids. 
A Gaussian pyramid consists of progressively lowpass filtering 
followed by subsampling (Burt & Adelson, 1983).  The Gaussian 
pyramid is created to a depth of nine levels, with level 0 having a scale 
of 1:1 (the original input image) and level 8 being 1:256.  
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Fig. 2.  Gaussian pyramid. 
 

 
b. Laplacian pyramids. 

Traditionally a Laplacian pyramid is created by taking the differences 
between adjacent levels in the Gaussian pyramid (Burt & Adelson 
1983), however, for our purposes it suffices to create the Laplacian 
pyramid by taking the original image (in this case filtered by intensity), 
applying a lowpass filter, and taking the difference between the original 
and the low pass filtered images.  The process is repeated to a depth of 
nine, by subsampling the low pass filtered image.  Once the Laplacian 
pyramid has been created, the four orientation pyramids (0, 45, 90, and 
135 degrees) are now generated by applying an oriented filtered to each 
image in the pyramid.  

 

Fig. 3.  Laplacian pyramid (top), and corresponding 0 degree orientation pyramid 
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c. Center-surround pyramids. 
Taking the center at a fine scale,

coarse scale accomplish this. The cen
4} in the pyramid, and the surround to
4}. Thus six scales are created 

enter surround pyramid, for Intensity channel. 
 

3. Winner-take-all 

 and subtracting the surround at a 
ter corresponds to level c = {2, 3, 
 the level s = c + d, with d = {3, 

(2-5, 2-6, 3-6, 3-7, 4-7, 4-8). 

 
Fig. 4.  C

 

A 

 
Fig. 5.  Example o G  left we have the original image, on the right we have the image 
after applying a 2-D f
upper right-hand corner
“winner.” 
 

4. Synthe
a. Conspicuity Maps. 

After each map has been subjected to the DoG filter for 5 iterations, 
they are summed together within their respective channels creating 
three conspicuity maps (intensity, color, and orientation). 
 

a. Strategy of competitive selection. 
b. Kernel of selection. 

large 2-D difference-of-Gaussians (DoG) filter is applied to reduce 
the noise from cluttered areas, and allow a peak to arise in each map.  
The DoG filter yields strong local excitation, which is counteracted by 
broad inhibition from neighboring locations. 

 

f Do  filter in operation.  On the
di ference-of-Gaussians kernel iteratively (15 times).  Notice that the collection of “dots” in the 

 has been suppressed, allowing the lone peak in the lower left-hand corner to emerge as the 

sis of channel 

7 



 
Fig. 6.  on a 1024 x 1024 pixels color image.  The three conspicuity maps 
(intensi eir respective feature maps derived from the input image at 
different spatial e
most salient point in 

b. 

 
A variety of real and computer-generated images were tested on the algorithm, 

st 
hs (the paths a subject's eyes follow when 

confronted wi clear to what extent the precise trajectory followed is 
related to cove (  
2000).  

Example of the model running 
ty, color, orientation) are the sum on th

scal s.  The three conspicuity maps are added together to create the saliency map.  The 
the image has been circled. 
 
Saliency Map. 
The three conspicuity maps then have the DoG filter applied to them 
and are weighted, before being summed to create the final saliency 
map.  The DoG filter is then applied to the saliency map to achieve our 
final map. 

c. Finding Multiple Areas of Interest. 
Multiple areas of interest can be found in such a way that we can create 
a heirarchy of interest points within the image.  An operation that can 
be performed directly to the saliency map without having to run the 
entire algorithm over again would be ideal.  Thus once a salient point 
has been identified, we apply a variant of the DoG kernel, but only at 
that point.  In this case we have strong local inhibition coupled with 
long range excitation, which suppresses the most salient point allowing 
another point to become salient (see figure 7).  The process is applied  
recursively to find a user defined number of salient points. 

 
 
3.  Results 

 
and the results indicate that the algorithm detects locations of interest in the image in a 
manner that makes functional sense.  However, it should be noted that it is difficult to 
objectively define criteria for its performance on such images.  Although there does exi
exstensive inform tion on visual scanpata

th an image), it is un
rt bottom-up) shifts of attention or overt (top-down) shifts (Itti & Koch, 
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 Itti and Ko
military vehicles in a natural setting.  The algorithm was compared to 62 human 
observers, and e  algorithm took before finding the 
vehicle were mea
human observers. 
  

Fig. 7.  Example of our program runnin on a 640 x 480 pixels image.  Multiple areas of interest are 
detected quickly, by a simple recursive suppression method.  

ch, however, devised a test involving 44 images of camouflaged 

 th  number of attentional shifts that the
sured.  On average the algorithm found the target in less time than the 
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Fig. 8.  Computer Generated images, representing each feature type, from left to right:  color, intensity, 
orientation.  The results of the algorithm are at bottom, showing that it correctly identified the areas that are 
most salient. 
 

 Fig. 9.  The algorithm found the camouflaged rabbit, but it took more iterations, as might be expected. 
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Fig. 10.  The original image, at top, was taken at a Civil War reenactment at Socorro, NM in 2004.  The 
results (bottom), show that the program found the most conspicuous points to be the people and horses in 
plain view, with one exception.  
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4. Discussion 
 
 General structure of the algorithm is instructive. It is constructed of several 
sequential components: 
1. Channel splitting and analysis. 
2. Scale splitting and analysis. 
4. Competitive selection. 
5. Synthesis of scales. 
6. Synthesis of channels. 
7. Competitive selection. 
 
 We can identify aspects of automatic model construction and subsequent 
application in a boot-strap fashion. Model construction consists of 
partitioning/segmentation of information and extraction of the dominant features. Model 
is then constructed by recombination of the dominant features and exercised via 
competitive selection mechanism. Competitive selection is reminiscent of a global 
optimization procedure. 
 It is possible to add more channels to increase the capabilities of the algorithm.  
For example a Stereo channel would be instrumental in breaking camouflage (see Figure 
11).  A motion channel, for movies instead of static images, could also be included to 
provide for object tracking.  It is well established that the human eye is incredibly 
sensitive to motion.  Other static channels can be added as well, such as infrared. 
 We suggest that much of the technology applied here has strong parallels in the 
field of computational modeling of materials and systems, particularly, in the field of 
multi-scale modeling. We hope to use these parallels to develop original approaches and 
insights into these important areas. 
 
 

12 



 
Fig. 11.  This image is of a pile of rocks, in a field of rocks.  With two eyes (i. e. stereo vision) the pile is 
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