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We present techniques and ;I system for synthesizing views for video teleconferencing between 
sninll groups. Tn place of replicating one-to-one systems for each pair of users, we create a 
single unified display of the remote group. Instead of performing dense 3D scene computa- 
tion, we use more cameras and trade-off storage and hardware for computation. While i t  is 
expensive to directly capture a scene from all possible viewpoints, we have observed that the 
participants' viewpoints LISLI ; I I I~  remain at ;I constant height (eye level) during video teleconfer- 
encing. Therefore, we can restrict the possible viewpoint to be within a virtual plane without 
sacrificing much of the realism, and in  cloing so we significantly reduce the numher of required 
cameras. Rued  on this observation, we hove cleveloped a technique that uses light-field style 
rendering to giiarantee the cliiality of the synthesized views. using a linear array of calneras 
with a life-sized, projected display. Our full-duplex prototype system between Sruiclia National 
Laboratories, California and the University of North Carolina at Chapel Hill has been able 
to synthesize photo-realistic views at interactive rates, and has been used to video conference 
cluring regular meetings between the sites. 
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Preface 

This i-eporl describes ongoing work funded at the University of North Carolina at Chapel Hill under 
an ASC Tii-Lab University Partnership contract. The goal of this research is to prototype a large 
format. 2D teleconferencing system that can be deployed and used on :I regular basis. The system i s  
intended to pi-cwide an immersive conferencing environment for sinall groups as if they were sitting 
across the table from each other. Two copies of the system were built :it Sandia National Laborato- 
ries, Calilixnia (SNL/CA) in order to prototype local, f i d  duplex operatioti. Andrew Nashel worked 
on the prototype systems and rendering algoiithms at SNL/CA w e r  three sitniniers as part ol' his 
research effort in this area. 
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Group Tele-Immersion: 
Enabling natural interactions between groups at 

distant sites 

1 Introduction 

With recent rapid advances in network bandwidth and dropping costs for video equipment, video 
teleconferencing has been widely deployed for business and education, enabling face-to-face com- 
munication between people at remote sites. However, existing systems are limited to capturing and 
displaying a single two- dimensional image, which does not provide a compelling or convincing 
presence to the participants [32J. The fixed viewpoint, lack of depth cues, and smaller than life-size 
imagery are far fiom replicating the experience of face- to-Face conversation. Further challenges 
arise when groups of people try to communicate with video conferencing. Eye contact is difficult 
because each participant must look at the same camera, and each person appears smaller in the video 
image. 

-- I a 

- P 

Figure 1. Our vision of B 3D video teleconferencing session. The 
left photo shows the remote participants: the right photo shows the lo- 
cal participants and a life-size, stutic seamless image synthesized using 
our method in Section 3. 

Motivated by the shortcomings in current teleconferencing systems, our long-term goal is to create 
a system lor teleconlerencing in which remote participants can be visualized a$ il they were sitting 
across the table, creating the impression ol race-to-lace conversation [26]. We present our vision of 
a multi-user video teleconferencing session in Figure I ,  The realization of this interface poses sig- 
nilicant scientilic and engineering challenges in computer graphics (scene visualization), computer 
vision (scene acquisition), and networking (scene transmission). In the past, we have demonstrated 
displays that present life-size, three-dimensional images [25, 41 to a single tracked user, given a 
computer generated model or a pre-acquired environment model through laser scan. 



This paper [muses on the more challenging scene acquisition problem of how to capture a 3D en- 
vironment real time. and how to transmit and display such data. Traditionally, a 3D model needs 
to be reconstructed from 2D images, and this model can then be visualized using classic computer 
graphics techniques. This reconstruction problem is one of the central topics in computer vision 
and remains open. While many algorithms exist, they are quite fragile in practice [17]. In addition, 
almost all of the highest quality algorithms are computationally expensive, and are not practical in 
real-time applications like 3D interactive video teleconferencing. 

Figure 2. The linear camera m a y  used to capture the conference par- 
ticipants. 

In this paper, we present an approach that partly circumvents the dillicult 3D reconstruction prob- 
lem, while still conveying the sense of 3D in the wtput view. Based on light-field rendering (LFR) 
techniques [17j, the basic idea is to use many cameras to record the flow of light in all directions, 
and thus the 1a.k or view synthesis becomes a simple table-lookup of the view rays. LFR typically 
requires hundreds or even thousands of cameras to cover the scene. For our teleconferencing setup, 
we observed that during a video teleconferencing session, aparticipant’s view point is quite limited, 
usually at the eye level with small lateral motions, looking towards the other participanb. Thus, we 
can use a ID linear array of cameras, shown in  Figure 2, to capture a compact light field, which we 
refer to as the Line Light Field. This compact video representation makes real-time capture, trans- 
mission, and rendering possible. The second component of the system is a dual projector display 
that allows for life size rendering or the participants. 

We show h e  relative positions of local and remote participants in a conferencing session in Figure 3. 
On the display (or local) side, the participants are seated in front of the projection display surface 
as if they are on one side of a table, facing the image of the remote group. At the remote site, the 
participants are captured by the linear array of cameras. Because the display and camera array are 
replicated at each site, the system is full duplex. 

The contributions of the Group Tele-Immersion project are: 

A novel technique that uses a linear array of cameras for real-time view synthesis and an 
analysis or the sampling requirement, Le., how many cameras are necessary [or a given scene 
and viewing volume. 

The software and hardware architecture to collect, pmcess, and transmit many simultaneous, 
frame synchronized video streams within a local network and across a wide area network. 
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Remote site, 
geometv 
relative to 

display site 

Figure 3. Bird's eye view of the relative positions of local and remote 
purticipants in our aystem. 

A prototype system that has been setup with nodes at the University of North Carolina at 
Chapel Hill, Sandin National Laboratories, California, and the University ol' Kentucky, al- 
lowing for full duplex communication between two sites. 

The remainder of this paper is organized a$ follows: we first present an overview of related work 
in real-time 3D scene acquisition and its application in teleconferencing in Section 2. The technical 
details of our Line Light Fie/(/ approach are discussed in Section 3. We present our prototype system 
and results in Section 4, and conclude in Section 5 with a discussion or the pros and cons of the 
technique. We have also included technical appendices with details of the system's hardware and 
sol'tware design. 



2 Related Work 

3D video teleconl'erencins. as a natural extension to its mainstream 2D counterpart, has been pur- 
sued by many researchers and engineers. Many cutrent research or commercinl systems that claim 
to support 3D teleconferencing are in  fact using a 2.SD approach called bill-boat-ding. where the 
input video streams are posted on 2D planes [ I ,  271. Alternatively, there are m ~ u r  based systems 
for simple 3D teleconferencing \\.here virtual figures represent participants 17. SI. While these two 
approaches may provide some three-ditiiensional cues about the spatial relationship ol' the partici- 
pants, neither can achieve a level o l  realism that is comparable to traditional 2D teleconl'erencing. 

The bottleneck in 3D teleconl'erencins is model acquisition. A classic way to acquire 3D incor- 
niation li-om 2D images is the stereovision technique. Stereovision is one of the oldest and most 
active research topics i n  computer vision (see [2X] for a recent survey). While many stereo algo- 
rithms obtain high-quality results by performing global optimizations, today only correlntion-based 
stereo algorithms are able to provide a dense (per pixel) depth map in real time. CotAation-based 
algorithms can be accelerated using either special hardware [8, 13, 31. 14. 61 o r  assembly level in- 
struction optimization (such as Intel's MMX and SSE extension sets) [23, 1 I ,  10. 241. Overall these 
algorithms are quite fragile in practice. The calculated depth can contain substantial outliers due to 
scene lighting, occlusions, nntl specular highlights. Increasing the fidelity of scene acquisition leads 
to higher reconstruction latency and lower l'ranie rates [22]. 

An alternative recon\truction technique that is amenable to real-time computation is to use the sil- 
houette inlormation to construct the objec1.s i i . s i / d  1 1 ~ 1 1 ,  which can be thought as a conservative 
shell that encloses the actual object [ 161. Visual computation does not require exhaustive matching, 
therefore it is quite efficient and robust. Mntusik et. al. clesigned an efficient method to compute 
and shade visual liulls I'1.oni silhouette images, allowing real-time rendering of n dynamic scene 
from a large viewing volume [XI]. Lok presented it novel technique to accelerate visual hull compu- 
tation using commodity graphics harclivare [ 191. However, these approaches cannot handle concave 
objects, which results in less than satisfactory close-up views of such objects. 

Recently, Image-Based Modeling and Rendering (IBMR) methocls have become a popular alter- 
native lor synthesidng novel views. The basis l'or IBMR is reconstructing the plmop/ic j i r r i c v i o r i  
that describes the flow of light in all positions and in all directions 12 I]. With a complete plenoptic 
function, novel views can be easily synthesized by plugging the location and directions for the novel 
views into the plenoptic lunction. A class o l  IBMR methods, called Liglir Field Rcnclcrirrg(LFR), 
uses many images to pre-record the plenoptic function 117, 9, 301. LFR methods often achieve a 
stunning level of realism without using any geometric inlormation. However, applying it directly 
to 3D teleconferencing would require hundreds of cryneras, which makes real-time acquisition and 
transmission impossible. Schirniucher et. id. extended LFR with per-pixel depth infornintion com- 
puted with a classic stereo algorithm [29]. Their approach allows real-time online view synthesis. 
but the Lidelity is limited by the quality and the speed o l  the stereo algorithm (1-2 lrames/second). 

Our research is aimed at Linding a practical approach to 3D teleconkrencing that overcome the 
limitations olexisting applications. In particular, we would like to use no more than a doLen cameras 
to produce real-time photo-realistic I-esults that replicate the experience of face-to-face conversation. 
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3 Line Light Field Rendering 

While applying iinconstr:iined Light Field Rendering (LFR) is not practical clue to the sheer amount 
of data requit-ed, we take advantage of the application specific recluireinents of video teleconferenc- 
ing. We observed that during a video teleconferencing session, the participant's view point is quite 
limited. usually at the eye level, with sinall lateral motions. Thus \\e can use a ID linear array ol  
cameras to capture a compact light field, which we refer to as the Lirze Light Field. This compact ID 
setup tnakes real-time capture, transmission. and rendering possible. To achieve the best result, it 
is desirable to place the camera array horizontally at eye level using a hall-silver mirror or actively 
controlled screen 1 IS] .  Novel views at eye level can be generated interactively. allowing the partic- 
ipants to view the remote scene from side to side, or frwi near to far to gain a sense of 3D. The 
optical axis o l  the synthesized view is, however* approximately constrained to the plane that passes 
through the camera a m y  since there are no cameras to capture inlormation lrom above or below. 

3.1 Rendering 

The general concept ol' Line Light Field rendering is to blend together the appropriate pixels lrom 
the nearest cameras in  order to compose the correct scene lor the user's point ol' view. This process 
can be accelertited using texture mapping harcl\vnre 112, 2. 331. Our method, which is in essence a 
modified version of unstructured luiiiigraph rendering 12 1, consists of the following steps: 

0 Set viewpoint and average scene depth (the,fi,cwl plarw.) 

0 Tessellate the image plane o l  the virtual camera into a list ol' narrow rectangles 

0 Compute blending weights and texture coordinates 

0 Apply multiple texture to rectangles. 

Set viewpoint and focal plane The location of the viewpoint is determined by the Liewer. He 
or she can translate horimntally and Loon1 in and out the virtual camera. In our algorithm, the 
system stiirts with an initial (default) view location, ;tiid during the conference the viewpoint can be 
adjusted by simply using the arrows keys on the keyboard. This user viewpoint is also known in the 
literature as the desired view point, and we reler it as point Cc/ in the rest ol this section. In addition, 
an approximate ,fi,cci/ plmw is setup, which represents the average depth of the participants. This 
can be usually determined through camera cal ibrahi .  The local plane's depth can be adjusted by 
user as well. 

Allocate vertices in image plane The lormation ol  the image to be displayed begins by tessel- 
lating the image plane of the virtual camera. Since our input images are co-linear, we only divide 
the image plane in the horizontal direction to a series of narrow rectangles. The vertices of these 
rectangles are back-projected onto the local plane. In other words. the local plane is dynamically 
te5selated in a view-dependent lashion to guarantee unilorm tessellation on the image plane. which 
can lead to better blending. 
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Blending weights and texture coordinates For each venex on the focal plane a set or blending 
weights is computed. The weights are associated with the respective texture cooi-dinates. which are 
necessary parameters to render the desired image. The computation of the blending weights is done 
in the rollowing way. 

Y 

Figure 4. Angles between desired view camera C,. and texture cameras 
Ci. at a vertex V on the focal plane. 

For a given venex V, we need to Lind its valid cameras, i.e., the set or cameras whose images 
contain the focal plane point V. If the number of valid camera is less than the maximum number 
of blending cameras NBC, then NBC must be updated to that number of valid cameras. Next, for 
all valid cameras, compute the angle l'ormed by the desired view point C,), the I'ocal plane venex 
V, and the center ol' projection or camera Ci, as shown in Figure 4. A small angle means that the 
desired view is near that particular texture camera. So, for the computation of the blending weights 
%vi. a group K of cameras with the NBC smallest angles is selected. The camera with the smallest 
angle has the largest blending weight, and the weights [or the smaller angles are enhanced by an 
exponential function. The computation of the blending weight is given by the following equation. 

for all i and j that are included in K. The blending [actor a is a user-controllable parameter to 
control the rdte of transition. The smaller valuer o ib ,  the lesb inter-texture blending there is. We 
typically use a constant value of 2.5". The blending weights for each vertex are normalized to 
guarantee a constant brightness of the entire image. For the invalid cameras, a blending weight or 
Lem is assigned. At the end of this process, we have a list or weights and texture coordinates Tor all 
camera. 

Multiple texture blend Multiple texture is applied on top of all rectangles formed on the image 
plane using the respective blending weights and the texture coordinates. The texture images come 
rrom all cameras at a% high a frame rate as possible. In this procedure, each rectangle is rendered 
multiple times, and at each time it 1s rendered using the texture from one camera with the proper 
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weight. The lranie buller is used as an accumulation buller. 11 multi-texture hardware is available, 
textures from multiple cameras can be rendered at once, reducing the total number of rendering 
passes. Since all texturing tasks are done by the graphics hardware, the multiple texture blending 
process is very last compared to soltware image processing techniques. 

3.2 Sampling Requirement Analysis 

A cotiimonly ashed question in light iield rendering i\ "how many images are required to generate 
aliasing-lree output." We provide a sampling analysis lor our linear camera aixiy. We iirst assume 
that all of the cameras are mounted on it horizontal rail and regularly spaced. The optical axes of the 
cameras are parallel on a horizonal plane. We then define an error tolerance nieasure (e )  in terms 
ol' pixel drill. Le., the distance l'rotn a pixel's ideal location in  the synthesir.ec1 view. For a given 
configuration, we would like to find out how much error there will be, or conversely, given an error 
tolerance measure, how many cameras are needed. 

6' is obviously a view-dependent factor. If the virtual view corresponds exactly to one of  the input 
view, then c is ~ e r o .  Here we consider an extreme caSe when the desired viewpoint is at inlinite. In 
this case, the viewing direction lor every vertex on the I'ocal plane is parallel to each other. Given a 
small enough blending weight 0, our rendering algorithm is in fact cutting the center band of each 
input image and juxtaposing these bands. The synthesiml image is orthogonal in  the horimntal 
direction and perspective in the vertical direction. 

Inspired by the sampling analysis Ibr LFR in 13, 181, we attack the error tolerance nieasure c using 
a geometric approach. Let us define the following parameters: 

0 Camera's field of view FOV 

0 Cttniera's horizontul resolution (in number of pixels) W 

0 Inter-camera distnnce cl 

The problem we try to solve here can be stated as follows: Given a set of camera configuration 
parameters. and a desired error tolerance e,  what is the maximum depth deviation AD lrom the 
optimal depth D? 

From Figure S(a). it is easy to see that a = [ c u r 1 (  $ /D) ,  0 =- LOPS = O O +  (90 _- a)  :: 180 - a. In 
triangle SPO, we have 

Substituting LPSO = 180 - 0 - ha = a - A a  and lOPl = d w ,  we get 

s in  ( A a )  d m  
s i n  (a  ~ A a )  

AD = 
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la) Carmetric Setup (b) The milximuin depth devi- 
niion with rcrput in pixcl drin 
emir 

Figure 5. Error Analysis for Creating Orthogonal Views 

We can then approximate the angular deviation Aa in term of pixel drift t, where A a  = ( e /W)FOV.  
That leads to: 

where FOV is expressed in radians. Furthermore, since sin(a) = (d/2)/,/-, (e /W)FOV 
is usually a very small number and (e /W)FOV < a.d < D.  we can approximate Equation 3 as 

e D* 
A D =  - F W -  

W d / 2  (4) 

We can derive a similar equation in case S is closer to the camera instead of farther away. 

Let us assume FOV = 3@', W = 640.and D = IO00 mm. Figure 5(b) shows the maximum depth 
deviation with respect to pixel drift error under different camera placements d = 25,50,100 mm. 
The red line shows the results computed using the rough approximation (Equalion 4). while he rest 
are computed using Equation 3. Note these are "one-sided" numbers, Le., they only represent how 
muchfurther away the rea1 depth can be. The total distance variation is roughly twice as long. From 
the results we can see that it is indeed possible and practical to cmie crisp orthogonal images for 
depth variation under 400 millimeters, a reasonable value lo accommodate normal human motions 
during a conference. 
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4 Implementation ant 

4.1 System Architecture 

Results 

We have implemented a 3D teleconlerencing prototype system at three sites: the University ol 
Kentucky (UKy), the University of North Carolina at Chapel Hill (UNC-CH), and Sandia National 
Labs, Calilornia. Each site has a total of eight or ten Sony digital lirewire cameras arranged in 
a linear array, as shown in Figure 2. These cameras are regularly placed at 65 millimeter aparc, 
very close to the minimum distance allowed by the lorm lactor of the camera body. All cameras 
are synchronized by a wire controlled from a PC and lidly calibrated using the method from [34]. 
Figure 6 shows the configuration that suppons the acquisition, transmission, and display for two 
nodes. 

Acquisition Cluster 
Node 1 

F i R W l R  

hernet 

..................................... 
Rendering Machine 

Node 1 

Remot 

Interneti 
WAN 

JJ ..... 

. IPEG cornpress 
JPEG Decornmrr 

Rendering Machine 
Node 2 

Acquisition Cluster 
Node 2 

FlreWlre 

/pg Server 

amera 

Figure 6. The system architecture of our prototype. 



Cameras and Synchronization The video acquisition system (one at each site) includes lour to 
five server PCs intei-connected through 100Mbit Ethernet. Each server is connected to t\vo Sony 
cameras and is used to capture and JPEG encode the raw image data at full \ G A  I-esolution. The 
server may optionally segment the foreground participants lrom the background and encode this in 
the alpha channel of the image. The JPEG streams are then sent through the neti\.ork to be decoded 
on the rendering system. 

Camel-a synchronization ensure\ that all camera\ capture a video fi-ame at the same time. With- 
out synchroniation. adjacent \ ideo images may show discontinuities in  nio\ ing objects, such as a 
pal ticipant's body as theq move. The cameras used in our sy\teni \upport an external trigger via 
a special interface, separate from the Firewire uwtl for data tran\fer. When the camera receives a 
TTL pulse on the trigger interl'ace, the camera captures a lrame during the next l'rame interval of the 
camera's internal cloch. \\hi& runs ai a preset l'rame rate. The video datu is then read out over the 
next clock interval. Due to this tivo frame process, the maximum triggered capture speed is slightly 
less than half of the set camera frame rate. Also, the data may arrive at the host muchine anywhere 
from w e  to two frame times after the trigger signal. 

trigger all captured all received 

0 I I 
I I I 

I I !  
I I 1 ,  
, 

I , I I ;I, , I *l I 
I I L .  I 

I I I1 -+ 
t , I  I 1  > 

I 
I I !  
I 1 1  +--- i 

I I (  I 

I I---- -+-j 

I I 
I I 1 

I j  I I 
I I I 

I 1 ' 1  
I 1  I I l l  
, I  I I I 

d 
I 

, I  I I 1  I 4 --+ 
I 1 frame time 

Tune --P I 
I - 

1-2 frame times 

W 
H 

; u .q 

NO capture, constant time, 1 frame 

Capture, constant time, 1 frame 

YUV to RGB, segmentation, compression, variable time 

Transmit, variable time 

k-- Idle. variable time 

Figure 7. Triggering and rpnchronimion tiineline for a group of cnm- 
eras. 

When multiple caiiieras are triggered by the same signal, then they are guaranteed to be synchro- 
nized to the same video frame and will follow the previously described read out process. However, 
the camera clocks are not synchronized and may be offset by any amount, as shown in Figure 7. 
Additionally, the video processing (color conversion, segmentation, and compression) and network 
transmission can take a dil'l'erent amount of time lor each video stream. 

The triggering signal is controlled by trigger server soltware via a parallel port device. Ideally, 
triggering will occur as last as possible (hall' the set frame rate of the camera). However, il' the 
trigger signal is received early by a camera that is still capturing or transmitting the video data, the 
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Figure 8. Data path for B single video stream, from capture to display. 

liame will be delayed an entire kame time or not sent at all. To ensure that all OT the camera servers 
are ready to capture a new Trame, the trigger server waits until a conlirmation message is received 
from each of the cameru servers. Because the time delay in the camera is relatively longer than the 
other stages of the pipeline, shown according to threaded data processing in Figure 8, it is safe for 
the camera server to sent the confirmation signal (trigger out) as soon as the data is received in host 
memory. 

Streaming Architecture There are two methods for running the view synthesis program. One is 
to send all the video streams over the Internet and synthesize novel views at the remote site (remote 
rendering). Alternatively we can synthesize views locally and only send the linal result to the remote 
site (local rendering). The lirst approach has a potentially lower latency for a changing viewpoint, 
but requires extra stream synchronization mechanisms. The second configuration, shown in Figure 
6,  is easier to manage lirom a network standpoint, because there is only a single data stream sent 
over the Internet. 

Remote rendering will also typically require more Internet bandwidth than local rendering. In teims 
of scalability, the bandwidth requirement for remote rendering is k * R where k is the number of 
cameras and R is the average compressed camera image size. The bandwidth requirement Tor local 
rendering, on the other hand, has a resolution lixed by the rendering output, independent ol the 
number of cameras. We expect the number of cameras used in the system to scale at a faster rate 
than the output resolution. 



Given that our cun-ent prototype only involves conlerencing between two sites, and the viewpoint is 
not changing rapidly (Le., no head tracking), we chose to implement the lwal rendering approach. 
Notice that the Line Light Field rendering module can be used with or without a geometric proxy. 

4.2 Interactive Results 

We first show the results from our Line Light Field rendering method in Figure I .  The back- 
ground is blurry due to the limited number ol' cameras in use. This can be alleviated using the 
l'oregroundlbackground segmentation. To create lil'e-size images, we use a IWO projector, abutted 
display at both the UNC-CH and Sandia sites, and a single projector at the U K y  site. 

A 

I 

Figure 9. View dependent efiects when the local conferees move to 
diflerent spots; the projected images show the synthesized views. 

In a teleconferencing session with few participants, we use the view dependent tine Light Field 
method to synthesized desired views, shown in Figure 9. We use a stationary folder to illustrate the 
view dependent eKmt when the local conlerees move to dinerent spots. When the local conl'erees 
are at right, as in the top image, the view point ol the synthesized view is from right, revealing the 
front cover (on the right) of the folder. When the conferee moves to left, as in the bottom image, the 
view changes accordingly, revealing the back cover or the [older. 



Figure 10. A live teleconferencing session between the University of 
Kentucky and the University of North Carolina at Chapel Hill. 

In Figuie IO, we show the setup at UKy in which a,fii//-diip/<,.v live teleconferencing session with 
UNC-CH is in progress. The video images were synthesized in real-time using the Line Light Field 
rendering method. 

In terms of performance, we can achieve an update rate of5-IO frames per second (fps) for VGA 
input images locally. The bottleneck is in image capture. We can only capture synchronized VGA 
resolution images at 12-13 fps with one camera per Firewire bus and 7-8 fps with two camera on 
the same Firewire bus, as described in section 4.1. When multiple video streams are sent to the 
rendering machine, network collisions reduce the frame rate to 5-10 fps. 

The synthesized view, typically rendered at 1024 x 5 12 or 2048 x 768, is read back from the ren- 
dering program’s framebuffer and sent to the remote site through TCP/IP with JPEG encoding. The 
remote rendering program is capable or decoding and rendering 1024 x 512 images at over 30 fps. 
However, the network bandwidth between UKy and UNC-CH is quite limited. The overall frame 
rate between these two sites varies from 5 fps to 10 fps. depending on the network traffic. We esti- 
mated a sustained transfer rate between 3 Mbits and 6 Mbits. Optimization in the network code or 
the use of a more sophisticated compression scheme is expected to substantially increase the f r m e  
rate. Similar perrormance has been observed between UNC-CH and SNLICA. 



5 Discussion and Conclusion 

Conventional video teleconferencing solutions are inaullicient lor replicating the lace-to-lace expe- 
rience of group interactions. Resolution limitations, a lack of depth cues, and smaller than life-size 
imagery are drawbacks of a conventional single camera and display system. We present technicpes 
and a system for synthesizing novel. high-resolution views rendered i n  life-size for gt-oup tele- 
i in mersion. 

The Line Light Field method is a practical atlempt to bypass the d cult geometry reconstruction 
problem by using many cameras. Instend of performing dense. compiitatioiially intensive 3D scene 
acquisition. we exploit the lxt the participants' motion is rather limited, usually to lateral motions 
with their eyes remaining at a lixed level. cluring a video teleconferencing session. This natural 
restriction allows us to use a limited number of cameras to capture important views. Based on this 
observation. we have developed a red- time acquisition-through-rendering algorithm based on Light 
Field Rendering. 

The realism of the synthesized view is derived directly lrom camera images. With smaller, inex- 
pensive ciiinertis becoming availnble. we believe this method provides ii useful solution i n  the near 
term. The bottleneck for this method is the hundwidth, both the network bandwidth and the render- 
ing system's internal bus bnndwidth. While these can be improved through technical aclvancement, 
a more fundamental ch-awbuck of this pure image-based method is that the linew arrangement of the 
cameras limits the possible range of the viewpoints, creating the requirement of plucing the camera 
array at eye level. 

Future work will consider these issues in particular: 

0 New camera ai~angements, lor example, multiple rows of cameras, above and below the 
display, with new blending methods to siruulale eye level cameras. 

0 Carnerddisplay integration. such as canieras embedded in the display area. 

0 Display wall integration, l'or displaying the rendered images on multi-projector display sys- 
tems, such a s  PixelFlex 1.321. 

0 Higher speed video capture and transmission, such as automatically synchronized camera 
systems [24], and improved inter- and intra-stream compression methods. 

0 A c h e  tradeofl' between local and remote rendering 10 adapt to changing network condilions. 

0 Combining Light Field-style rendering with improved geometry proxy acquisition for higher 
fidelity rendering. 

0 Integrating (multi-)user tracking to set rendering viewpoints and to adapt acquisition algo- 
ri t hm 6. 

We have demonstrated the practicality of the Line Light Field technique using our full duplex 3D 
video teleconferencing prototype between Sandia and UNC-CH, with regular video teleconferenc- 
ing between the sites. We have also conducted successful tests between UNC-CH and UKy. 
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A Implementation Details 

The Group Tele-Immersion project consists of harchvare and sol'tware built to support two groups of 
collaborators separated by geographical distance. The primary hardware components are an array 
of cameras and the associated capture PCs, the pi-ojector-based display system, and the networking 
connections between sites. The two primary software components are the camera server capture 
progl-am and the rendering program. In general. and unless otherwise specified, the system is coded 
in C++ using MicrosoPt Visual Studio 6.0 and Visual Studio .NET 2003 on the Win32 platform. This 
combination was chosen because it best supported Firewire video capture and graphics rendering. 
As of summer 2004, all projects are built with Microsoft Visual Studio .NET 2003 (7. l ) ,  and require 
the .NET 2003 riintinie and redistributable DLLs (MFC7 I .dl. msvcr7 I .d l ,  msvcp7 I .dll) to rim. 

A.1 Calibration 

The calibration software takes a set OC synchronised caniera images ol' a checkerboard target in 
barious positions and orientations. The soCtw,u.e: is a MATLAB script based on Jean-Yves Bouguet's 
camera calibration toolbox. The image input and calibrution output paths, camera orientations, etc. 
are specilied in a parameters lile. 

The calibration software produces a set oC MATLAB data Iiles (with .mat extension), one for each 
camera. For each camera data Lile, a second script. ynngl'orniat.m, is used to extract the calibration 
data from the MATLAB format and write two text files, a calibration file for the camera position. 
and a radial distortion file for radial lens effects. The calibration file includes a 3x4 floating point 
variable projection matrix and two lloating point values for the camera center. The radial distortion 
file contains the set of floating point values for the radial distortion parameters, and can be optionally 
used to improve image quality with image distortion correction. 

A.2 Camera Server (DxCamServer.exe) 

The camera sever connects to a Firewire video caniera via the Microsoft DirectShow interface. It 
sets the camera parameters, starts the video capture, prc)cesses the images, and then conipresses 
\vith a JPEG codec for transmission over the network with TCP. 

Upon execution, the camera server initializes the video camera, setting camera parameters such as 
frame Kite, resolution, contrast, shutter speed, etc. based iipoii values in  a specified configuration 
Me. The server then starts a thread to handle TCP network connections. The program builds a 
DirectShow lilter graph that includes the source and a user delinable Piinction that is called whenever 
a new video frame arrives. Finally, the lilter graph is started and video begins to arrive from the 
camera. 

When a new l'rame is available, the callback function is started. and image processing begins. The 
video can be transmitted uncompressed (RAW), in YUV or RGB mode, o r  compressed with JPEG. 
In order to use compression or background subtraction, and the input video type is YUV foimat (2 
bytes per pixel), the video frame is converted to RGB Pormat. IP background subtraction is enabled, 
the video image is compared to an RGB reference image ofthe scene without users, and a liltered 
difference image is cleated. This mask image is compressed using run length encoding (RLE). This 
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is combined with the video image into a single byte buller which i5 made available to the TCP-based 
network thread. 

11' region-of-interest coding is enabled, the same image processing steps are taken, but only on a 
subregion of the image, reducing coniputational load A smaller RAW or JPEG (and optionally a 
mask) image results. The ROI ollsets lroni the parent image are included in the network header for 
fu t tire recom hina t io t i .  Previously, the alp ha m ask genera tetl by the bnckgrou ntl s ti b t rac t i on process 
was compressed, using run length encoding. separately from the RGB values, and sent after the 
JPEG encoded image. Now. the back_eround mask is combined with the RGB image t o  make a 
single RGBA 4 channel image that is coinpressed using JPEG and transmitted using TCP. 

The camera server can connect directly to a trigger server. It can send a trigger out corntnand early, 
as soon as a new frame is received lroni the camera driver. or i t  can wait until video processing is 
coinplete and the compressed video image is transmitted to the renderer. 

A.3 Camera Receiver (CamRecv.exe) 

The CnmRecv.exe prograni is a simple OpenGL-based client for the camera servers. It connects 
to a single camera server, specilied on the command line, and receives images at whatever rate the 
camera is running. Images are sent over a TCP/IP connection, compressetl in JPEG format. 

A.4 Remote Receiver (FBRecv.exe) 

The remote receiver is based on the CaniRecv.exe program; i t  receives streams of JPEG compressed 
images lrom the renderer, and display them by rendering to ii resiLable qiiad. 

A S  Renderer (ULR.exe) 

The rendering program reds  a set of calibration files created during the camera calibration process, 
connects to a specilied set or camera servers, and renders using the Line Light Field algorithm. 
Each connection to a camera server runs i n  its own thread, and the rendering thread runs sepa- 
rately. Between rendering passes, the renderer enters an idle function that polls each camera server 
conneclion. If a new video image is available, it is copied lrom system memory to video texture 
memory. 

The primary new leature is the ability oC the renderer to read back the display image and forward to 
a remote rendering client. A separate server thread is initialimi when the renderer start on a given 
port. When a remote renderer connects to the server, an OpenGL read back call is made to get the 
lrame bufler contents into main memory. This ROB iniage is then compressed using the IJL and 
sent to the client using the same frame definition as video connections between the camera server 
and renderer. 
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The renderer is modified to accept a 4 channel RGBA image via the network and decompress 
and write to texture memory. Texture blending is now accomplished via an OpenGL fragment 
shader program, which requires OpenGL 1.3 coinpliant video card and  driver, and support for  the 
GLARB_fragment_program extension. 

A.6 Trigger Server (TrigServ.exe) 

Camera synchroniation is controlled by an external TTL pulse into the cameras. A multi-camera 
synchroni.don device was built using a parallel port coiinector with multiple camera sync con- 
nections. Each time a parallel port signal is issued from the host computer. all connected cameras 
receive the trigger simultaneously. The trigger server software issues these signals according to 
three different usage modes, automatic, manual, and server. I n  automatic mode, a trigger rate is 
speciIied iis ;I command line parameter. Manual mock sends a trigger with each keystroke. Server 
mode sends a trigger when 21 message is received over a network connection. 

The trigger server uses the ParaPort 2000 library for parallel port control. This library allows lor 
user mode applications to directly accesS the parallel port under Winclows NT and 2000. With this 
library, only specific device drivers could iiccess the parallel port hardware. 

Conipletely reliable triggering performance is available in single client trigger server niode mode, 
with a connection lrom the renderer. Highest overall triggering perfornmance is nchieved with sep- 
arate connections lrom each camera server, resulting in  a shorter feedback loop and a higher l m i e  
rates. 

A.7 Libraries 

The Intel JPEG Library (IJL), version I .S, uses hardware specific optiniizutions to allow for fast 
encoding and decoding of images to and from the JPEG format. I n  particular. the discrete co- 
sine transform (DCT) and inverse DCT, used (or JPEG groceasing, are optimiLed. The OpenCV 
(Computer Vision) Library, version bl.5, provides functions to support real-time image process- 
ing for computer vision applications. Updated versions of the Intel JPEG library, version I .S I and 
OpenCV library, version b2.1 are now used. 

The Image Debugger (imdebug) library is required for debugging and monitoring images, and fiinc- 
tions its a "printf' for images. The OpenGL Extension Wrangler Library (GLEW) is required to 
handle OpenGL extensions for multitexturing and shader programs. Direct 9.0 is required. 
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B Hardware and Software 

Note that this is the UNC conliguration: however. Sandia and UKy conliguradons are similar. and 
any similar conliguration \I ill support the Group Tele-Immersion project. Each camera sen er s j  s- 
tem connects to one or t\\o camera\, using one or two Firewire interface boai-&. Each board sup- 
ports one camera running at 30fp or three cameras at I Sfps; two boarcis are required to support two 
cameras running at 3Ofps each. 

B.l Camera Servers 

Hardware 

0 Dell PowerEdge Workstation 

0 Dual Intel Pentiuiii I l l  I .  I3GHz 

0 I.OGB RAM 

0 2x OllCl Compliant IEEE 1394 controllers 

0 2x Sony DFW-VLSOO Cameras 

0 Intel onboarcl 100Mbps networking 

so  l t  w are 

0 Microsolt Windows 2000 Service Pack 4 

0 Microsolt DirectX 8.0 

0 Sony 1394 DFW-VLSOO Camera driver 5.0.3000.22 

Li hraries 

0 Intel JPEG Library 1.51 (1.51.12.44) 

0 Intel Image Processing Library 2.5 ( 2 . 5 2 8 2 )  

0 OpeiiCV beta 1.5 
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B.2 Renderer 

Hardware 

0 Dell Precision 5.10 Workstation 

0 Dual Intel Xeon 2.4GHz with Hyperthreadins enabled 

0 1.OGB RAM 

0 AT1 Radeon 9700 Pro 

0 _?Corn 3C920 Integrated Fasr Ethernet Controller 

Software 

0 Microsol't Windows XP Prol'essiotial Sen ice Pack 1 

0 Microsol't DirectX 9.0 

0 MATLAB 6.5 (lor calibration) 

0 Microsoft Visual Studio .NET 2003 

Li brxies 

0 Intel JPEG Library I .S I ( 1 .5 I .  12.44) 

0 Intel Image Processing Library 2 3  (2.5.2.82) 

0 OpenCV beta 1.5 

0 CLEW 1.2.1 

0 GLUT3.7 

0 GLVU040206 

0 Image Debugger 1.13b 

0 ParPort2000 1.0.2.0 
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