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Abstract

This report is a white paper summarizing the literature and different approaches to the problem of 
calibrating computer model parameters in the face of model uncertainty.   Model calibration is often 
formulated as finding the parameters that minimize the squared difference between the model-
computed data (the predicted data) and the actual experimental data.   This approach does not allow 
for explicit treatment of uncertainty or error in the model itself:  the model is considered the “true” 
deterministic representation of reality.  While this approach does have utility, it is far from an 
accurate mathematical treatment of the true model calibration problem in which both the computed 
data and experimental data have error bars.  This year, we examined methods to perform calibration 
accounting for the error in both the computer model and the data, as well as improving our 
understanding of its meaning for model predictability.  We call this approach Calibration under 
Uncertainty (CUU).  This talk presents our current thinking on CUU.  We outline some current 
approaches in the literature, and discuss the Bayesian approach to CUU in detail.  
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Introduction

A fundamental premise of many large DOE programs is that computer models can be 
calibrated using experimental data, and then used to predict phenomena for which 
experimental data are unavailable due to factors such as test facility restrictions, cost 
limitations, or treaty obligations.  For example, Sandia uses various computer models 
calibrated with limited experimental data in the Stockpile Stewardship Program.  
Predictions from these models serve as a basis for decisions such as weapon 
refurbishment schedules, experimental facility planning, and national policy 
recommendations.

The classical approach to computer model calibration assumes that the computer model is 
exact and the experimental data have error bars (i.e., confidence intervals). Calibration 
then occurs when the computer model is tuned so that the computed data lie as close as 
possible, as in a least-squares sense, to the experimental data.  While this approach does 
have utility, it is far from an accurate mathematical treatment of the true model 
calibration problem in which both the computed data and experimental data have error 
bars.  In such a scenario, calibration occurs when, in layman’s terms, the computer model 
is tuned to yield as much of an overlap as possible between the experimental and 
computational error bars.   We refer to this type of calibration as “Calibration under 
Uncertainty” or CUU.

This year, we have focused on methods to perform this more accurate computer model 
calibration, accounting for the error in the computer model as well as in the data when 
making predictions, as well as better understanding its meaning for model predictability.  
This is an exploratory research topic.  In this paper, we define calibration vs. calibration 
under uncertainty, review classical parameter estimation methods, present background 
material used in the current methods of CUU, and give a technical review of these 
methods, with an emphasis on Bayesian analysis techniques.   We present a case study of 
CUU, and we conclude with some research questions and areas for further research.

The main CUU approach we examine is that of Kennedy and O’Hagan (2001), hereafter 
referred to as KOH.  They formulate a model for calibration data that includes an 
experimental error term (similar to standard regression) and a model discrepancy term, with 
a Gaussian process chosen to model the discrepancy.  They then use a Bayesian approach to 
update the statistical parameters associated with the discrepancy term and with the model 
parameters.  The purpose of updating is generally to reduce uncertainty in the parameters 
through the application of additional information. Reduced uncertainty increases the 
predictive content of the calibration, or that is the expectation. We discuss several issues 
relating to the Bayesian approach:  First, is the Gaussian prior the correct one, or the most 
effective choice for complex computational science and engineering (CSE) models?  
Second, the mathematics behind this approach involves covariance matrices of joint input 
variable distributions.  Estimating the full joint posterior distribution therefore requires 
complicated integration and so techniques like Markov Chain Monte Carlo (MCMC) 
sampling are used to approximate the posterior distributions on the hyperparameters which 
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govern the prior distribution.  We discuss MCMC methods and their suitability to the CUU 
problem.  In our conclusion section, we discuss model prediction and the limitations of 
inferences under various frameworks. 

Definitions

First, we define some general terms such as model, prediction, verification, and 
validation.  For more discussion on these terms, the reader is referred to [Calibration 
contra Validation SAMO paper].  Then, we define the terms calibration and calibration 
under uncertainty in more detail. 

We define a model to be a particular choice of inputs (e.g., initial, boundary and 
numerical parameters) for a particular computer code (e.g., a finite element code) that 
produce a specific calculation.  The results of the model are the resulting numerical data. 
A computational prediction is simply a calculation that predicts a number or quantity or a 
collection of these quantities prior to their physical measurement.  We are interested in 
accurate prediction using computation. Intuitively, accurate prediction means having 
confidence or belief in the prediction, and being willing to use the prediction in some 
meaningful way, especially in a decision process. By introducing the concept of accuracy 
into this discussion we have introduced the requirement for one or more measurement 
principles that we can use to quantify this accuracy. We call these measurement 
principles benchmarks.  A benchmark is a choice of information that is believed to be 
accurate or true, one or more methods of comparing this information with computational 
results, and logical procedures for drawing conclusions from these comparisons. In 
particular, we are interested in benchmarks that are to be used for calibration, verification 
and validation of codes or computational models.

Verification is the process of determining that requirements for the intended application 
are correctly implemented in the code.  Roache has stated that this effectively means that 
the equations implemented in the code are correctly solved for the intended application.  
The problem of verification in computational science and engineering (CS&E) codes 
boils down to the following. Given a set of equations, (1) are the chosen solution 
algorithms correct?; (2) is the software implementing these algorithms correct?; (3) are 
particular choices of input parameters and meshing providing accurate solutions? 
Validation deals with the question of whether the implemented equations in a code are 
correct for the intended applications. We define validation to be the process of 
quantifying the physical accuracy of a code for particular predictive applications through 
the comparison with defined sets of physical benchmarks. These benchmarks define what 
we will call the validation domain. We assume in this paper that validation benchmarks 
are always experimental.  Finally, calibration is the process of improving the agreement 
of a code calculation or set of code calculations with respect to a chosen set of 
benchmarks through the adjustment of parameters implemented in the code.  There may 
be a different set of benchmarks chosen for calibration vs. validation.  We assume that 
the calibration benchmarks are also experimental.
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Calibration 
Model calibration refers to adjusting the parameters of a computer model (such as a 
simulation model or a finite element model).  The adjustment of parameters is usually 
done with some objective in mind, such as to generate “better” predictions with the 
model or to update the parameters according to additional data or greater physical 
understanding of the phenomena of interest.  There are many methods for adjusting the 
parameters.  The most common approach to model calibration is to find the parameters 
which minimize the squared difference between the model computed data (the predicted 
data) and the actual experimental data.  This approach does not allow for explicit 
treatment of uncertainty or error in the model itself:  the model is considered the “true” 
deterministic representation of reality.   Figure 1 shows a graph of a least squares fit 
where the coefficients of the model (in this case depicted by the pink line) are obtained 
by a standard regression technique.  In this case, the calibrated parameters are the 
regression coefficients.  
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Figure 1.  Calibration based on experimental data

Calibration under Uncertainty
CUU refers to adjusting parameters to reflect uncertainties both in the experimental data 
and in the computer model.   Figure 2 depicts the situation of interest.   The blue bars in 
Figure 2 represent the bounds on experimental data, and the yellow bars represent the 
bounds on results obtained by various model uncertainties.  We want to determine the 
“optimal” parameter settings which will maximize the overlap between the blue and 
yellow bars.  
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Figure 2.  Calibration with experimental data and uncertain model data

The problem is made harder by the fact that models harder by the fact that models have in 
fact several different kinds of uncertainty. For our purposes here, we distinguish three 
different categories, all of which enter into the mathematics of calibration and the 
inference that can be achieved regarding the associated predictability.

 Numerical: This can be thought of as numerical errors associated with 
discretizations (we are primarily focused on models that solve systems of 
differential equations in our work). It can also include the difficult issue of 
undiscovered software “bugs” and other shortcomings associated with the 
numerical solution implementation of the model. Attacking this problem is 
classically associated with verification. Hence, success in verification reduces 
numerical uncertainty in our perspective, and potentially in quantified ways that 
can be used in CUU.

 Parametric: This is uncertainty associated with parameterizations in the model, 
which could include numerical “tunings” as well as specification of the initial and 
boundary conditions. Worrying about parametric uncertainty and how to reduce it 
as a calibration problem is part of this project.

 Structural: Structural uncertainty has to do with whether the model is “correct” in 
some sense, typically “correct for the application.” This is classically a problem of 
validation. Hence, success in validation reduces structural uncertainty in our 
perspective, and potentially in quantified ways that can be used in CUU.

Classical calibration addresses parametric uncertainty in a restricted sense, as in 
regression, but ignores numerical uncertainty and doesn’t even philosophically address 
the presence of structural uncertainty.  Ideally, we would like to incorporate the three 
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kinds of uncertainty into model calibration.  In later sections of this report, we discuss 
what types of uncertainty are treated in various approaches. 

The classical parameter estimation methods, linear and nonlinear regression, are 
discussed below.  There are two reasons for this: 

1. These methods have been used successfully for many years to calibrate models.
2. Preliminary examination of the Bayesian framework has shown us that the 

“model discrepancy” or model error term often varies in a systematic way with 
respect to the model inputs or parameters.  Thus, if we are trying to characterize 
the model discrepancy, we might want to use a regression model as a basis 
function in a Gaussian process describing the model error.

Classical Parameter Estimation Methods

In classical parameter estimation, the approach taken is to use a statistical process model 
to model the underlying process.  In such an approach, the “optimal” calibrated 
parameters are determined by a regression technique.  Note that the optimal parameters 
refer to parameters of a statistical model (e.g., a regression equation), and not the 
parameters of a simulation model.  The statistical process model approach is based on the 
idea that experimental data about the process are available. While linear regression may 
not often capture the complex phenomena in CS&E models, we list the assumptions 
underlying linear regression here as a starting point for understanding the predictive 
capability one can obtain using linear regression.   The underlying assumptions used in 
statistical process modeling are [Neter et al.; NIST]:

1. The underlying process has random variation and is not deterministic.  
2. The mean of the random errors are zero.  
3. The random errors have constant standard deviation/variance.  
4. The random errors follow a normal distribution.  
5. The data must be sampled randomly from the underlying process.    
6. The explanatory variables are observed without error.  

One of the most important assumptions in prediction is assumption #4, that the random 
errors follow a normal distribution.  The mathematical theory for inferences using the 
normal distribution assumption of error terms is well developed.  In practice, the normal 
distribution often describes the actual distribution of random errors reasonably well.  
There are a variety of statistical tests to check for normality of errors.  If this assumption 
is violated, then the inferences made about the process may be incorrect. 

Linear Least Squares Regression
The most widely-used method to estimate parameters in a model is to use a linear least 
squares regression.  In a regression model with one dependent variable y and multiple 
independent variables xj, j = 1…k, the linear model is formulated as: 
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  kk xxy ...110

where  represents random error associated with the model (note:  some textbooks 
emphasize that the error is observational error; others state that all unexplained variation 
in y caused by important by unincluded variables or by unexplainable random phenomena 
is included in the random error term).   Usually ~ N(0,2).  

A particular observation is indexed by i: , and the expected ikikii xxy   ...110

value of the output at a particular input value is: kikii xxyE  ...)( 110 

Least squares regression minimizes the sum of squares of the deviations of the y-values 
about their predicted values for all the data points.  Thus, for n data points, the Sum of 

Squares of the Errors (SSE) is:              2
110

1
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The quantities that minimize the SSE are called the least squares estimates of k ˆ,..,ˆ,ˆ
10

the parameters and the prediction equation is:  , where k ,..,, 10 kk xxy  ˆ...ˆˆˆ 110 
the “hat” notation can be read as “estimator of.”  Thus, is the least squares estimator of ŷ
E(y), and are estimators of the parameters .  k ˆ,..,ˆ,ˆ

10 k ,..,, 10

Note that the term “linear regression” means linear in the parameters.  It is used for any 
function in which each explanatory or independent variable in the function is multiplied 
by an unknown parameter, there is at most one unknown parameter with no 
corresponding explanatory variable (the intercept term), and all of the individual terms 
are summed to produce the final function value. In statistical terms, any function that 
meets these criteria would be called a "linear function,” even though the function may not 
be a straight line.  For example, an explanatory variable could be x2.  

The values of the model parameters which minimize the SSE are obtained by k ˆ,..,ˆ,ˆ
10

setting the partial derivatives SSE/j = 0.  The solution is a system (usually over-
determined) of linear equations that is solved for the values of the unknown parameters.  
The least squares estimates of the coefficients are: YXXX TT 1)(ˆ 

Regression models are used for prediction in a variety of ways.  Some of the most 
common prediction tasks are to: 

1. Predict a response at a particular set of input variables.  The input variables are 
also called predictor, independent, or explanatory variables. This is done by 
substituting a particular value of x, say x’, into the regression formula with the 
fitted coefficients:  .  This is interpreted as:  the mean or 'ˆ...'ˆˆ'ˆ 110 kk xxy  
expected response at input x’ is given by .'ŷ

2. Describe the confidence interval (CI) for the mean response at a particular set of 
input values (given in step 1).  The confidence interval range (e.g., a 95% CI) is 
the range in which the estimated mean response for a set of predictor values is 
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expected to fall. This interval is defined by lower and upper limits, calculated 
from the confidence level and the standard error of the fits.  The CI is around the 

, and is interpreted as:  the mean or expected response at input x’ falls within 'ŷ
the CI at a given confidence level. 

3. Describe the prediction interval (PI) at a particular set of input values.  The 
prediction interval is the range in which the predicted response for a new 
observation is expected to fall.  The PI differs from the CI in that the prediction 
interval is an interval in which a particular response for input x’ is expected to 
fall, and the CI is the interval in which the mean response for input x’ is expected 
to fall.  The PI is defined by lower and upper limits, which are calculated from the 
confidence level and the standard error of the prediction.  The prediction interval 
is always wider than the confidence interval because of the added uncertainty 
involved in predicting a single response versus the mean response.  Note that the 
prediction interval formula has an extra term in it, namely 1. So regardless of 
sample size, the added term will always cause the prediction confidence interval 
to be a little bigger then the confidence interval.

The formulas used to calculate the CI and the PI are found in most statistical text 
[e.g., Neter et. al].  

An example of confidence vs. prediction intervals for a linear regression model is 
shown in Figure 3.  Note that these intervals are for individual input points.  If you 
want a CI or PI for the entire function, it is necessary to use a simultaneous method 
such as Scheffé or Bonferroni confidence intervals.

Figure 3. Confidence versus prediction intervals in linear regression.

Linear regression is used because so extensively because many processes are well-
described by linear models, or at least well-approximated by a linear model over a short 
range.  The theory associated with linear regression is well-understood and allows for 
construction of different types of easily-interpretable statistical intervals for predictions, 
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calibrations, and optimizations. These statistical intervals can then be used to give clear 
answers to scientific and engineering questions.  

The main disadvantages of linear least squares are limitations in the shapes that linear 
models can assume over long ranges, and sensitivity to outliers.  Linear models with 
nonlinear terms in the independent variables curve relatively slowly, so for inherently 
nonlinear processes it becomes increasingly difficult to find a linear model that fits the 
data well as the range of the data increases.  Additionally, the method of least squares is 
very sensitive to the presence of unusual data points in the data used to fit a model. One 
or two outliers can sometimes seriously skew the results of a least squares analysis.  

Nonlinear Least Squares Regression

Nonlinear least squares regression extends linear least squares regression for use with a 
much larger and more general class of functions. Almost any function that can be written 
in closed form can be incorporated in a nonlinear regression model. Unlike linear 
regression, there are very few limitations on the way parameters can be used in the 
functional part of a nonlinear regression model. The way in which the unknown 
parameters in the function are estimated, however, is conceptually the same as it is in 
linear least squares regression.

In nonlinear regression, the nonlinear model between the response y and the predictor x is 
given as:  y = f(x,) + e, where e is the random error term and  may be a vector.  As an 
example, one could have yi = 1[1-exp(xi 2)] + ei.  The goal of nonlinear regression is to 
find the optimal values of  to minimize the function: 2

1

)),(( i

n

i
i xfy 



The value of  that minimizes the sum of squares is , and has an estimated covariance ̂
matrix given by:  , where W is an n*p matrix of first derivatives 12 )'()ˆ(  WWsVar 
evaluated at , and s2 = RSS/(n-p) = estimator of 2.    In terms of prediction, equations ̂
similar to linear regression are used. If one is predicting the mean response at a particular 
value of xo, the confidence interval is given by , where is oopno WWsty  1)'('ˆ 

 o
the vector of first derivatives of f evaluated at the parameter estimates and xo.  The 
prediction interval adds the factor of 1:  .   An example of oopno WWsty  1)'('1ˆ 

 
nonlinear regression is shown in Figure 4.
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Figure 4. Confidence versus prediction intervals in nonlinear regression.

Optimization 
Nonlinear regression requires an optimization algorithm to find the value of  that pr

minimizes the sum of squares.  This is often difficult. Nonlinear least squares 
optimization algorithms have been designed to exploit the special structure of a sum of 
the squares objective function.  If the objective function is formulated as: 

Minimize , where Ti(x) is the ith least squares term (residual).  2

1

])([)( 



n

i
i xTxf

If f(x) is differentiated twice, terms of Ti(x) Ti”(x) and [Ti’(x)]2 result.  By assuming that 
the former term tends to zero near the solution (assuming that we can get the residuals 
Ti(x) close to zero), the Hessian matrix of second derivatives of f(x) can be approximated 
using only first derivatives of Ti(x).  

An algorithm that is particularly well-suited to the small-residual case is the Gauss-
Newton algorithm.  Gauss-Newton algorithms exhibit quadratic convergence rates near 
the solution.  By exploiting the structure of the problem, the second order convergence 
characteristics of a full Newton algorithm can be obtained using only first order 
information from the least squares terms.  Other optimization methods used in nonlinear 
regression are based on sequential quadratic programming.  Most statistical packages 
now offer at least one optimization method, and sometimes several, to solve for the 
optimal parameter values.  However, these solvers may experience difficulty when the 
residuals at the optimal solution are significant.  
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Nonlinear regression provides a much more general framework than linear regression, 
and can be used to calibrate numerical parameters of a model.  In nonlinear regression, 
the estimated coefficients are usually more closely tied to a physical quantity than in 
linear regression.  However, it is more expensive and requires the use of optimization 
methods as well as numerical or analytical calculation of derivatives when finding the 
prediction intervals.

Background

The Kennedy and O’Hagan approach to CUU involves Bayesian analysis and Gaussian 
processes.  We provide some background for the subsequent discussion here. 

Bayesian Analysis
Bayesian data analysis is a method for making inferences from data using probability 
models for quantities we observe and for quantities about which we wish to learn 
[Gelman et. al].  In a Bayesian formulation, one models a relationship between a quantity 
of interest, such as number of successes of a system in N trials, and other parameters, 
such as the failure probability of an individual component.  The parameters in the 
probability model are characterized by distributions themselves:  these are called prior 
distributions.  Data is observed, and the resulting values of the parameters resulting from 
incorporating the data is are called the posterior distributions.  In the notation below,  
represents the unobserved quantity of ultimate interest, and x represents the data.  

Discrete case 
In the discrete case, the Bayesian formulation is: 

                








)()|()...|(
)()|()...|(),...,|(

1

1
1 gff

gffh
N

N
N xx

xxxx

where x1,…xN are independent and identically distributed observable random vector 
variables with probability mass function f(x|).[Press, 1989]  Note that f(x|) denotes the 
mass function of random vector x conditional upon another variable  = .   is assumed 
to be unobservable, and  denotes the numerical value at which  is conditioned.  In this 
case, we are assuming that  is discrete, and g() is the probability mass function.  The 
posterior probability density function of  for a given set of observed data is h(|x).  
 
Note that the denominator of (1) only depends on the xi’s and not on .  Bayes formula is 
often written as:

                            )()|,...,(),...,|( 11  gLh NN xxxx 
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where L(x1,…xN |) = f(x1|) *…*  f(xN|) = the likelihood function of the data given the 
parameter  for independent data.  The expression (2) is a statement that the posterior 
distribution is proportional to the likelihood times the prior distribution. 

Continuous case
The formulation is identical to (1), only the parameter  is now a continuous parameter 
with prior density g().   An alternative approach to expressing equation (1) is to use the 
likelihood function L(x1,…xN |)  instead of the conditional probability density functions 
f(xi|).  So, one way of expressing Bayes’ Theorem in the continuous case is: 

            






dgL

gLh
N

N
N )()|,...,(

)()|,...,(),...,|(
1

1
1 xx

xxxx

 

Hypothesis Testing
Bayesian analysis can be useful for hypothesis testing, specifically in comparing 
hypothesis H (often called the null hypothesis) against an alternative hypothesis A.  For 
example, in the discrete case, we may have H: =0 and A: =1.  Let T be a test statistic 
based on a sample of N observations, TT(x1,…xN).  Then Bayes’ Theorem states that
 

              
)()|()()|(

)()|()|(
ApATpHpHTp

HpHTpTHp




where p(H) and p(A) denote the prior probabilities of H and A (these probabilities sum to 
one). 

Likewise, for hypothesis A, we have: 

                     
)()|()()|(

)()|()|(
ApATpHpHTp

ApATpTAp




Taking the ratio of 4 and 5, we have: 

                                      







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


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
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This is interpreted as the posterior odds ratio in favor of H is equal to the product of the 
prior odds ratio and the likelihood ratio.  If the posterior odds ratio exceeds one, we 
accept H, otherwise we reject H and accept A.  Also, the ratio of the posterior odds to the 
prior odds is sometimes called “Bayes factor” and only depends on the sample data T. 
If we assume equal probability on H and A, the posterior odds ratio is just equal to the 
likelihood ratio. 
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This approach to hypothesis testing does differ somewhat with classical hypothesis 
testing.  In classical hypothesis testing, we are usually interesting in testing H: =0 vs. 
A: 0.  If  is a very small amount away from 0, say by distance >0, then for 
sufficiently large N, we will always reject the null hypothesis.  In contrast, the Bayesian 
hypothesis testing is based on the relative likelihood of the two hypotheses given the data 
and the prior odds.  So, in the case of  being very close but not exactly 0, the Bayesian 
method would choose H over A. 

The approach outlined above for comparing two hypotheses can be extended.  One 
common extension is to have the alternative hypothesis be a “non-informative” 
distribution such as a uniform distribution.  Then, testing H vs. A gives some indication 
of the “correctness” of H relative to knowing very little about the distribution of the prior. 
Dr. Mahadevan has applied this to a reliability model and has a paper outlining this form 
of testing. [Zhang and Mahadevan, 2003] 
 

Controversy with Bayesian Inference
The Bayesian framework allows one to integrate observed data and prior knowledge.  In this 
case where one has no data or very little data, the posterior distribution is equal to or very 
close to the prior distribution.  In the case where there is a lot of data, and especially in the 
case where the likelihood function differs from the prior distribution, the posterior 
distribution is dominated by the likelihood function.  In the context of many of the science 
and engineering problems encountered at Sandia, we need to seriously question the 
usefulness of the Bayesian approach.  While the approach is very intuitive and reasonable 
conceptually, implementation may be difficult depending on the choice of parameters (more 
about this later).  In addition, there is the important question of how the Bayesian updating 
will be performed in a situation characterized by computationally expensive models and 
expensive testing.  If we only have a few observed data points, then our posterior 
distribution is likely to be very similar to the prior and we haven’t learned that much.  If we 
have lots of data, then we should probably use a maximum likelihood approach which may 
be simpler and easier to defend than formulating a prior distribution.   

One criticism of Bayesian statistics that we need to be aware of is the formulation of the 
prior distribution.  Ideally, the prior distribution is supposed to be obtained from 
subjective judgment and previous experience.  In practice, the prior is often chosen from 
a family of distributions that makes the calculation of the posterior distribution tractable.  
These families are called “conjugate prior” distributions and will be discussed below in 
more detail.  The biggest problem is that one often ends up estimating the 
“hyperparameters” of the prior distribution from the current data set, using maximum 
likelihood techniques or sample moments.  Calculating the parameters of the prior 
distribution from the current data set AND using this data to calculate the likelihood 
terms in Bayes’ equation violates the theorem:  the prior distribution is supposed to only 
depend on its parameters and not on the data.  This situation results in incoherent 
estimators.  
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Examples
Examples are helpful to see the implications of using Bayesian inference.  To start with, 
consider the binomial distribution.  This is often used to model the number of successes, 
x, in n independent trials.  If  = the probability of success on a single trial, then the 
probability mass function for x is: 
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Let us assume that  can have two possible values, 0.3 and 0.6, with the following prior 
mass function:  P{=0.3}=g(0.3)=0.1 and P{=0.6}=g(0.6)=0.9.  According to Bayes’ 
Theorem, the posterior probability mass function from Equation (1) is: 

 for =0.3 and 0.6.
)4.0()4.0()6.0()3.0()7.0()3.0(

)()1()|(
gg

gxh xnxxnx

xnx











Suppose n=5 and x = 2.  Then h(0.3|x)=0.13 and h(0.6)=0.87.  Thus, h(|x) does not 
differ that much from g(), since the update was only based on five points.  The posterior 
distribution does reflect the fact that in this set of data,  is closer to 0.3 than 0.6 and so 
the probability of =0.3 has risen from the prior value of 0.1 to the posterior value of 
0.13. 

A related example shows how the update differs if we assume that  is a continuous 
parameter between zero and one.  In this case, the posterior density is:
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If we assume a uniform prior, then g() = 1 for 0<  <1, and g() = 0 elsewhere.  In this 
case, the posterior distribution is given by: 
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where B is the beta distribution.  The posterior distribution is a beta distribution with a 
mode at the value =x/n.  The mean of  given x is E(|x)=(x+1)/(n+2). 

Often a beta distribution is assumed for the prior density function g(), where  is the 
parameter of the binomial distribution.  In this case, g() is given by: 
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where 0<  <1, 0<, and 0<.  Note that in this case, we are postulating that the prior 
distribution for one parameter is characterized by a two-parameter distribution.  Thus, to 
specify the prior distribution, we need to determine , and .  The mean of this beta 
distribution is given as /(+), and the mode is given by -1/(+-2).  If someone 
specifies the mean and the mode, or the mean and the variance, it is possible to solve the 
equations to obtain  and .  The posterior distribution of  given x is also given by a 
beta distribution: 
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This means that if one is updating the parameter  that characterizes a binomial 
likelihood function, and if the parameter  has a prior distribution that is beta, the 
posterior distribution is also beta and the parameters of that beta distribution can be 
obtained very easily from the data.  This situation, where the prior and posterior 
distribution come from the same family of distributions, is called a “conjugate prior” or a 
conjugate pair.  More examples of conjugate priors are listed in the section below. 

To demonstrate the continuous case, assume that g() is given by a beta distribution with 
 = 3 and  =12.  In this case, E() = 0.2 and the mode of  is 0.15.  If we have x=2 and 
n=5 as in the discrete example, we find that the posterior distribution is a beta distribution 
with parameters (x+, n-x+), or B(5,15).  The mean of the posterior beta distribution is 
0.25 and the mode is 0.22.  The posterior distribution has changed based on the data. 
 

Conjugate pairs
As mentioned above, there are distribution families which are often used as prior 
distributions because they have convenient mathematical properties.  These families are 
called natural conjugate families, and the prior distribution is called a conjugate prior.  In 
such cases, performing Bayesian updating usually does not involve complex integration:  
the posterior distribution is from the same family as the prior, with parameters that can be 
obtained from the prior parameters and the data. 

Table 1 shows some conjugate prior distributions. 
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Sampling Distribution Conjugate Prior Distribution
Binomial Success probability is beta
Negative binomial Success probability is beta
Poisson Mean is gamma
Exponential with mean 
(1/)

 is gamma

Normal with known 
variance but unknown 
mean

Mean is normal

Normal with unknown 
variance but known mean

Variance is an inverted gamma

Table 1.  Conjugate priors associated with various sampling distributions

Calculations from Markov Chain Monte Carlo
It is not always possible to formulate a Bayesian analysis with one of the conjugate priors 
as outlined in the section above.   Many times the calculation of the posterior density 
function involves complex integration.   There have been specific methods to 
approximate Bayesian integrals developed for low-dimensional cases (e.g., Tierney-
Kadane, Lindley approximations).  To calculate the posterior distribution for higher 
dimensions, some type of Monte Carlo method is often used to generate samples over 
which the integrand is calculated.  A popular method for doing this is called Markov 
Chain Monte Carlo (MCMC), where one wants to generate a sampling density that is 
approximately equal to the posterior density.  

The idea behind Monte Carlo Markov Chain is to construct a Markov Chain such that its 
stationary distribution is exactly the same as the distribution of interest. [Gamerman, 
1997]  A stationary distribution of a Markov chain with transition probability matrix 
P(x,y) is f if:  

fY (y)  fX (x)
x
 P(x, y)

for a discrete state chain.  The continuous state equation relates the state of the system 
after n steps to the state of the system at n-1 steps: 

fY
n (y)  p(x, y) fX

n 1(x)




 dx

Another representation that is often used is that we want to obtain E[f(x)]
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in situations where drawing samples from the density function p(x) is not feasible and the 
inverse transform is not available (note:  by inverse transform we mean draw a sample 
from U(0,1), equate this random number to a cumulative probability from distribution p, 
then solve for x given this cumulative probability).  
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The point of using MCMC methods is to generate a Markov Chain {X0, X1, X2, …} 
where Xk+1 only depends on Xk.  The distribution of Xk will approach a stationary form as 
k gets large, but in practice, one has to ignore the first M iterations.  That is: 
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There are several methods for generating the Markov chain that has a stationary 
distribution with the properties of interest.  Three of the best known are the Metropolis-
Hastings algorithm, the Metropolis algorithm, and Gibbs sampling.  Here is a brief 
outline of the Metropolis-Hastings algorithm. In this approach, one needs to define a 
“proposed density function” for generating the next point, conditional on the previous 
point generated in the chain.  This density function is given by q(Y|X).  The density of 
interest (e.g., the posterior density) is given by f(X).

Metropolis-Hasting algorithm
Set i=0. 
Repeat until converged: 

1.  Sample a candidate Y from the proposal density function qY(Y|Xi)
2. Calculate the acceptance ratio (X,Y ) min(1,

fX (Y )qY(Y | Xi)
fX (X)qX(X i | Y )

)

3. Sample a uniform (0,1) random variable U
4. If (Xi,Y)U, set Xi+1=Y, else set Xi+1=Xi.
5. Increment i. 

Although the algorithm is simple, there are many issues:  how does one choose q, does q 
have to be a symmetric distribution so that q(Y|X) = q(X|Y), how does one deal with 
multiple variables, etc.?  In the case of multiple variables, there is a stepwise procedure 
where one has to specify all the full conditional distributions (distributions of one 
variable conditional on all of the others).   Transforming back and forth between 
conditionals and marginals is not trivial in high-dimension problems.  In the case of using 
a MCMC method to generate a posterior probability at a system level (for example, 
system reliability or performance), one then has to take the system posterior distribution 
and work back to the posterior distributions on individual parameters using analytic 
methods.   Finally, the issue of convergence is very important in MCMC:  when is the set 
of generated points a close enough approximation to the posterior that one can stop 
sampling? 

These questions are addressed in more detail: 
First, the issue of selecting the proposal density q:  In theory, it doesn’t matter what 
density function one chooses for q.  In practice, it matters a lot because some densities 
will converge more quickly than others.  There are many options for q, but here are some 
of the most common ones: 
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1. Symmetric chains.  In this case, q(X|Y)=q(Y|X).  For this situation, the 

acceptance ratio reduces to .  )
)(
)(,1min(),(

Xf
YfYX

X

X

2. Random walk chains.  A random walk is a Markov Chain defined as j=  j-1+j, 
where j is a random variable, usually with a multivariate normal distribution f.  
In this case, q(Y|X)= f(X-Y), where Yj is drawn according to the process Yj-1+j. 
The random walk chain results in proposed values equal to the current value plus 
noise.  

3. Independence chains.  In this case, q(Y|X)= q(Y) and the proposed transition is 
formulated independently of the previous position of the chain.  

For the Metropolis-Hasting algorithm, the acceptance rate is critical and the parameters 
governing the q distribution must be tuned appropriately.  If the moves are very small and 
the acceptance probability is very high, most moves will be accepted but the chain will 
take many more iterations to converge.  If the moves are large, they are likely to fall in 
the tails of the posterior distribution and result in a low value of the acceptance ratio.   
One wants to cover the parameter space in a computationally efficient fashion.  Many 
studies have been done on optimal acceptance rates, and the results seem to indicate that 
0.45-0.5 is the optimal acceptance rate for 1-dimensional problems, whereas 0.23—0.25 
is the optimal acceptance rate for high-dimensional problems.  It is often difficult to tune 
the proposal density parameters to obtain these acceptance rates. 

MCMC Convergence
There have been two approaches to analyze convergence of a MCMC:  one is more 
theoretical and examines the structure of the chain itself, and the other is more empirical 
and analyzes the properties of the observed output from the chain.[Gamerman, 1997]  
The empirical methods have had more success as applied to real-world problems.  One 
method is to take n parallel chains, and run each of them for m iterations, and build a 
histogram of the mth iterates.  This can be repeated after a further k iterates are obtained.  
Convergence is accepted when the histograms cannot be distinguished.  Raftery and 
Lewis established a method for determining the length of a MCMC run given estimates 
of the quantiles of the chain, however it is highly parameterized and based on many 
assumptions.  From a practical standpoint, the examples we have seen indicates that we 
would need to generate thousands of samples from a MCMC, and throw away hundreds 
of them in the “burn-in” period.

Gibbs Sampling
Gibbs sampling is an attractive MCMC method because it doesn’t require a proposed 
density: the proposal distribution is built directly from the conditional density functions 
of the posterior.  Because of this, Gibbs sampling is very appropriate for Bayesian 
analysis and high-dimensional problems.  Note that the new points are always accepted in 
Gibbs sampling. 
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Gibbs Sampling Algorithm
Set i=0, and initialize the chain as for a d-dimensional ),.....,( 00
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Increment i.

Thus, at each stage when one is calculating a particular value for an individual variable, it 
is done based on the “full conditional” distribution of that variable with respect to the 
other variables.  The latest information for the other variables is used in the conditioning. 

Note that with Gibbs sampling, one ends up getting a joint distribution by only sampling 
the conditionals.  The BUGS software is highly recommended for Gibbs sampling.  This 
software is worthy of further examination for us.  It is public domain software that has 
been around for several years and is probably the most commonly used for Gibbs 
sampling.  There is more detail about BUGS in the software section below. 

Software
At this point, we have evaluated three software packages for Bayesian analysis:  
FirstBayes, BUGS, and Yadas.  FirstBayes is a program written by Anthony O’Hagan for 
teaching and for people wanting to work through some examples and learn Bayesian 
statistics.  It is fairly easy to use, and quite useful for showing how a prior distribution or 
likelihood function will affect the posterior distribution in various situations.  The 
allowable distributions are conjugate priors, as outlined above.  FirstBayes runs on 
Windows and requires some system configuration to start.  It is not a long-term solution 
for us, but it may be useful to provide some ideas for test problems or prototype examples 
this year.  It does have a GUI.  One of the nice features is that it overlays the prior, 
posterior, and likelihood function on top of each other in a graph so that one can compare 
them.  

BUGS is based on Gibbs sampling.  BUGS is the MCMC software with the longest 
history.  It was developed by MRC Biostatistics group and Imperial College School of 
Medicine, St. Mary’s, London.  There is a UNIX version that is publicly available, and 
we downloaded it.  The Windows version would require some type of license.  BUGS has 
very good documentation and detailed examples.  It allows a fair amount of flexibility in 
the problem setup, but the user cannot alter the parameters of the MCMC chain itself. 
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YADAS stands for Yet Another Data Analysis System.  YADAS was developed by Todd 
Graves in the Statistical Sciences Division at LANL.  It is open source software, written 
in Java.  YADAS has similar capabilities to BUGS.  It is more flexible than BUGS, but 
somewhat harder to use in that the user has to write Java classes to run a problem vs. use 
the BUGS command interface. 
 
To demonstrate the software on a real problem, we tested FirstBayes, BUGS, and 
YADAS on the Rosenbrock function, given by:.  .    2

1
22

1221 )1()(100),( xxxxxf 
A contour plot of this function is shown in Figure 5, for variable bounds .2,2 21  xx

Figure 5.  Rosenbrock’s Function

The unique solution to the optimization problem:  min f(x1,x2) over this domain is given 
by the point (x1,x2) = (1,1) where the function value is zero.  

A test function such as the Rosenbrock function is nice to use for a Bayesian analysis 
because we have the following:  

1. A set of samples of the function over the input space
2. The “true” function
3. An approximation of the function (given by the surrogate)

We used the surrogate-based optimization capability within DAKOTA to generate 110 
sample values.  
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Example 1:  Binomial Model
The first example we show is one where we are interested in the probability of failure 
over the input space.  Arbitrarily, we defined the probability of failure as the probability 
that the response is greater than 1000.  For the 110 LHS samples performed during the 
surrogate run, 13 samples had objective function values > 1000.  This corresponds to a 
probability of failure estimate for the sample of 0.118. 

To show how we might use Bayesian analysis to obtain a posterior distribution on p, the 
probability of failure, say we use a binomial distribution to model failures.  That is, the 
probability that one will have k failures in n trials is given by: 
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We are interested in obtaining the probability distribution of p, given the data.  That is, 
we want Pr(p|k,n).  To do this, we first need to specify a prior distribution for p.  The 
conjugate prior distribution for p is a beta distribution:  , so 11 )1()Pr(    ppp
p~Beta(,).  The posterior distribution for p given k failures out of n trials is: 

, so the posterior distribution is a Beta(+k,+n-k).11 )1()|Pr(    knk ppkp

Note that the mean of the posterior distribution, which can be interpreted as the posterior 
probability estimate of failure for a future sample from the population, is: 

.  This value lies between the sample value k/n and the prior mean, 
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/(+).  

In this example, we arbitrarily created a prior beta distribution for p, assuming that my 
prior knowledge was that the mean probability of failure was 0.10.  The beta distribution 
we chose was Beta(10,90).  We used the FirstBayes software to generate the posterior 
distribution.  The prior information is shown in Figure 6.  
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Figure 6.  Beta Prior for Binomial Failure Example
The plot showing the prior, the posterior, and the likelihood function is shown in Figure 
7: 

Figure 7.  Bayesian Updating of the Beta Distribution for p, the Failure Probability
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This shows that the posterior distribution is between the prior and the likelihood function.  
In fact, the posterior distribution shown in Figure 8 is a Beta(23,187) which is the 
formula Beta(+k,+n-k) since we had 13 failures and 97 successes in the original 110 
points.  

Figure 8.  Posterior Distribution Summary 

The posterior distribution would be different if we assumed a different prior.  For 
example, with a prior given by a Beta distribution(1,9), the mean is still 0.1 but the 
variance is much higher, and the posterior distribution is now much closer to the 
likelihood (less “weight” is given to the prior).  This is shown in Figure 9.   
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Figure 9.  Binomial Failure Example with Be(1,9) prior distribution on p

In BUGS, the input file looks like: 

model bino;
const
   N = 110;  # number of observations
var 

K[N],Y[N],p;
data K,Y in "vol1/bino/bino.dat";
inits in "vol1/bino/bino.in";
{
    p ~ dbeta(10,90);
    for (i in 1:N) {
          K[i] ~ dbin(p ,Y[i]);
    }
}  

The data in read by this file is in the form K[i],Y[i], where K[i] = number of failures and 
Y[i] = number of trials thus far.  K[i] is distributed as a binomial distribution with failure 
parameter p on number of trialsY[i], and the parameter p is distributed as a beta 
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distribution with parameters (10,90) as in the FirstBayes example shown above.  The data 
file for the BUGS example looks like: 

0       1
0       2
0       3
0       4
1       5
1       6
1       7
1       8
1       9
1       10
1       11
1       12
2       13
2       14
3       15
4       16
4       17
4       18
etc.

The output results from running this BUGS example are shown below.  There are two 
outputs:  summary statistics relating to the run (statistics on the output distribution of p), 
and a file with the results of sampling p according to the Gibbs MCMC procedure.  The 
summary output is as follows.  First, we ran 500 samples to account for initialization 
effects.  Then, we ran 1000 samples.  This generated a p with a mean value of 0.1219 and 
standard deviation of 4.174E-3.  We then ran another 10000 samples to see if the samples 
generated by this Markov chain would change.  They did not change significantly:
 

Bugs>update(1000)
      time for    1000   updates was  00:00:00
Bugs>stats(p)
                  mean        sd       2.5% :  97.5%  CI    median      sample
                1.219E-1   4.174E-3   1.136E-1   1.298E-1   1.220E-1     1000
Bugs>update(10000)
      time for    10000  updates was  00:00:00
Bugs>stats(p)
                  mean        sd       2.5% :  97.5%  CI    median      sample
                1.220E-1   4.162E-3   1.140E-1   1.303E-1   1.220E-1     11000  

The sample output is simply a list of values for p, starting at sample 501 because that is 
when we started recording data from the chain: 

501         1.21288E-1
502         1.24131E-1
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503         1.24431E-1
504         1.26233E-1
505         1.27563E-1
506         1.14140E-1
507         1.19549E-1
508         1.24497E-1
509         1.20018E-1
510         1.19420E-1
511         1.26276E-1
512         1.18542E-1
513         1.27141E-1
514         1.20705E-1
etc.

 
The binomial example in YADAS is similar, though more complicated to specify.  There 
is an input java class file.  We will not copy the entire file, but shown below is the heart 
of the update procedure using the YADAS java classes: 

MCMCParameter[] paramarray = new MCMCParameter[]
        {
            x = new MCMCParameter ( d.r("x"), d.r(1.0), direc + "x"),
            y = new LogitMCMCParameter ( d.r("y"), d.r("ymss"), direc + "y"),
        };

MCMCBond betabond, binomialbond;

        ArrayList bondlist = new ArrayList ();

        // y ~ Beta(a,b) and x ~ Binomial (n, y).
        bondlist.add ( betabond = new BasicMCMCBond
            ( new MCMCParameter[] { y },
              new ArgumentMaker[] {
                  new IdentityArgument (0),
                  new ConstantArgument (d.r("alpha")),
                  new ConstantArgument (d.r("beta")) },
              new Beta () ));

        bondlist.add ( binomialbond = new BasicMCMCBond
            ( new MCMCParameter[] { x, y },
              new ArgumentMaker[] {
                  new IdentityArgument (0),
                  new ConstantArgument (d.r("n")),
                  new IdentityArgument (1) },
              new Binomial () ));
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There are several ways to specify the inputs for this example in YADAS.  We consulted 
Dr. Todd Graves, the author of YADAS at Los Alamos, about this.  He suggested that my 
original formulation, which is the most concise, is best: 

1
x|y|ymss|alpha|beta|n|ni
r|r|r|r|r|r|i
13|0.1|0.5|10|90|110|111  

In this input file, the first line represents the number of data samples.  Here, we have 
taken the 110 data points and assumed that we essentially have one piece of information 
from it:  that there were 13 failures in 110 samples.  The second line represents all of the 
variables in this problem:  x(number of failures), y(probability of failure), ymss(standard 
deviation of the Gaussian distribution used to generate proposals using a random walk 
Markov chain Monte Carlo method), alpha and beta (parameters of the beta distribution 
governing the failure probability), and n and ni, the number of trials and the number of 
trials+1.  The third line specifies the variable types:  x is a real (r), y is a real, ni is an 
integer, etc.  The fourth line provides the actual data for these variables:  x = 13, y =0.1 
(initial estimate), ymss = 0.5, alpha = 10, beta = 90, n = 110.  

YADAS does not produce output statistics on the sampling distribution generated, but it 
does output the number of samples accepted from the proposal distribution in the Markov 
chain generation.  Since we want to keep the acceptance probability around 50% for a 
one-dimensional problem, we had to play with ymss quite a bit to get this to work out 
correctly.   Also, we had to change y from a regular MCMC parameter to a Logit MCMC 
parameter (defined between 0 and 1) to get the sampling to work better.  The advantage 
of YADAS is that you can do this (in BUGS you have no control over parameters 
governing the performance of the MCMC) but the disadvantage is that the formulations 
are more complex and require greater understanding to use. 

As an example output, the acceptance statistics when we ran a 1000 sample Markov 
chain in YADAS were: 

java BBEx 1000
0
Update 0: 0:474
       

This means that 474 out of the 1000 samples were accepted.  The output samples from 
YADAS look like: 

0.1
0.1
0.1
0.1
0.1
0.1
0.09
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0.084
0.091
0.091
0.091
0.093
0.093
0.093
0.093
0.13
0.13
etc.

As a final analysis of this failure probability estimation problem, we compared the 
sample distribution of p generated by the BUGS software (which is based on Gibbs 
MCMC) and that generated by YADAS.  To make a fair comparison, we looked at 10000 
samples from each, generated after a 500-sample initialization phase.  The results are 
shown in Figure 10.  Note that in Figure 10, only 2000 of the 10000 samples are plotted 
to make the graph readable, but the pattern holds over the full 10000 samples. 

The posterior distribution of p generated by YADAS clearly has a much larger variance 
than the posterior distribution generated by BUGS:  4.5E-4 vs 1.7E-5.  Also, the means 
are quite different:  0.109 vs. 0.122.   At this point, my suspicion is that the reason the 
variance is larger may be due to the fact that we aggregated the data in YADAS into 
“one” piece of failure information:  13 failures in 110 trials.  We tried to get YADAS to 
parse the input in blocks of 10 trials (so there are 11 overall data points, each one the 
number of failures in 10 samples), but it treated each block of 10 samples as an individual 
process and created 11 Markov Chains.   We did run YADAS with a larger step size (in 
which case the acceptance probability dropped to 28%) and a smaller step size (in which 
case the acceptance probability rose to 90%) but in both cases, the variance was nearly 
the same as the case in Figure 10, and the posterior data had significantly more spread 
than the BUGS output.  
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Markov Chain for posterior distribution of p 
(Probability of Failure in Binomial Model)
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Figure 10.  Comparison of YADAS and BUGS output

Gaussian Processes
For those unfamiliar with Gaussian processes (GP), this section provides a very brief 
introduction.  Gaussian Process models are used in response surface modeling, especially 
response surfaces which “emulate” complex computer codes.  Gaussian processes have also 
been used in conjunction with Bayesian analysis for regression problems and for calibration. 
Gaussian processes have also been widely used for estimation and prediction in geostatistics 
and similar spatial statistics applications [Cressie].

Much of this material has been drawn from the work of three experts:  Radford Neal and 
Carl Rasmussen at the University of Toronto, and Chris Williams at Edinburgh 
University. Carl has a Gaussian processes web site: 
http://www.cs.toronto.edu/~carl/gp.html.  He did a dissertation on GP in ‘96 that has 
some discussion of GPs as surrogates or emulators.  Chris Williams’ website is 
http://www.dai.ed.ac.uk/homes/ckiw/online_pubs.html.  Radford Neal has developed 
some software that we have looked at for demonstration.  Neal’s software has the 
capability to model GP and do Bayesian updating, but it requires significant user 
knowledge of/development of the code. The software is at:  
http://www.cs.toronto.edu/~radford/fbm.software.html. Neal also has a good overview 
paper, Technical report 9702 ``Monte Carlo implementation of Gaussian process models 
for Bayesian regression and classification'', which is found on his home page:  
http://www.cs.toronto.edu/~radford/papers-online.html.

A Gaussian process is defined as follows [Williams]:  A stochastic process is a collection 
of random variables {Y(x) | xX} indexed by a set X (in most cases, X is d, where d is 
the number of inputs).   The stochastic process is defined by giving the joint probability 

http://www.cs.toronto.edu/~carl/gp.html
http://www.dai.ed.ac.uk/homes/ckiw/online_pubs.html
http://www.cs.toronto.edu/~radford/fbm.software.html
http://www.cs.toronto.edu/~radford/papers-online.html


                                                                                        33

distribution for every finite subset of variables Y(x1), ..Y(xk).  A Gaussian process is a 
stochastic process for which any finite set of Y-variables has a joint multivariate 
Gaussian distribution.  A GP is fully specified by its mean function (x) = E[Y(x)] and its 
covariance function C(x, x′).  The basic steps in defining/using a GP are: 

1. Define the mean function.   The mean function can be any type of function.  Often 
the mean is taken to be zero, but this is not necessary.  A common representation, 
for example in a regression model, is that y(x) = j wjj(x) = wT(x), where {j} 
is a set of fixed basis functions and w is a vector of weights.  Combining Gaussian 
process and a Bayesian approach, one places a prior probability distribution over 
possible functions and lets the observed data transform the prior into a posterior. 

2. Define the covariance.  There are many different types of covariance functions 
that can be used.  At this stage, we shall focus on stationary covariance functions 
where C(x, x′) is a function of x-x′ and is invariant to shifts of the origin in the 
input space.  A commonly-used covariance function (KOH) is: 
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This covariance function involves the product of d squared-exponential 
covariance functions with different lengthscales on each dimension.  The form of 
this covariance function captures the idea that nearby inputs have highly 
correlated outputs.  

3. Perform the “prediction” calculations.  Given a set of  n input data points {x1, x2, 
.. xn} and a set of associated observed responses or “targets” {z1, z2, .. zn}, we use 
the GP to predict the target zn+1 at a new set of inputs xn+1.   The target is usually 
represented as the sum of the “true” response, y, plus an error term:  zi = yi + i, 
where i is a zero mean Gaussian random variable with constant variance 2

.   
We assume that the prior distribution on the yi’s is given by a GP defined as Y ~ 
N(0,K), where K is the n×n covariance matrix with entries Kij = C(xi, xj).  Then 
the prior distribution on the targets zi is N(0,K+2

In).  The distribution of the 
predicted term zn+1 is conditional on the data {z1, z2, .. zn}.  It is Gaussian with the 
following mean and variance: 

                   E[zn+1 | z1, z2, .. zn ]  = kTC-1z
Var[zn+1 | z1,…, zn] =  C(xn+1, xn+1) - kTC-1k 

where k is the vector of covariance between the n known targets and the new n+1 
data point: k =  (C(x1, xn+1), ….. C(xn, xn+1) T,  C is the n * n covariance matrix of 
the original data, and z is the n*1 vector of target values.  

The equations for the mean and variance of the predictive distribution for zn+1 
both require the inversion of C, an n×n matrix.  In general, this is a O(n3) 
operation.  Neal (1997) and Williams (2002) claim that this is feasible on modern 
computers when n is the order of a few hundred, but that it becomes 
computationally expensive when n is larger than 1000.  

4. Use Monte Carlo Markov Chain (MCMC) sampling to generate posterior 
distributions on the hyperparameters which govern the covariance function (and 
the mean function).   A common approach in GP is to assume all GPs are zero 
mean, so the Bayesian updating only involves hyperparameters governing the 
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covariance function.  Since these may be quite complex, one usually still needs a 
MCMC sampling method to generate the posterior.  For example, Neal assumes 
the 2 terms in the covariance function are distributed as gamma distributions 
(which themselves are governed by three parameters), so one needs to 
calculate/update these three parameters for every 2 term.  

We examined two existing, public domain codes which have capabilities for Gaussian 
process models, predictions from GPs, and MCMC to generate the posteriors on the 
hyperparameters. 

The first code is Radford Neal’s FBM, Flexible Bayesian Modeling.  This code is written 
in C and command line driven.  It has a lot of capabilities:  Bayesian regression and 
classification models based on neural nets or Gaussian processes, Monte Carlo Markov 
Chain sampling, and clustering methods using mixture models.   The documentation is 
reasonable but somewhat cryptic.  Specifically, the formulation of the hyperparameters 
and the specification of the MCMC are not intuitive at all.  It is very difficult to 
understand what is driving the output results. 

The second code is called Netlab, which is a collection of Matlab M-files.  This code also 
has a lot of capabilities, more focused on pattern recognition/classification:  it has 
functions for Principal Component Analysis, K-means clustering, self-organizing maps, 
multi-layer perception networks, radial basis function networks, some optimization 
algorithms, MCMC methods, and GPs.

Rosenbrock Example of Gaussian Processes

We ran the FBM and Netlab codes with the Rosenbrock function to see how difficult it 
was to formulate a GP in these codes, what the outputs look like, etc.   From my earlier 
work looking at Bayesian applications on the Rosenbrock function, we have a data set of 
110 output values based on sample values over the input space .  2,2 21  xx

Our data set, then, looked initially like this: 

             X1       X2    Rosenbrock fn. value
-0.9275 -0.8922 310.8349
1.6726 -0.3028 961.7705
0.1565 0.9491 86.2010
-1.3489 1.6003 10.3279
-1.8911 -1.4831 2567.8868
-0.2727 -0.4198 26.0397
-0.7271 0.7687 8.7475
0.5548 0.3538 0.4098
1.2691 1.2266 14.8165
1.1261 -1.6565 855.2737

0 0 1.00000
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      …..

However, we found that when trying to formulate a Gaussian process with the “target” 
data equal to the third column in the dataset above, the inverse of the covariance matrix 
was extremely ill-conditioned and could not be calculated.  So, we tried some 
transformations.  Subtracting the mean from the output data values to create a zero-mean 
data set was not sufficient:  we needed to divide by the standard deviation to create 
(loosely speaking) a normal (0,1) distribution.  Our final data set thus looked like: 

            X1         X2    Normalized Rosenbrock fn. value
-0.9275 -0.8922 -0.17507
1.6726 -0.3028 0.983807
0.1565 0.9491 -0.57499

-1.3489 1.6003 -0.71007
-1.8911 -1.4831 3.84321
-0.2727 -0.4198 -0.68209
-0.7271 0.7687 -0.71288
0.5548 0.3538 -0.72772
1.2691 1.2266 -0.70208
1.1261 -1.6565 0.794208

0 0 -0.72667
 
Note that we have not seen any restriction in theory on the form of the output in the GP 
literature (and normalizing the output should not change the raw correlations between 
points).  However, performing this transformation did allow for the covariance matrix 
inversion.  Note that with the full dataset of 110 points, the covariance matrix with this 
transformed output data is very ill-conditioned:  the ratio of the largest to smallest 
eigenvalue is 1016.  This brings into question the “goodness” of the predictions. 

We found that the covariance matrix inversion performed much better on smaller data 
sets, with only 10 or 20 input points.   Tony Giunta confirmed that he has seen this 
phenomenon in kriging as well.  Intuitively, it seems wrong:  more data should always be 
better in terms of creating a response model or performing prediction.  But if points are 
close together in the input space, the resulting covariance matrix can have rows that are 
nearly dependent, and the inversion falls apart.  Neal explains the problem as:  “Roughly 
speaking, the covariances between neighboring training cases are so high that knowing 
all but one function value is enough to determine the remaining function value to a 
precision comparable to the level of round-off error.”  

There are a couple of ways to rectify this problem.  One way is to perform a singular 
value decomposition on the covariance matrix and remove eigenvalues less than a certain 
threshold.  Andrew Booker of Boeing has proposed an alternative approach to the 
problem of ill-conditioning.  He takes a small set of data points and uses it to estimate a 
“primary” Gaussian process.  He then fixes the parameters of this first GP, and calculates 
a second GP for a “finer” correlation structure on the remainder of the data points.  
Booker uses a Gaussian correlation function for the primary GP, but he uses a cubic 
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spline correlation function for the second GP.  Booker claims that the resulting response 
model given by the sum of these two GPs is much “better” than a standard GP, at least in 
the context of optimization:  the two GP approach resulted in many fewer function 
evaluations in a surrogate-based optimization comparison. 

At this point, all we have done is experiment with the Gaussian process and its output.  
Below are two graphs showing the Gaussian process output vs. one input, X1, for the 
Rosenbrock function.  Figure 11 is based on 11 input points, while Figure 12 is based on 
110 points.  These plots were generated using the Netlab software.  A few comments:  the 
prediction intervals (based on the covariance matrix) are able to be calculated in the case 
of 11 input points, but not in the case of 110 input points because the computed inverse of 
the covariance matrix has negative values.  

In terms of the errors, one can calculate the prediction error at a particular point using the 
difference in the actual value and the GP estimate given by E[tn+1 | t1, t2, .. tn ]  = kTC-1t.  
The FBM software is set up so that you specify which of the full data set you want for 
“training” and which you want for testing.  For example, using the first 60 as training and 
the remaining 50 as test data, we get an output of predictions at the 50 test points:   

Case   Means Error^2
   1        -0.67  0.0008
   2    0.19  0.0038
   3   -0.63  0.0001
   4   -0.41  0.0000
   5   -0.40  0.0001
   6     0.47  0.0023
   7   -0.48  0.0001
   8   -0.42  0.0003
   9      1.04  0.0036
  10   -0.17  0.0006
  11   -0.71  0.0003
  12   -0.55  0.0011
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Figure 11.  Gaussian Process for Rosenbrock Function based on 11 input points
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Figure 12.  Gaussian Process for Rosenbrock Function based on 110 input points
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Both software packages require a bit of manipulation to obtain the actual parameters 
governing the GP.  In Netlab, the output looks like: 

   net = 

          type: 'gp'
           nin: 2
          nout: 1
          bias: -1.5269
     min_noise: 1.4901e-08
         noise: -5.7542
     inweights: [-0.1884 -2.8436]
      covar_fn: 'sqexp'
          fpar: 2.0028
          nwts: 5
         tr_in: [11x2 double]
    tr_targets: [11x1 double]

The fields in governing a Gaussian Process NET are:
  type = 'gp'
  nin = number of inputs
  nout = number of outputs: always 1
  nwts = total number of weights and covariance function 

parameters
  bias = logarithm of constant offset in covariance function
  noise = logarithm of output noise variance
  inweights = logarithm of inverse length scale for each input 
  covarfn = string describing the covariance function:
      'sqexp'
      'ratquad'
 fpar = covariance function specific parameters (1 for squared 

exponential, 2 for rational quadratic)
  trin = training input data (initially empty)
  trtargets = training target data (initially empty)

Note that for this example, there are five parameters (nwts):  the bias, the noise, the 
inverse length scale for X1 and X2 in the covariance parameter, and a covariance 
parameter fpar that gets updated.  The updating of the posterior distributions in Netlab is 
not done with a Bayesian approach, rather it is done with a conjugate gradient method 
which maximizes the likelihood of the data given the hyperparameters.  

The basic steps to generating a Gaussian process, updating the parameters, then using it 
for prediction in Netlab are:  define the GP by defining a “NET” with parameters listed 
above, initialize the priors, optimize the net (get posterior estimates of the parameters), 
calculated the covariance/inverse covariance matrix, defined the set of Xtest values for 
which you want predictions, do a “forward” propagation given the GP structure and 
hyperparameters to calculate an estimated Ytest vector for the Xtest inputs (along with 
prediction intervals), graph the original data and the predictions. 

One feature that is very nice in Netlab is that one can see the matrix manipulations and 
covariance calculations at each stage.  Hybrid MCMC can be used for a Bayesian 
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updating of the parameters vs. a max likelihood optimization, though we haven’t done 
that yet.  

The FBM, Flexible Bayes Modeling software, has many of the same capabilities as 
Netlab.  The output defining the GP is much more cryptic:  

GAUSSIAN PROCESS IN FILE "lin2.gp" WITH INDEX 100

HYPERPARAMETERS

Constant part:

     10.000

Exponential parts:

      8.826
      0.314 :      0.314      0.314

Noise levels:

      0.015 :      0.015

In this output, the constant part of the covariance is listed followed by the exponential 
part and the noise levels.  All of the parameters (with the exception of the constant term) 
are given with gamma functions as priors, according to Neal’s explanation:  “if  is a 
hyperparameter, then  = -2 can be given a gamma prior with density:  

.”  However, this gamma density has two )2/(12/
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hyperparameters associated with it ( is a positive shape parameter and  is the mean of 
).  It is not clear what the software is reporting, for example, when it reports 8.826 as the 
parameter governing the covariance distribution (is it , ,, , or )?  Also, the three 
parameters below 8.826 (three values all equal to 0.314) are “relevance parameters.”  
Originally we had thought these were lengthscale parameters, but Neal specifies that they 
“control the amount by which the input has to change to produce a change in the non-
linear component of the function that is comparable to the overall scale over which this 
component varies.”  

Neal strongly advocates the use of hybrid MCMC methods to generate the posterior 
distribution.  Neal claims that a standard MCMC approach will lead to inefficient random 
walks over the posterior distribution space.  The hybrid approach suppresses part of the 
“random walk” aspect of MCMC by introducing “momentum” variables that are 
associated with “position variables” that are the focus of interest (for example, the 
hyperparameters governing the covariance function).  The momentum variables cause the 
particle to continue in a consistent direction until such time as a region of high energy 
(low probability) is encountered.  At that point, the position “leapfrogs” to another state.  
This sounds somewhat like simulated annealing within a Markov chain.  One problem 
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with this is that it introduces yet another set of parameters the user must specify – 
momentum parameters, stepsizes, windowsizes, etc. 

Overall, one can specify a GP model, perform the updating, and make predictions with a 
few command lines of input.  However, the input specification is very cryptic, and it is 
difficult to tell what algorithms or approach is being used without stepping through the 
code line by line.  FBM does produce output in the form of predicted values for our test 
cases.  Also, the FBM software has a variety of functions which let the user see the 
covariance matrix, the eigenvalues of the covariance matrix, etc.  

Prototype SNL Gaussian Process code
To overcome some of the problems with FBM and Netlab, we decided to implement our 
own version of a Gaussian process model so that we could fully control the form of the 
basis and the covariance functions, the parameters governing those functions, and the 
methods to obtain the parameter estimates (Bayesian vs. maximum likelihood, etc.)

The SNL code allows the user to follow the basic steps in generating a Gaussian process: 
define the GP, initialize the priors, determine posterior estimates of the parameters, 
calculate the covariance/inverse covariance matrix, define the set of X values for which 
you want predictions, do a “forward” propagation given the GP structure and 
hyperparameters to calculate an estimated Y vector for the X inputs along with prediction 
intervals.  The SNL code is discussed in more detail in the example section below. 

Thermal Validation Challenge Problem

This section discusses an approach to calibration under uncertainty using data provided as 
part of the Thermal Validation Challenge problem developed by Dowding and Hills 
[Dowding and Hills, 2005].  The purpose of this problem is to test some of the validation 
approaches in a formal way.  The problem was designed to “incorporate features that 
represent the practical realities that are often imposed on modelers and experimentalists 
in the development and execution of validation experiements”, including experimental 
error, unit-to-unit variability, and model approximation/model form uncertainty.  

The problem is one of heat conduction through a cylinder.  There is an analytic solution 
to this, given by a PDE.   Experiments were run at four experimental configurations 
(involving fixed values of applied heat flux and cylinder length), and one final 
experiment was run as the “test” for an extrapolated model. 

We started by looking at the first experiment.  For this experiment, Dowding and Hills 
provided experimental data:  measured temperature histories from time = 0 to time = 
2000 seconds.   Because the PDE model was inexpensive to run, we were able to generate 
code predictions exactly at the experimental times, so there was not an issue “matching” 
the experimental data configuration to the code configuration, although often there is. 
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The graph of delta, the difference between the experimental data and model prediction is 
shown in Figure 13 for Configuration 1, Experiment 1.  As you can see, there is a 
difference between the model predictions and the experimental data.  This error grows as 
a function of temperature.  

Figure 13.  Delta for Configuration 1, Experiment 1

Figure 13 tells us that model discrepancy term is not a zero mean process.   We did 
initially try to model it as a zero mean Gaussian process, to see if the correlation structure 
could account for the trend, but it did not.  The discrepancy vs. temperature plot in Figure 
14 (note temperature is scaled to 0-2 from 0-2000 in Figure 14) shows that the GP 
prediction of the discrepancy term reverts back to the zero mean, constant variance 
process by 5000 seconds.  The Gaussian process mean is given by the center blue line, 
and the +/- 2 standard deviation confidence interval is given by the upper and lower blue 
dotted lines.  If we took this approach, we would not be capturing the trend of the data 
(which would indicate the mean of the GP on delta should be around 20 degrees by 4000 
seconds, indicating that the mean model prediction would be lower than experimental 
data by 20 degrees at that time. 
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Figure 14.  Gaussian process (with a zero mean prior) on delta

Our approach to modeling a discrepancy term with a Gaussian 
Process
We start with an approach similar to KOH, but with some differences.  We are going to 
assume that the experimental data is equal to some “true” process plus some error, but we 
assume the true process is equal to code calculation plus a discrepancy term.  Therefore, 
we only have one GP in our approach and do not use a GP as a code emulator: 
                  Experimental data = zi = (xi) + ei = Code Output + (xi) + ei               

Based on the type of discrepancy we see in Figure 13, which has a clear linear trend, we 
need to use a Gaussian process with a non-zero mean.  Our approach is straightforward: 

1. Calculate the model discrepancy as (experimental data – code prediction) for a set 
of points which “match” in terms of experimental configuration and computer 
code configuration.  Thus, (xi) = zi - Code Output.

2. Examine the model discrepancy term.  Fit a polynomial regression model to the 
data.  This is a regression where the dependent variable is the model discrepancy 
and the independent variables are the independent variables xi.  Thus, the mean of 
the GP is now the regression function:  (xi) is distributed normally with a mean = 
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h(x)T, where  are the coefficients of the regression terms h(x).  In this example, 
x is one dimensional, corresponding to time, and so h(x)T = [1 x] and  = [o, 1].

3. Calculate the mean and variance of the resulting model discrepancy term (xi)’, 
where (xi)’ = (xi)- h(x)T.  The mean of (xi)’ should be very close to zero.  
The estimated variance of (xi)’, 2, is what we will use as a prior estimate of the 
variance of the Gaussian process.  Thus, the total model discrepancy is: (xi) = 
(xi)’ +  h(x)T, where (xi)’ ~ N(0, K+2I).  The covariance matrix K has entries 
K(x,x’):  
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4.  Define the Gaussian process and estimate its parameters.  Note that once we have 
defined a GP and estimated the hyperparameters (either via a Bayesian, maximum 
likelihood, or other approach), it is possible to calculate the covariance matrix and 
its inverse, define the set of X values for which you want predictions, do a 
“forward” propagation given the GP structure and hyperparameters to calculate an 
estimated Y vector for the X inputs (along with prediction intervals based on the 
variance estimate at Y).  This is the way GP models are used for prediction. 

The GP (xi)’ is defined to have mean zero, variance 2, and covariance matrix 
given by K.  To determine the optimal values of the hyperparameters wu, we used 
the constrained minimization algorithm given by fmincon in Matlab to find the 
parameters which maximizes the log likelihood.  The log likelihood is the log of 
the likelihood of the data, given the hyperparameters and this Gaussian process 
model.  There is an analytic form of the log likelihood.  For n data points, with the 
data in vector z, and C as the covariance matrix = K+2I, the log likelihood is:  
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5.  Use the Gaussian process model for prediction. After the optimal values of the 
parameters wu are obtained, one can then use the GP model for prediction.  Given 
a set of  n input data points {x1, x2, .. xn} and a set of associated observed 
responses or “targets” {z1, z2, .. zn}, we use the GP to predict the target zn+1 at a 
new set of inputs xn+1.     We assume that the prior distribution on the targets zi is 
N(0,K+2In), where K is the n×n covariance matrix with entries Kij = K(xi, xj).  
The distribution of the predicted term zn+1 is conditional on the data {z1, z2, .. zn}.  
It is Gaussian with the following mean and variance: 

                   E[zn+1 | z1, z2, .. zn ]  = kTC-1z
Var[zn+1 | z1,…, zn] =  C(xn+1, xn+1) - kTC-1k              

where k is the vector of covariance between the n known targets and the new n+1 
data point: k =  (C(x1, xn+1), ….. C(xn, xn+1) T,  C is the n * n covariance matrix of 
the original data, and z is the n*1 vector of target values.  

Note that the equations for the mean and variance of the predictive distribution for 
zn+1 both require the inversion of C, an n×n matrix.  This becomes 
computationally expensive when n is larger than 1000.  
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The equations for the mean and variance can be re-run at different potential X 
values to obtain a graph of the GP.  Note that for each possible X you want to 
examine, you have to re-run the calculation of the covariance matrix and its 
inverse.

We implemented this in Matlab, vectorizing as many of the operations as we 
could.  Figure 15 shows an example of what results are calculated in the process:

Figure 15.  Mean delta vs. time (in 1000s seconds on X-axis), with GP prediction of delta

There is an additional aspect that we need to address in this CUU problem:  Determine 
how to extend this GP approach to model a general case.  For example, how would the 
approach predict the results from Configuration 5, when the GP parameters seemed to be 
very specific to the particular experiment and set of configuration conditions for that 
experiment?

The graph shown in Figure 15 is based on one experimental configuration and one code 
run result.  It did not sample from the uncertain parameters when running the thermal 
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model of heat conduction through a cylinder.   Subsequently, we took 20 Latin 
Hypercube samples from distributions associated with k, Cp, L, and q.  For each 
configuration, we generated the appropriate LHS samples according to Table 2:

Parameter/
Configuration

k (W/mK) Cp (W/mK) L(m) q (W/m2)

Configuration 1 Triangular
(l.b. = .0378,
Mode = 0.5,
u. b. = 0.662)

Uniform
(l.b. = .331E+6,
u. b. = .449E+6)

Normal
(= .0127,
 = 2.54E-4) 

Normal 
(= 1000,
 = 15)

Configuration 2 “ “ Normal
(= .0254,
 = 2.54E-4)

Normal 
(= 1000,
 = 15)

Configuration 3 “ “ Normal
(= .0127,
 = 2.54E-4)

Normal 
(= 2000,
 = 30)

Configuration 4 “ “ Normal
(= .0254,
 = 2.54E-4)

Normal 
(= 2000,
 = 30)

Configuration 5 “ “ Normal
(= .019,
 = 2.54E-4)

Normal 
(= 3000,
 = 45)

Table 2.  Parameters sampled for model runs

We then ran the heat conduction model with the sampled parameters, resulting in sets of 
output temperature profiles over time.  The model output was subtracted from the 
experimental data to obtain delta values:  (xi) = zi - Code Outputi. These samples of the 
delta temperature profiles are shown by the blue lines in the panels in Figure 16.   The red 
line in each graph shows the mean of the model discrepancy terms.  We were surprised 
that the there was so much variation in the deltas:  variations in the model inputs caused 
the model to overpredict or underpredict the experiment by as much as 300 degrees 
(especially Configuration 3).  The difference in the model errors out at 2000 seconds was 
large, in many cases 150 degrees or more.
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Figure 16.  Delta values as a function of model configuration and experiment

Configuration 5 prediction
After having obtained the mean model discrepancy terms for each configuration as shown 
in Figure 16, we averaged these mean error terms over all configurations.  This step is 
probably the most questionable, in that the assumption is that model discrepancy for 
configuration 5 is represented by an equal weighting of the model discrepancies from all 
of the previous configurations and experiments.  This “mean of means” model 
discrepancy term is shown in Figure 17 in red:  it is about 50 degrees at 2000 seconds, 
meaning that the model overpredicts by 50 degrees at 2000 seconds, based on the average 
of the previous configuration results.  Projecting this out to 3000 seconds, we have that 
the model discrepancy to be about 75 degrees.  

The mean model discrepancy in Figure 17 is EXTREMELY linear, so a linear regression 
was used to fit a basis function for the mean of the Gaussian process.  The remaining 
“noise” is zero mean, as seen by the solid green line in Figure 17.  The green circles show 
the Gaussian process predictions both at points between 0 and 2000 seconds, and from 
2000 to 3000 seconds.  The predictions follow the actual points exactly in most cases.  In 
some cases there are minor variations between the Gaussian process and the actual 
prediction, and then the variance of the GP is shown as a dotted green line.  The variance 
goes to a constant by 3000 seconds.   The mean of the GP and the regression function are 
added to obtain the mean delta prediction values, shown by the center dashed red lines.  
The dashed red lines around the center line are the 2 upper and lower bounds on the 
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prediction.  Note that the prediction interval on the mean delta value is fairly tight.  This 
is to be expected, as the regression fit is very good and the GP governing the residual 
error has a small variance. 

Figure 17.  Mean delta vs. time (in 1000s seconds on X-axis), with GP prediction of delta

We then ran the heat conduction model with the configuration 5 parameter values.  The 
results of this run are shown in Figure 18. 
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Figure 18.  Samples of the Model Discrepancy term for Configuration 5, 

with mean discrepancy shown in red

As you can see, the model tends to overpredict in Configuration 5, by up to 300 degrees 
at 2000 seconds.  The mean discrepancy term for Configuration 5 has a value of -152.7 at 
2000 seconds.  This is in contrast to Figure 17, where the mean discrepancy term at 2000 
seconds is -49.7.  Thus, if we use this approach to modeling discrepancy, we must look 
some other way of translating the results of model discrepancies from previous runs to 
the current run.  Mean discrepancy is not sufficient.  However, this does not imply that 
the Gaussian process approach is not useful.  We need to reconsider exactly what we are 
modeling with the GP.  Looking at the residuals left from fitting a linear regression to the 
deltas and fitting a GP to that may not be particularly useful, especially if the “structure” 
of the discrepancy term is mostly captured in the basis function (the regression), as it is in 
these cases.  Our next step is to make the delta term multi-variate, in this case a function 
of other parameters in the problem such as cylinder length, applied heat flux, etc.  We 
believe that a multi-variate delta term GP will have better predictive modeling capability.
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Conclusions

Overall, our conclusions to date from this work in progress are the following:  Gaussian 
process models are powerful emulators.   Implementing them requires some knowledge 
about the data set used and what data will have to be discarded to make the covariance 
matrix well-conditioned; or additional formulations are needed that are robust to poor 
covariance conditioning.   KOH’s formulation of “observation = model + discrepancy + 
error” is very important because it explicitly separates the model discrepancy term from 
the model itself.  The Gaussian process assumption of the model discrepancy needs 
further examination, but in general, GP models are extremely flexible at representing a 
wide variety of functional relationships.  The additional assumption that these GP models 
are governed by parameters that can be updated using Bayesian methods adds a great deal 
of computational complexity to the picture.  The formulation of the joint posterior is 
difficult.  Even if one does not try for analytic solutions but uses MCMC methods, there 
are many issues to resolve around numerical performance, such as convergence of the 
MCMC to the correct underlying posterior and determination of tuning parameters, etc.

At this point, we see some interesting paths for further investigation.  One is using 
KOH’s formulation but calculating the parameters by Maximum Likelihood Estimation 
(MLE) methods instead of Bayesian updating.  Dennis Cox has pursued this approach 
[Cox et al.] and it removes the difficulties associated with posterior generation (such as 
via MCMC). Another is to look at the model emulation term, and replace it with another 
type of surrogate, perhaps a lower fidelity or reduced order model.  This has the 
advantage of “simplifying” the estimation in that one is solely focused on calculating the 
parameters for the GP delta model, but it may introduce limitations in terms of the 
capability to predict. 

We wish to emphasize the difference between calibration and validation. Calibration of a 
computational model is adjusting a set of model parameters associated so that we 
maximize the model agreement with a set of experimental data (or, in certain cases, a set 
of numerical benchmarks). Validation of a computational model is quantifying our belief 
in the predictive capability of a computational model through comparison with a set of 
experimental data. Uncertainty in both the data and the model is critical and must be 
mathematically understood to do both calibration and validation correctly. 

CUU is therefore a progression of thought that leads to an overlap of the concepts of 
calibration and validation. For example, the formalism discussed above of incorporating 
model uncertainty in Bayesian calibration procedures through the model discrepancy 
term (x) is directly relevant to validation. In validation, we seek to quantify the 
discrepancy term by comparisons with experiments. From the validation perspective, it is 
natural to expect that (x) is a random process of some type [Trucano et al., 2001]. The 
Gaussian process characterization of the model discrepancy discussed above seems to us 
to be useful in this context as well as in the CUU task.  The task of validation should 
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provide information that helps define specific parameterizations of the model discrepancy 
and should facilitate the process of calibrating this term.

We believe that predictability of a computational model centers on a specification of 
intrinsic limitations of the model as well as on our ability to predict model accuracy for 
specific applications. Directly attacking the problem of characterization of the model 
discrepancy formalized above in (x) really strikes at the need to quantify model 
uncertainty in a foundational way that is to some extent independent of the calibration 
problem of attempting to reduce this uncertainty. A rigorous validation process should 
achieve the goal of characterizing (x). CUU provides the proper formalism, at least in 
principle, for using this characterization to improve model accuracy. Thus, we see CUU 
as an important formalism for linking calibration and validation for quantitative 
improvement of the predictive content of computational models. Our future work on 
CUU will elaborate this view more systematically.
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APPENDIX:  Annotated Bibliography

K. Campbell (2002), “A Brief Survey of Statistical Model 
Calibration Ideas.” 

Los Alamos Report, LA-UR-02-3157

Section 1. Context and Nomenclature
Concerned with computer models and their application to decision making. Computer 
models in this context are call simulators and produce simulations.
Simulator Features:

 Contain theoretical and observational information. Claimed that observational 
information in a simulator is substantial [but this is in the eye of the beholder, and 
clearly not true at all in some cases (such as certain agent-based models)]. 
Emphasized that the simulators of interest for this paper are physics based.

 Typically depend on large number of input parameters. 
 Parameters are often estimated for sub-models, independent of the simulator. 

[Example would be calibrating EOS models in a shock wave physics code 
without calibrating the code itself. This is not what the author is thinking of] 
It is assumed that the uncertainty in sub-model parameterization [my phrase] 
is understood and defensible.

 These sub-model calibrations and associated uncertainty distributions are 
called prior or uncalibrated. [Again, she is using this notion in a very 
specific sense – they have not undergone the calibration that she is 
discussing in this paper. 

 Typically output a large number of [potential] observables. She emphasizes that it is 
unlikely that there is observational data for everything that the simulator outputs, 
either in general or in specific simulations. Otherwise, what would be the need for 
the simulator? [This is too narrow a view of why we simulate; but it may be exactly 
relevant to her notion of calibration. My emphasis is how reliable all the outputs are. 
In computational physics, it is hard to argue that the outputs we care about are 
correct while the ones we don’t can be incorrect, because of couplings and so on. 
Her emphasis is really on understanding what outputs calibration should be centered 
on, which is certainly unlikely to be everything a simulator can output.]

Section 2. Non-Iterative Paradigm for Uncertainty Quantification

The following is the clean and philosophically clear paradigm for quantification of total 
uncertainty in simulations:
#1 – Prior uncertainty: assembling prior information (all scenarios, input values, constraints 
on outputs, etc). Uncertainty described by (prior) pdfs. It is emphasized that this information 
is model independent. This is blurred when the inputs include numerical specifications and 
constraints, like meshing, “but even in these cases the allowable ranges may sometimes be 
specified using expert judgment, etc. more or less independently of the simulator.” [Note the 
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potential difficulties in how clean this uncertainty paradigm might be in reality. Note that the 
problem of specifying pdfs is not discussed.]
#2 – Uncertainty propagation: Map the joint prior pdf to the joint output pdf. This will 
typically be computationally difficult. If the simulator itself is non-deterministic [Monte 
Carlo radiation transport, for example] then the resulting output pdf will have variability due 
to this. [Epistemic uncertainty in the prior is not discussed, but this is dealt with readily in 
the performance assessment paradigm of Helton and colleagues for NRC, WIPP, and Yucca 
Mountain assessments. References TBD.]
#3 – Uncertainty quantification: Quantify the joint output distribution, typically for some 
purpose. For example, in the case of validation, we are interested in

 (1)   computed test nature testy x y x
We are interested in accuracy (bias) and precision (variance) of this comparison.
#4 – Prediction: Extrapolate to characterize the distribution of equation (1) at one or more 
new points . [Note this prediction can be accomplished using formal statistical predictionx
procedures (time series extrapolation, for example); the question is how much do we believe 
the prediction.]

A diagram of this process looks like:

Figure 1. Uncertainty propagation and prediction.

• Quantification
• Uncertainty

INPUT

• Quantification
• Uncertainty

OUTPUT

Simulator

Implicit via numerical 
parameters

ycomputed – ynature

ycomputed – ynature

validation

prediction

“confidence”
Sensitivity analysis and validation 
provide confidence in the prediction. 
Can this be quantified? What is good 
enough?
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M. C. Kennedy and A. O’Hagan “Bayesian Calibration of 
Computer Models.”

Journal of the Royal Statistical Society B, 2001.  Volume 63, pp. 425-464.

 KOH outline the main types of uncertainty they wish to differentiate/identify:
 Parameter uncertainty
 Model Inadequacy
 Residual Variability
 Parametric Variability
 Observational Error
 Code Uncertainty

In practice, it will be difficult to isolate or separate parameter uncertainty (unknown 
inputs to a model) and parametric variability (when inputs require more detail than we are 
able to use, and so are left uncontrolled and unspecified in the model).  Also, we foresee 
problems isolating residual variability (the variation in the process even when the 
conditions are fully specified – the stochastic nature of the process) and observation error.  
Finally, it may be difficult to isolate some of the aspects of model inadequacy  (the 
difference between the “true” mean value of the real world process and the code output at 
the true value of the inputs) and code uncertainty (including cases where the program is 
wrong).  
We need to understand the subtleties/differences in the approaches of Craig et al., Cox, 
Raftery and Poole, and Kennedy and O’Hagan. 

The basic outline of the KOH approach is as follows: 

Let f(x) be a function mapping an input xX into an output y=f(x) in .  Usually we 
consider the input space a subset of q:  the vector x = (x1, x2, ….xq).  y is a scalar, y .
A function f(x) has a Gaussian process distribution if for every n = 1, 2, 3, the joint 
distribution of f(x1)… f(xn) is multivariate normal for all x1… xn X.  In particular, f(x) 
is normally distributed for all xX.  

LPS note:  Why is it reasonable to think that a simulator output should be normally 
distributed?  If we have an output that is clearly not normally distributed, we could take 
the mean of the simulator output as normally distributed according to the Central Limit 
Theorem.  However, we need to think about how that affects the mean and covariance of 
the GP distribution.  My concern is that if we are dividing the unnormalized mean and 
covariance by n or n2 respectively to obtain a normal distribution, the prior (and 
posterior) distributions could be much narrower than are justified.   Also, we need to 
understand the comment that a Gaussian process is nonparametric.  

A standard representation of a GP is:  f(x)~N(m(x), c(x, x’)), where c(x, x’) = cov (f (x), 
f(x’)).  In the geostatistics method of kriging, the estimation of the covariance function 
(also called the semivariogram) is very important.   KOH suggest a standard form for the 
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covariance matrix:  c(x, x’) = 2 r(x - x’), where r is a correlation function having the 
property r(0) = 1.  This expression states that the covariance depends on a variance term 
2 and a correlation term r that depends on the difference x - x’.  The underlying 
assumption is that f(x) and  f(x’) are similar if x and x’ are sufficiently close in X.  For 
nonlinear codes, this may not be true.  Also, we need to understand what smoothness 
properties are required of f to have a covariance function like the one outlined in KOH. 

KOH specify .  This formulation requires that we specify })'(exp{ 2
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a prior on the variance term 2 and on the parameters j.  
The mean of the GP in the KOH formulation is given by m(x) = h(x)T, where h is a 
vector of p known functions over X, h(x) = (h1(x), h2(x)… hp(x)) T and  = (1…p)T is a 
vector of p unknown coefficients which are given a prior distribution.  KOH state that the 
multivariate normal is often used as a prior for , but then they state that “in practice 
information about hyperparameters such as  will typically be weak,” so they suggest 
using an improper uniform density p()1.  The h(x) vector describes a class of shapes 
and the belief that f may be approximated by a function.  For example h(x) = (1, x, …x p-

1) T defines m(x) to be a polynomial of degree p-1 when x is a scalar. 

The important point to remember here is that we are trying to obtain a posterior estimate 
of the mean and covariance term of the GP: f(x)~N(m(x), c(x, x’)).  These terms are 
scalar quantities (for example, the dot product of h(x)T reduces to a single number).  
However, there are many assumptions and estimates of model form (of h(x) and c(x,x’)) 
and of prior distributions that go into developing these estimates.  We should be 
concerned about how sensitive our posterior distribution estimates are to various choices 
for these terms, but also we should be concerned for the amount that can get “lost in 
translation” with Bayesian models that are hierarchical and involve many terms.   Is it 
better, for example, to generate many data points and get as close a functional form as 
possible for h(x)?  Or is it better to assume a simple model for h(x) such as h(x) = a 
constant?  This is what KOH actually do when they develop an example:  they use h(x) = 
1.  This means that their prior on  represents the prior on the GP mean.  

With the background of Gaussian processes outlines, KOH then develop their model for 
calibration.  They assume that the calibration inputs are supposed to take fixed but 
unknown values  = (1…q2).  The output of the computer model when the variable 
inputs are given x = (x1, x2, ….xq1) and when the calibration inputs are given values t = 
(t1, t2, ….tq2) is denoted by (x,t).  KOH differentiate between the unknown value  of 
the calibration inputs which we wish to calibrate and a known particular set of their 
values, t, which we set as inputs when running the model.   They denote the “true” value 
of the real process when the variable inputs take value x by (x).  The code outputs from 
N runs of the computer code are represented as yj = (xj,tj).  The observed data 
(consisting of n points, where n < N usually) is denoted as z = (z1, z2, ….zn) T.  An 
observed data point zi is an observation of the underlying process (xi).  In KOH’s 
formulation, they represent the relationship between the observations, the true process, 
and the computer model output by the equation: 
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zi = (xi) + ei =  (xi,ti) + (xi) + ei

where ei  is the observation error for the ith observation,  is an unknown regression 
parameter, and (x) is a model discrepancy or model inadequacy function that is 
independent of the code output (x,t).

A few comments:  this is a highly parameterized model, with both the code output (x,t) 
and (x) represented as a Gaussian process.  The error term ei should include both 
residual variability as well as observation error, but KOH do not use replicated points and 
their model is deterministic, so they do not strictly address residual variability.  They 
assume that ei is normally distributed as N(0,).  The constant value of  implies that the 
underlying process (x) is stationary.  

The prior information about (x,t) and (x) is given by Gaussian processes:  (x,t) ~ 
N(m1(x,t), c1((x,t), (x’,t’))) and (x) ~ N(m2(x), c2(x, x’)).  Using the hierarchical form on 
the means outlines above, we have m1(x,t) = h1(x,t)T1 and m2(x) = h2(x)T2.  If a 
noninformative prior is assumed, p(12)1.   KOH then formulate all of the 
hyperparameters relating to this problem.  They denote (,, ) by , where they state 
that  represents some “further hyperparameters” relating to the covariance functions.  
Then they assume that the prior distribution takes the form:  p(,,) = p()p() because 
of the weak prior distribution on  and assumptions of independence.   

In calculating the posterior, the important point is that the full data vector d is normally 
distributed given (,,).  The data vector d is composed of two parts:  the code output 
and the set of observations:  dT = (yT, zT).  D1 is the set of input points at which the code 
outputs y are available:  D1 = {(x1

*,t1),…, (xN
*,tN)}.  D2 is the set of inputs for which 

observations are available: D2 = (x1,…,xn).   This next step seems pretty important to me, 
though it wasn’t emphasized in the paper:  the input points in D2 are “augmented” with 
the true calibration parameters  to define D2() = {(x1, ),…, (xn,)}.  This makes the 
observed set equivalent in dimension to a computer model set.  If H1(D1) is the matrix 
with rows h1(x1

*,t1)T,…, h1(xN
*,tN)T, the expectation of y is then H1(D1)1.  The 

expectation of z is:   H1(D2())1 + H2(D2)2.  The overall expectation for d is: 
E(d|,,) = md() = H(), where    
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The variance matrix of d is defined as follows: 
Define V1(D1) to the matrix with the (j, j’) element = c1((xj

*,tj), ((xj’
*,tj’)).  V2(D2) and 

V1(D2()) are defined similarly.  Then let C1{D1,D2()} be the matrix with (j,i) element 
c1((xj

*,tj), ((xi, )).  The overall variance matrix is given by: 
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The full joint posterior distribution is then given by: 
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p(,,|d) = p()p()f{d; md() ,Vd()}, where f{d; md() ,Vd()} is a normal N(md() 
,Vd()) density function.  

It is this expression for the posterior distribution that is impossible to calculate 
analytically.  Even with simplification, it would require a high-dimensional quadrature to 
integrate p(,,|d) over  and  to obtain the posterior estimate for the calibration 
parameters p(|d).  KOH basically say this is intractable, so they fix many of these 
parameters and use a two stage process, where they estimate the hyperparameters relating 
to the covariance matrix for the code term, c1, separately and before estimating the 
hyperparameters relating to the covariance matrix of the discrepancy term, c2.  

The final theoretical section that KOH present relates to prediction.  Usually, one would 
not just be interested in the updated calibration parameter estimates, but in using these to 
predict future realizations of the true process (x).  The posterior distribution of (x) 
conditional on the estimated hyperparameters  and the calibration parameters  is a 
Gaussian process, with an expectation given by: 

         }θβθH{dθVθx,tθβθ)h(x,d]φ,θ,|E[z(x) 1
d

TT ˆˆ  

KOH specify what the component terms in this equation are in their paper.  Clearly, there 
is some component relating to the original H() in the first expression to the right of the 
equal sign, with a correction factor in the second expression.  

KOH have a section on computational issues where they focus on two problems:  the first 
is that the inverse of the variance matrix Vd() needs to be calculated to calculate the 
posterior distribution.  If the size of this matrix, (N+n)*(N+n), is very large, this can be a 
difficult problem.  In practice with very complex codes, we do not foresee that we would 
be dealing with more than a few hundred observed points and a few hundred simulations, 
which is tractable with today’s linear algebra packages.  The bigger issue is how to do the 
integration necessary to obtain the posterior expectation, for example.  KOH say that they 
use a Gauss-Hermite quadrature method, but they admit that this only works for low-
dimensional problems, and so in practice they suggest that it may be necessary to use 
simulation methods of integration, such as MCMC.  A useful exercise for us would be to 
outline what terms in the calculation of the posterior would involve actual data points 
(from the code runs or the observations) and what terms would need to be generated from 
a simulation. 

The radionuclide deposition example that KOH present is useful, but it leaves out some 
details of the calculations.  The authors do make many simplifications of their overall 
approach. The most important one is that they leave out the code uncertainty entirely, 
saying that “we have treated the plume code as a known function.”  It would be helpful to 
know what this means in terms of the GP terms for (x,t):  they state that they do not 
have to specify a correlation matrix, but they don’t say if they assume a constant mean.  
But since many of the difficulties of the calculations involve the m1(x,t) = h1(x,t)T1 and 
the associated covariance terms, it would be helpful to see the resulting equations that 
they did use.  Another confusing thing was how they aggregated the original 695 
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observed data points:  they state that they formed subsets of 10, 15, 20, and 25 points.  
We are assuming that subset averages were taken on the subsets and used as the observed 
data.  Finally, this example has the characteristic that the code runs were performed for 
the same conditions/locations as the observed input data.  This may not always be 
feasible with real problems:  we could have code runs that don’t correspond exactly to 
observed data. 

KOH do show that their calibration approach (strategy 2) is much better than a GP 
interpolation of the observed data alone (strategy 1) or a typical least squared regression 
model (strategy 3).  We wish that they had shown the prior and posterior distribution of  
for each case, and not only the residuals of the prediction error. 
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D. D. Cox, J-S. Park, and C. E. Singer.  “A statistical method 
for tuning a computer code to a data base.”  

Computational Statistics and Data Analysis 37(2001), pp. 77-92.

Overall, there are many similarities between this paper and the Kennedy/O’Hagan paper.  
However, we found this one more readable.  The examples provided were helpful, but we 
found them weak on implementation details.  

We like the goal statement of Cox et al.:  “to develop a statistical procedure for 
efficiently utilizing the computer model in conjunction with the data base to obtain good 
(model) parameter estimates.”  The authors claim that their methodology allows one to 
“combine information from a limited number of noisy executions of the computer code 
with the information in the data base to make inferences about the unknown parameters.”   
Thus, they acknowledge that there may be few experimental runs AND few 
computational runs, and that the computer model involves a Monte Carlo procedure 
(which KOH do not, at least in the form they presented.). 

The approach presented in this paper is similar to KOH in that they assume a Gaussian 
process distribution and have a covariance structure which leads to a complicated 
variance matrix for the full data set.  However, the two main (and important) differences 
are: 

 The calibration parameters are estimated via a Maximum likelihood method 
instead of Bayesian updating. 

 There is no “model discrepancy” term.  The results from the experimental model 
are basically treated the same as the results from the computational model.  

With these differences in mind, we summarize the technical details of the paper: 

The authors present the same statistical model for both the experimental and the 
computational data.  The model is: 
yiE = g(xiE,cE) + iE  where there are nE observations of experimental data.  Each 
observation is given by (xiE ,yiE) where xiE is a vector of values of the independent 
variables and yiE is the response.  g(x,cE) is a regression function where cE is the unknown 
vector of regression parameters.  In classical statistics, the optimal approach to estimating 
cE is to find the values of c which minimize the residual sum of squares (the sum squared 
error terms [yiE = g(xiE,cE)].  

For the computational model, the response is modeled in a similar way: 
yiC = g(xiC,ciC) + iC,  where the subscript C denotes the computer model instead of the 
experimental data which is denoted by subscript E.  The main different here is that 
g(xiC,ciC) involves running an expensive computer code.  The other difference, which the 
authors don’t emphasize but which is important is that the calibration terms in this 
equation are indexed by i:  there is not just “one” optimal setting for the calibration terms 
as there is with the experimental data, but rather an optimal setting for each input set.  In 
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practice, we may also want to do something like this but for initial problems, we would 
probably want to determine just one set of optimal parameters. 
Cox et al. explain the function evaluations necessary to perform a nonlinear least squares 
optimization to determine the optimal settings of the parameters:  on the order of  nE * M, 
where M is the number of function evaluations required for a numerical optimization 
routine to find the optimal c-dimensional vector.  In practice, nE * M could be on the 
order of 100,000, which is way too large for an expensive computer code.  Thus, the 
authors propose their method as an “approximate nonlinear least squares” technique, or 
ANLS.  

The approximation they use for g(x,c) is assuming that g is a realization of a Gaussion 
process, which they denote by Y(t).  The mean and variance of this GP are: 

E[Y(t)] = (t)
Cov(Y(s),Y(t))=K(s,t)

Note that s and t are vectors composed of both x and c (this is a way of combining 
inputs):  t =(x,c).  t can represent both types of data:  experimental data or computer data:  
tiE (c) =  (xiE,c) and tiC =  (xiC,ciC).  Note that the experimental data assumes a fixed value 
of c. 

The mean function for this GP is expressed as a linear model:  . 
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This is simpler than the KOH model, where they express the mean function as h(x)T.  
The  vector is unknown and needs to be estimated.  The covariance function is taken 
form spatial statistics and is basically the same as in KOH: 

, where and  also need to be estimated. })(exp{
1

22 



k

j
jjy tsK t)(s, 2

y

The formulation of the following terms is almost exactly the same as KOH.  The joint 
normal density of the combined computer observations and experimental data set y = (yC, 
yE) is a multivariate normal:  f(y| cE, , , , , ). 2
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The block entries of this matrix are given in further detail in Equation (10) in the paper.  

Each term in this covariance matrix involves some combination of individual covariance 
terms from the K(s,t) covariance function defined above:  the upper left term involves 
covariances between the computer model observations, the lower right term between the 
experimental data points, etc.  
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Cox et al. then calculate the conditional distribution of the experimental data given the 
computer data.  This is a normal distribution with mean: 

.  Also needed in the )(),(],,,,,,|[ 1222
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approach is the marginal density for the computer data y, given by f(yC| , , , ).  2
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The approach for the approximate nonlinear least squares estimation is then: 
If the parameters , , ,  are known (LPS note:  what assumed values do we start 2
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with?), then for a given value of cE the prediction of yE  given the computer data can be 
calculated according to the conditional expectation formula given above.  This prediction 
is taken to be the conditional expectation . ))((| ctECE Y

Estimates of the parameters , , ,  are calculated by maximizing the marginal 2
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computer likelihood f(yC| , , , ).  This is a multinormal distribution.  Cox et al. 2
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outline a few ways to do this maximum likelihood estimation.   

Once they get “optimal” MLE estimates of the parameters , , , , these are 2
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plugged back into the conditional expectation formula and an estimate for the regression 
function of the experimental data is given by the right hand side of this formula:   
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considered the optimal calibration. 
The authors then discuss how they estimate the optimal values of the parameters in step 
(2).  The first way is to optimize the parameters over the full data set, not just the 
computer observations.  Thus, they maximize the likelihood: f(y| cE, , , , , ).  2
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They call this FMLE for Full MLE.  They also have a method where the separate out 
some of the parameters which are estimated from the computer data only.  The separated 
MLE approach (SMLE) estimates , , ,  from the marginal computer likelihood 2
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f(yC| , , , ).  Then these parameters are plugged back into the conditional 2
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likelihood estimates for both the mean and variance of the experimental data, and these 
are used to get MLE estimates for and cE. This is basically the same as the ANLS 2

E
method, except there is a different objective function used to obtain the optimal c values:
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Finally, the authors have a “partial” MLE (PMLE), which is in between the separated and 
full MLE. 

There are some important points to remember here:  the calculations of the MLE will not 
be trivial (although better than Bayesian estimates!)  A standard way to calculate MLE is 
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to minimize the negative log of the likelihood function, and it looks like this is what Cox 
et al. are doing.  It does not look like they are using an optimization function per se, but 
some theoretical results derived for multivariate normal distributions which state that the 
MLE estimate of a parameter vector has an approximately normal distribution with mean 
equal to the true parameter vector (?) and a covariance matrix equal to the inverse of the 
Hessian of the negative log of the likelihood evaluated at the maximum.  With the linear 
algebra solvers available at SNL, we do not anticipate that it would be difficult to solve 
such for the inverse Hessian even for large data sets.  However, we need to understand 
the MLE method they are using in more detail.  

After outlining their approach, Cox et al. demonstrate it on five “toy model” simulations.  
These are nice in that one can easily see simple exponential functions with all of the 
parameters of interest.  They showed the results for ANLS, SMLE, PLME, FMLE, and a 
regular NLS regression.  They reported their estimates for all the parameters, and the 
absolute difference between the “true” cE and the estimated cE.  Overall, the PLME 
method performs the best on this test set, both in terms of minimizing the difference 
between the estimated and true parameters and in having confidence intervals that 
“cover” the true parameter estimate the majority of the time. 

The authors also briefly discuss an application to the Tokomak data set.  They have data 
from two machines, so the results are somewhat confounded by this.  They reported their 
estimates of four calibration parameters in the code, but it was hard to judge how useful 
these calibrations were:  the authors themselves say that the estimates are not terribly 
accurate because of the large confidence intervals.  They did have 74 experimental data 
points and 64 computer runs, which is comparable to what we might have. 

Overall, we think this is a good approach.  It would be very useful to implement a MLE 
approach and understand the multivariate density functions, the covariance matrices, etc. 
before we go to the Bayesian formulation.  
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The Design and Analysis of Computer Experiments, by 
Santner, Williams, Notz.

Springer Series in Statistics, 2003.

The most useful information we obtained on Bayesian Design of Experiments was found 
in the book The Design and Analysis of Computer Experiments, by Santner, Williams, 
Notz, Springer Series in Statistics, 2003.  This book and associated papers seemed to 
cover the most important issues: optimization of control parameters under the influence 
of environmental factors (uncontrollable variables), experimental design using a 
hierarchy of models (low to high fidelity), competing objectives, robust optimization, 
space-filling experimental designs, surrogate frameworks, and even a little validation.  

Non Bayesian Approach 
This section briefly reviews some pragmatic engineering issues associated with the non-
Bayesian Taguchi approach. 

(Traditional) Taguchi Approach:
The first step is a 2-level screening experiment typically with a large number of control 
and environmental variables (as possible) each at only two levels. This experiment 
typically ignores all interactions.  Expert knowledge and uncertainty are introduced via 
the initial values and ranges of these experimental variables. The goal is to identify the 
most important variables.  This identification is pragmatic (such as the Pareto 80/20 rule 
of thumb) rather than by statistical significance.  An experiment at the predicted 
maximum (minimum or target level as appropriate) is done to provide some confidence 
that all variables were identified and things are approximately linear over the restricted 
experimental domain. (If not, more screening experiments are done to uncover additional 
variables, to reduce the initial domain or to determine interactions.)

The least important variables are then confounded in order retain their influence on the 
remaining experiments, but not at the expense of too many experimental runs.  The less 
important control variables are confounded together as one or a small number of pseudo 
variables (our terminology). The environmental variables are confounded together 
similarly if necessary (Taguchi’s outer array). The high setting (level) for a pseudo 
variable is defined by setting the confounded variables individually to the level the 
maximized the objective.  The low setting sets the confounded variables to their opposite 
levels.

Dr. Taguchi suggested that variables that directly influence the system energy are the 
most likely candidates for possible interactions.  There is also a hint toward assuming 
only two-way interactions until experiments prove otherwise. Every screening 
experiment is followed by an experiment at the predicted maximum. If the actual values 
disagree from the prediction, then continued screening experiments are preformed to 
detect interactions or to provide clues to missing experimental variables.  When there is 
reasonably close agreement between the predicted and validated maximum, this design 
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point becomes the origin for the next experiment via an informal hill climbing “pattern 
search”.  If the magnitude of one of the pseudo variables shifts then more screening 
experiments are performed to discover the significant experimental variables.
Later (non screening) experiments are conducted at many levels (3-7 typically) for the 
non-confounded variables in order to measure nonlinearity and to zoom in on a solution. 
The confounded variables and environmental variables generally continue to have two 
levels as a simple check that the “ignored” variables haven’t become significant.  These 
experimental designs have non-confounded interaction columns to identify (generally 
two-way) interactions.

Dr. Taguchi also advocated robust optimization which was achieved by using the “signal 
to noise” ratio of the objective function.  This creates an additional level of confounding 
but frequently finds a solution which is relatively insensitive to variation of the control 
variables.  

Some of these Taguchi engineering heuristics could be used in the Bayesian approach.  
For example, environmental variables should be subject to screening experiments to 
determine factor sensitivity.   The influence of the environmental variables could be 
confounded into a few types to reduce the number of model evaluations.

Most other experimental design methodologies (other than Taguchi and Bayesian) focus 
on strategies to determine design points that sample the entire experimental domain.  
Orthogonal arrays, Latin Hypercube sampling, and distance metrics are popular for 
determining the design points.  The experimental results are used to create a surface 
response (generally limited to linear and quadratic terms). The surface response can be 
used for both traditional optimization and for robust optimization.  These techniques are 
also used in the Bayesian experimental design.

Note that the original research on experimental designs focused on agricultural 
experiments (hence the current terminology: blocks, plots, treatments, etc.)  Because 
anything forgotten had to wait a year (next growing season), these experimental designs 
tried to do everything at once.  Hence they determine significant factors and interactions 
simultaneously.  Modern approaches attempt to minimize the number of experiments 
(since they may be costly) by using sequential methods which augment the existing 
design points based on the past results.  They look to get more data near regions 
containing optima and “neglected” regions.  This sequential design approach works with 
Bayesian methods.

Bayesian Approach to Design of Experiments
This section summarizes parts of the book The Design and Analysis of Computer 
Experiments, by Santner, Williams, and Notz.  This book defines concepts and 
background material on Bayesian experimental design.  The book seems to primarily 
focus on the theory of experimental design for the case of control variables (needing 
optimization, possibly robust optimization) under the constraint of environmental 
variables.  The authors use the notation xc to denote the vector of control variable 
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settings, xe the vector of environmental settings, Xe denotes treating the environmental 
variables as a random variable, and y() denotes the output (response).  Thus y(xc, Xe) is a 
random variable (response) with a distribution induced by the distribution of Xe.

The mean response is computed over the expected distribution of the environmental 
variables for a given vector of control variables for each optimization step of the control 
variables.

)},({E)( ecc y Xxx 
From here, a number of robust designs are defined. For example,  is π(·) robust 
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where π(·) is a prior density over the values. M-robust, V-robust, and G-robust designs θ
are also discussed.

One concern is how to calculate μ.  If we use a MCMC method to sample the distribution 
of the environmental variables, it may lead to a significant number of model evaluations.  
Taguchi might suggest confounding the least important environmental variables, but this 
implies “confounding” their distributions.

Section 2.3.1 of [Santner et al.] contains a philosophical discussion of the difference 
between the frequentist and Bayesian approaches. The following quote defines their 
approach to this book (their italics):

“In sum, our attitude toward using the Bayesian approach to problems of the 
design and analysis of computer experiments is not dogmatic.  We do attempt to 
control the characteristics of the functions produced by our priors, but do not 
rigidly believe them.  Instead, our goal is to choose flexible priors that are capable 
of producing many shapes for y(·) and then let the Bayesian machinery allow the 
data to direct the details of the prediction process.”

Bayesian experimental design uses a response function similar to a linear regression 
model, but called a Gaussian random function (GRF) model: 
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In the Gaussian random function model, (·) are known regression functions, is a if β
vector of unknown regression coefficients, and Z(·) is a stationary Gaussian process 
having zero mean, variance , and correlation function R(·).   Gaussian processes are 2

Z
defined more completely in the section below. The “Bayesian” part of the experimental 
design involves specifying priors on parameters in (·), , and Z(·), and updating these if β
priors with the data to obtain posteriors.   There are many prediction methods based on 
the Gaussian random function model.
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One use of Bayesian experimental design is in the design of experiments on a computer 
code at multiple levels of fidelity.  This is becoming a big area of research interest for us 
at Sandia.  In this approach, an autoregressive model is formulated as:

    mi    YY i1-iii ,...,2),()()( 1   xxx 
where Y1 is the result from the least complex code (lowest fidelity) and higher Yi are 
results from more complex codes (successively greater fidelity). Here the Yi(x) denotes 
the prior for the ith code level, m is the highest level, (·) is a process independent of i
Y1(·),…,Yi-1(·).  Under the assumption that Yi(·) is stationary for each i, this model is 
implied by:

. allfor          ,0)}(Y|)(Y),(Y{Cov 11-ii xwxwx i

The authors state: “which means that no additional second-order knowledge of code i at x 
can be obtained from the lower-level code i-1 at  if the value of code i-1 at x is xw 
known.  Therefore, the spatial autoregressive model can be interpreted as imposing a 
Markov property on the hierarchy of codes.”

Later in the example, the authors write: 
“…suppose that (·) represents the output from fast, but poorer, code and (·) the py gy
output from the slow, but good, code. Our goal is to predict the output of the good code 
at input site , i.e., to predict , based on and 0x )( 0xgy  )( ,...,)( 1
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Here “the regression function (·) specifies the large-scale, nonstationary structure of T
pf

(·) and (·) is a stationary Gaussian process that determines the local features of the py pW

code; (·) is assumed to have zero mean, variance , and correlation function  (·).”  pW 2
p pR

 is the prior for the more accurate code.)(Yg x

Obtaining sequential design points
This section is a summary of “Sequential Design of Computer Experiments to Minimize 
Integrated Response Functions”, Williams, Santner, Notz, Statistics Sinica 10(2000)
Quoting their abstract: “We introduce a sequential experimental design for finding the 
optimum of , where the expectation is taken of over the distribution )}),E{y()( eccl Xxx 
of the environmental variables. The approach is Bayesian; the prior information is that 
y(x) is a draw from a stationary Gaussian stochastic process with a correlation function 
from the Matern class having unknown parameters. The idea of the method is to compute 
the posterior expected “improvement” over the current optimum for each untested site; 
the design selects the next site to maximize the expected improvement.”

The algorithm in brief:
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S0:  Chose an initial set of design points using a space-filling criterion. (They use 
maximin distance design selection from a set of Latin hypercube sampling designs.)
S1:  Estimate the correlation parameter vector by the maximizer of the posterior density 
given the vector of responses.
S2: Chose the (n+1)st control variable site to maximize the posterior expected 
improvement given the current data
S3:  Choose the environmental variable site corresponding to this new control site 
(above) to minimize the posterior mean square prediction error given the current data.
S3:  Determine if the algorithm should be halted.  If not, the new control site is added to 
the set of design points and the algorithm returns to step S1.
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