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Abstract

This report describes the results of a three year research project about the use of deception
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Chapter 1

Introduction

1.1 Executive Summary

In the last few years, deception has emerged as one of the key techniques for effective information
protection in networks. A natural side effect of the use of this technology is the desire to understand
the mathematical properties underlying its utility. Several informal notions have been introduced
regarding this, for example:

o Deception increases the attacker’s workload because they can’t easily tell which of their attack
attempts work and which fail.

® Deception allows defenders to track attacker attempts at entry and respond before attackers
come across a vulnerability the defenders are susceptible to.

o Deception exhausts attacker resources.
e Deception increases the sophistication required for attack.

o Deception increases attacker uncertainty.

The goal of this project was to examine these claims and provide a more mathematical foundation
for this aspect of deception as a tool for network defense. This collaborative research with the
University of California at Davis and student interns from the Center for Cyber Defenders (CCD)
benefits improved understanding that can be applied to the infrastructure of the DOE complex,
since its results will prove beneficial to the wider national defense issues of computer networks.

The results of the research presented in this paper seem to support the common notions about
deception that are outlined above. Deception techniques have the demonstrated ability to increase
attacker workload and reduce attacker effectiveness. In addition, deception can decrease the de-
fender effort required for detection and provide substantial increases in defender understanding of
attacker capabilities and intent. Anecdotal evidence seems to indicate that even belief that decep-
tion technology is in use on a system can result in some benefit to the defender, because attackers
don’t trust their results and do more cross-checking, resulting in slower progress. Additional projects
are already underway to deploy deception technologies to defend information systems at both the
network and host level.

1.2 Overview

The bulk of this report comprises four papers that were written over the course of the three year
project. These papers had originally been published electronically; they have been reformatted and
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typeset for this report, with the original authors and the approximate date of publishing left intact.
In Chapter 2 we present a review of the history of deception, a discussion of some cognitive issues,
and an overview of previous work done in this area. In Chapter 3 we present some experimental
results on the effects of deception on Red Teaming exercises. In Chapter 4 we describe some
experiments that demonstrate how it is possible to use deception to lead attackers through paths
in an attack graph. In Chapter 5 we describe a mathematical model of error types associated with
deception in computer systems. Finally, in Chapter 6 we present some concluding remarks.
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Chapter 2

A Framework for Deception

By Fred Cohen, Dave Lambert, Charles Preston, Nina Berry, Corbin Stewart, and Eric Thomas!
July 13, 2001

Fred Cohen: Sandia National Laboratories

Dave Lambert: SPAWAR Systems Center

Charles Preston: Information Integrity, University of New Haven

Nina Berry: Sandia National Laboratories

Corbin Stewart: Sandia National Laboratories (CCD)

Eric Thomas: Sandia National Laboratories (CCD)

2.1 Abstract

This paper overviews issues in the use of deception for information protection. Its objective is to cre-
ate a framework for deception and an understanding of what is necessary for turning that framework
into a practical capability for carrying out defensive deceptions for information protection.

2.1.1 Overview of results

We have undertaken an extensive review of literature to understand previous efforts in this area and
to compile a collection of information in areas that appear to be relevant to the subject at hand. It
has become clear through this investigation that there is a great deal of additional detailed literature
that should be reviewed in order to create a comprehensive collection. However, it appears that
the necessary aspects of the subject have been covered and that additional collection will likely be
comprised primarily of detailing in areas that are now known to be relevant.

We have developed a framework for creating and analyzing deceptions involving individual peo-
ple, individual computers, one person acting with one computer, networks of people, networks of
computers, and organizations consisting of people and their associated computers. This framework
has been used to model select deceptions and, to a limited extent, to assist in the development
of new deceptions. This framework is described in the body of this report with additional details
provided in the appendixes.

Based on these results; (1) we are now able to understand and analyze deceptions with consid-
erably more clarity than we could previously, (2) we have command of a far greater collection of

1This chapter is published online at http://all.net/journal/deception/Framevork/Framework.html.

12



techniques available for use in defensive deception than was previously available and than others
have published in the field, and (3) we now have a far clearer understanding of how and when to
apply which sorts of techniques than was previously available. Tt appears that with additional effort
over time we will be able to continue to develop greater and more comprehensive understanding of
the subject and extend our understanding, capabilities, and techniques.

2.1.2 Further Work

It appears that a substantial follow-on effort is required in order to systematize the creation of
defensive information protection deceptions. Such an effort would most likely require:

e The creation of a comprehensive collection of material on key subject areas related to decep-
tion. This has been started in this paper but there is clearly a great deal of effort left to be
done.

e The creation of a database supporting the creation of analysis of defensive deceptions and a
supporting software capability to allow that database to be used by experts in their creation
and operation of deceptions.

e A team of experts working to create and maintain a capability for supporting deceptions and
sets of supporting personnel used as required for the implementation of specific deceptions.

We strongly believe that this effort should continue over an extended period of time and with
adequate funding, and that such effort will allow us to create and maintain a substantial lead over
the threat types currently under investigation. The net effect will be an ongoing and increasing
capability for the successful deception of increasingly skilled and hostile threats.

2.2 Introduction and Overview

According to the American Heritage Dictionary of the English Language (1981):

"deception” is defined as "the act of deceit”

"deceit” is defined as ”deception”.

Since long before 800 B.C. when Sun Tzu wrote " The Art of War” [Tzu83] deception has been
key to success in warfare. Similarly, information protection as a field of study has been around
for at least 4,000 years [Kah67] and has been used as a vital element in warfare. But despite
the criticality of deception and information protection in warfare and the historical use of these
techniques, in the transition toward an integrated digitized battlefield and the transition toward
digitally controlled critical infrastructures, the use of deception in information protection has not
been widely undertaken. Little study has apparently been undertaken to systematically explore the
use of deception for protection of systems dependent on digital information. This paper, and the
effort of which it is a part, seeks to change that situation.

In October of 1983 in explaining INFOWAR [Hub&3], Robert E. Huber explains by first quoting
from Sun Tzu:

Deception: The Key The act of deception is an art supported by technology. When
successful, it can have devastating impact on its intended victim. In Fact:

” All warfare is based on deception. Hence, when able to attack, we must seem unable;
when using our forces, we must seem inactive; when we are near, we must make the
enemy believe we are far away; when far away, we must make him believe we are near.
Hold out baits to entice the enemy. Feign disorder, and crush him. If he is secure at all
points, be prepared for him. If he is in superior strength, evade him. If your opponent is
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of choleric temper, seek to irritate him. Pretend to be weak, that he may grow arrogant.
If he is taking his ease, give him no rest. If his forces are united, separate them. Attack
him where he is unprepared, appear where you are not expected.”[Tzu83]

The ability to sense, monitor, and control own-force signatures is at the heart of planning
and executing operational deception...

The practitioner of deception utilizes the victim’s intelligence sources, surveillance sen-
sors and targeting assets as a principal means for conveying or transmitting a deceptive
signature of desired impression. Tt is widely accepted that all deception takes place in
the mind of the perceiver. Therefore it is not the act itself but the acceptance that
counts!”

It seems to us at this time that there are only two ways of defeating an enemy:

1. One way is to have overwhelming force of some sort {i.e., an actual asymmetry that is, in
time, fatal to the enemy). For example, you might be faster, smarter, better prepared, better
supplied, better informed, first to strike, better positioned, and so forth.

2. The other way is to manipulate the enemy into reduced effectiveness (i.e., induced mis-
perceptions that cause the enemy to misuse their capabilities). For example, the belief that
you are stronger, closer, slower, better armed, in a different location, and so forth.

Having both an actual asymmetric advantage and effective deception increases your advantage.
Having neither is usually fatal. Having more of one may help balance against having less of the
other. Most military organizations seek to gain both advantages, but this is rarely achieved for long,
because of the competitive nature of warfare.

2.2.1 Overview of This Paper

The purpose of this paper is to explore the nature of deception in the context of information
technology defenses. While it can be reasonably asserted that all information systems are in many
ways quite similar, there are differences between systems used in warfare and systems used in other
applications, if only because the consequences of failure are extreme and the resources available to
attackers are so high. For this reason, military situations tend to be the most complex and risky
for information protection and thus lead to a context requiring extremes in protective measures.
When combined with the rich history of deception in warfare, this context provides fertile ground
for exploring the underlying issues.

We begin by exploring the history of deception and deception techniques. Next we explore the
nature of deception and provide a set of dimensions of the deception problem that are common to
deceptions of the targets of interest. We then explore a model for deception of humans, a model
for deception of computers, and a set of models of deceptions of systems of people and computers.
Finally, we consider how we might design and analyze deceptions, discuss the need for experiments
in this arena, summarize, draw conclusions, and describe further work.

2.3 A Short History of Deception

2.3.1 Deception in Nature

While Sun Tzu is the first known publication depicting deception in warfare as an art, long before
Sun Tzu there were tribal rituals of war that were intended in much the same way. The beating
of chests [Kee93] is a classic example that we still see today, although in a slightly different form.
Many animals display their apparent fitness to others as part of the mating ritual of for territorial
assertions [MT86]. Mitchell and Thompson look at human and nonhuman deception and provide
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interesting perspectives from many astute authors on many aspects of this subject. We see much
the same behavior in today’s international politics. Who could forget Kruschev banging his shoe
on the table at the UN and declaring "We will bury you!” Of course it’s not only the losers that
‘beat their chests’, but it is a more stark example if presented that way. Every nation declares its
greatness, both to its own people and to the world at large. We may call it pride, but at some point
it becomes bragging, and in conflict situations, it becomes a display. Like the ancient tribesmen,
the goal is, in some sense, to avoid a fight. The hope is that, by making the competitor think that
it is not worth taking us on, we will not have to waste our energy or our blood in fighting when we
could be spending it in other ways. Similar noise-making tactics also work to keep animals from
approaching an encampment. The ultimate expression of this is in the area of nuclear deterrence
[Wil68].

Animals also have genetic characteristics that have been categorized as deceptions. For example,
certain animals are able to change colors to match the background or, as in the case of certain types
of octopi, the ability to mimic other creatures. These are commonly lumped together, but in fact
they are very different. The moth that looks like a flower may be able to ’hide’ from birds but
this is not an intentional act of deception. Survival of the fittest simply resulted in the death of
most of the moths that could be detected by birds. The ones that happened to carry a genetic trait
that made them look like a particular flower happened to get eaten less frequently. This is not a
deception, it is a trait that survives. The same is true of the Orca whale which has colors that act
as a dazzlement to break up its shape.

On the other hand, anyone who has seen an octopus change coloring and shape to appear as if
it were a rock when a natural enemy comes by and then change again to mimic a food source while
lying in wait for a food source could not honestly claim that this was an unconscious effort. This
form of concealment (in the case of looking like a rock or foodstuff) or simulation (in the case of
looking like an inedible or hostile creature) is highly selective, driven by circumstance, and most
certainly driven by a thinking mind of some sort. It is a deception that uses a genetically endowed
physical capability in an intentional and creative manner. It is more similar to a person putting on
a disguise than it is to a moth’s appearance.

2.3.2 Historical Military Deception

The history of deception is a rich one. In addition to the many books on military history that speak
to it, it is a basic element of strategy and tactics that has been taught since the time of Sun Tzu.
But in many ways, it is like the history of biology before genetics. It consists mainly of a collection
of examples loosely categorized into things that appear similar at the surface. Hiding behind a tree
is thought to be similar to hiding in a crowd of people, so both are called concealment. On the
surface they appear to be the same, but if we look at the mechanisms underlying them, they are
quite different.

Historically, military deception has proven to be of considerable value in the attainment
of national security objectives, and a fundamental consideration in the development and
implementation of military strategy and tactics. Deception has been used to enhance,
exaggerate, minimize, or distort capabilities and intentions; to mask deficiencies; and to
otherwise cause desired appreciations where conventional military activities and security
measures were unable to achieve the desired result. The development of a deception
organization and the exploitation of deception opportunities are considered to be vital to
national security. To develop deception capabilities, including procedures and techniques
for deception staff components, it is essential that deception receive continuous command
emphasis in military exercises, command post exercises, and in training operations.” —
JCS Memorandum of Policy (MOP) 116 [Arm98]

MOP 116 also points out that the most effective deceptions exploit beliefs of the target of the
deception and, in particular, decision points in the enemy commander’s operations plan. By altering
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the enemy commander’s perception of the situation at key decision points, deception may turn entire
campaigns.

There are many excellent collections of information on deceptions in war. One of the most com-
prehensive overviews comes from Whaley [Wha69], which includes details of 67 military deception
operations between 1914 and 1968. The appendix to Whaley is 628 pages long and the summary
charts (in appendix B) are another 50 pages. Another 30 years have passed since this time, which
means that it is likely that another 200 pages covering 20 or so deceptions should be added to
update this study. Dunnigan and Nofi [DN95] review the history of deception in warfare with an
eye toward categorizing its use. They identify the different modes of deception as concealment,
camouflage, false and planted information, ruses, displays, demonstrations, feints, lies, and insight.

Dewar [Dew89] reviews the history of deception in warfare and, in only 12 pages, gives one of
the most cogent high-level descriptions of the basis, means, and methods of deception. In these 12
pages, he outlines (1) the weaknesses of the human mind (preconceptions, tendency to think we are
right, coping with confusion by leaping to conclusions, information overload and resulting filtering,
the tendency to notice exceptions and ignore commonplace things, and the tendency to be lulled
by regularity), (2) the object of deception (getting the enemy to do or not do what you wish), (3)
means of deception (affecting observables to a level of fidelity appropriate to the need, providing
consistency, meeting enemy expectations, and not making it too easy), (4) principles of deception
{careful centralized control and coordination, proper preparation and planning, plausibility, the use
of multiple sources and modes, timing, and operations security), and (5) techniques of deception
{encouraging belief in the most likely when a less likely is to be used, luring the enemy with an ideal
opportunity , the repetitive process and its lulling effect, the double bluff which involves revealing
the truth when it is expected to be a deception, the piece of bad luck which the enemy believes they
are taking advantage of, the substitution of a real item for a detected deception item, and disguising
as the enemy). He also (6) categorizes deceptions in terms of senses and (7) relates ’security’ (in
which you try to keep the enemy from finding anything out) to deception (in which you try to get
the enemy to find out the thing you want them to find). Dewar includes pictures and examples in
these 12 pages to boot.

In 1987, Knowledge Systems Corporation [Kno87| created a useful set of diagrams for planning
tactical deceptions. Among their results, they indicate that the assessment and planning process is
manual, lacks automated applications programs, and lacks timely data required for combat support.
This situation does not appear to have changed. They propose a planning process consisting of (1)
reviewing force objectives, (2) evaluating your own and enemy capabilities and other situational
factors, (3) developing a concept of operations and set of actions, (4) allocating resources, (5)
coordinating and deconflicting the plan relative to other plans, (6) doing a risk and feasibility
assessment, (7) reviewing adherence to force objectives, and (8) finalizing the plan. They detail
steps to accomplish each of these tasks in useful process diagrams and provide forms for doing a
more systematic analysis of deceptions than was previously available. Such a planning mechanism
does not appear to exist today for deception in information operations.

These authors share one thing in common. They all carry out an exercise in building categories.
Just as the long standing effort of biology to build up genus and species based on bodily traits
{phenotypes), eventually fell to a mechanistic understanding of genetics as the underlying cause,
the scientific study of deception will eventually yield a deeper understanding that will make the
mechanisms clear and allow us to understand and create deceptions as an engineering discipline.
That is not to say that we will necessarily achieve that goal in this short examination of the subject,
but rather that in-depth study will ultimately yield such results.

There have been a few attempts in this direction. A RAND study included a ’straw man’ graphic
[Gri78](HT7076) that showed deception as being broken down into ”Simulation” and ”Dissimulation
Camouflage”.

Whaley first distinguishes two categories of deception (which he defines as one’s inten-
tional distortion of another’s perceived reality): 1) dissimulation (hiding the real) and
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2) simulation (showing the false). Under dissimulation he includes: a) masking (hid-
ing the real by making it invisible), b) repackaging (hiding the real by disguising), and
¢) dazzling (hiding the real by confusion). Under simulation he includes: a) mimick-
ing (showing the false through imitation), b) inventing (showing the false by displaying
a different reality), and ¢) decoying (showing the false by diverting attention). Since
Whaley argues that ”everything that exists can to some extent be both simulated and
dissimulated, ” whatever the actual empirical frequencies, at least in principle hoaxing
should be possible for any substantive area.” [Ste93, page 293]

The same slide reflects on Dewar’s view [Dew89] that security attempts to deny access and
counterintelligence attempts while deception seeks to exploit intelligence. Unfortunately, the RAND
depiction is not as cogent as Dewar in breaking down the ’subcategories’ of simulation. The RAND
slides do cover the notions of observables being "known and unknown”, ”controllable and uncon-
trollable”, and ”enemy observable and enemy non-observable”. This characterization of part of the
space is useful from a mechanistic viewpoint and a decision tree created from these parameters
can be of some use. Interestingly, RAND also points out the relationship of selling, acting, magic,
psychology, game theory, military operations, probability and statistics, logic, information and com-
munications theories, and intelligence to deception. It indicates issues of observables, cultural bias,
knowledge of enemy capabilities, analytical methods, and thought processes. It uses a reasonable
model of human behavior, lists some well known deception techniques, and looks at some of the
mathematics of perception management and reflexive control.

2.3.3 Cognitive Deception Background

Many authors have examined facets of deception from both an experiencial and cognitive perspective.

Chuck Whitlock has built a large part of his career on identifying and demonstrating these sorts
of deceptions [Whi97]. His book includes detailed descriptions and examples of scores of common
street deceptions. Fay Faron points out that most such confidence efforts are carried as as specific
'plays’ and details the anatomy of a ’con’ [Far98]. She provides 7 ingredients for a con (too good to
be true, nothing to lose, out of their element, limited time offer, references, pack mentality, and no
consequence to actions). The anatomy of the confidence game is said to involve (1) a motivation (e.g.,
greed), (2) the come-on (e.g., opportunity to get rich), (3) the shill {e.g., a supposedly independent
third party), (4) the swap (e.g., take the victim’s money while making them think they have it),
(5) the stress (e.g., time pressure), and (6) the block (e.g., a reason the victim will not report the
crime). She even includes a 10-step play that makes up the big con.

Bob Fellows [Fel00] takes a detailed approach to how ’magic’ and similar techniques exploit
human fallibility and cognitive limits to deceive people. According to Fellows (pl4) the follow-
ing characteristics improve the changes of being fooled: (1) under stress, (2) naivety, (3) in life
transitions, (4) unfulfilled desire for spiritual meaning, (5) tend toward dependency, (6) attracted
to trance-like states of mind, (7) unassertive, (8) unaware of how groups can manipulate people,
(9) gullible, (10) have had a recent traumatic experience, (11) want simple answers to complex
questions, (12) unaware of how the mind and body affect each other, (13) idealistic, (14) lack erit-
ical thinking skills, (15) disillusioned with the world or their culture, and (16) lack knowledge of
deception methods. Fellows also identifies a set of methods used to manipulate people.

Thomas Gilovich [Gil91] provides in-depth analysis of human reasoning fallibility by presenting
evidence from psychological studies that demonstrate a number of human reasoning mechanisms
resulting in erroneous conclusions. This includes the general notions that people (erroneously) (1)
believe that effects should resemble their causes, (2) misperceive random events, (3) misinterpret
incomplete or unrepresentative data, (4) form biased evaluations of ambiguous and inconsistent
data, (5) have motivational determinants of belief, (6) bias second hand information, and (7) have
exaggerated impressions of social support. Substantial further detailing shows specific common
syndromes and circumstances associated with them.
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Charles K. West [Wes81] describes the steps in psychological and social distortion of information
and provides detailed support for cognitive limits leading to deception. Distortion comes from the
fact of an unlimited number of problems and events in reality, while human sensation can only sense
certain types of events in limited ways: (1) A person can only perceive a limited number of those
events at any moment, (2) A person’s knowledge and emotions partially determine which of the
events are noted and interpretations are made in terms of knowledge and emotion (3) Intentional
bias occurs as a person consciously selects what will be communicated to others, and (4) the receiver
of information provided by others will have the same set of interpretations and sensory limitations.

Al Seckel [Sec00] provides about 100 excellent examples of various optical illusions, many of
which work regardless of the knowledge of the observer, and some of which are defeated after the
observer sees them only once. Donald D. Hoffman [Hof98] expands this into a detailed examination
of visual intelligence and how the brain processes visual information. It is particularly noteworthy
that the visual cortex consumes a great deal of the total human brain space and that it has a great
deal of effect on cognition. Some of the 'rules’ that Hoffman describes with regard to how the visual
cortex interprets information include: (1) Always interpret a straight line in an image as a straight
line in 3D, (2) If the tips of two lines coincide in an image interpret them as coinciding in 3D, (3)
Always interpret co-linear lines in an image as co-linear in 3D, (4) Interpret elements near each
other in an image as near each other in 3D, (5) Always interpret a curve that is smooth in an image
as smooth in 3D, (6) Where possible, interpret a curve in an image as the rim of a surface in 3D,
(7) Where possible, interpret a T-junction in an image as a point where the full rim conceals itself;
the cap conceals the stem, (8) Interpret each convex point on a bound as a convex point on a rim,
(9) Interpret each concave point on a bound as a concave point on a saddle point, (10) Construct
surfaces in 3D that are as smooth as possible, (11) Construct subjective figures that occlude only
if there are convex cusps, (12) If two visual structures have a non-accidental relation, group them
and assign them to a common origin, (13) If three or more curves intersect at a common point in
an image, interpret them as intersecting at a common point in space, (14) Divide shapes into parts
along concave creases, (15) Divide shapes into parts at negative minima, along lines of curvature,
of the principal curvatures, (16) Divide silhouettes into parts at concave cusps and negative minima
of curvature, (17) The salience of a cusp boundary increases with increasing sharpness of the angle
at the cusp, (18) The salience of a smooth boundary increases with the magnitude of (normalized)
curvature at the boundary, (19) Choose figure and ground so that figure has the more salient part
boundaries, (20) Choose figure and ground so that figure has the more salient parts, (21) Interpret
gradual changes in hue, saturation, and brightness in an image as changes in illumination, (22)
Interpret abrupt changes in hue, saturation, and brightness in an image as changes in surfaces,
(23) Construct as few light sources as possible, (24) Put light sources overhead, (25) Filters don’t
invert lightness, (26) Filters decrease lightness differences, (27) Choose the fair pick that’s most
stable, (28) Interpret the highest luminance in the visual field as white, flourent, or self-luminous,
(29) Create the simplest possible motions, (30) When making motion, construct as few objects as
possible, and conserve them as much as possible, (31) Construct motion to be as uniform over space
as possible, (32) Construct the smoothest velocity field, (33) If possible, and if other rules permit,
interpret image motions as projections of rigid motions in three dimensions, (34) If possible, and if
other rules permit, interpret image motions as projections of 3D motions that are rigid and planar,
{(35) Light sources move slowly.

It appears that the rules of visual intelligence are closely related to the results of other cognitive
studies. It may not be a coincidence that the thought processes that occupy the same part of the
brain as visual processing have similar susceptibilities to errors and that these follow the pattern
of the assumption that small changes in observation point should not change the interpretation of
the image. It is surprising when such a change reveals a different interpretation, and the brain
appears to be designed to minimize such surprises while acting at great speed in its interpretation
mechanisms. For example, rule 2 (If the tips of two lines coincide in an image interpret them
as coinciding in 3D) is very nearly always true in the physical world because coincidence of line
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ends that are not in fact coincident in 3 dimensions requires that you be viewing the situation at
precisely the right angle with respect to the two lines. Another way of putting this is that there
is a single line in space that connects the two points so as to make them appear to be coincident
if they are not in fact conincident. If the observer is not on that single line, the points will not
appear coincident. Since people usually have two eyes and they cannot align on the same line in
space with respect to anything they can observe, there is no real 3 dimensional situation in which
this coincidence can actually occur, it can only be simulated by 3 dimensional objects that are far
enough away to appear to be on the same line with respect to both eyes, and there are no commonly
occuring natural phenomena that pose anything of immediate visual import or consequence at thast
distance. Designing visual stimuli that violate these principles will confuse most human observers
and effective visual simulations should take these rules into account.

Deutsch [Deu93] provides a series of demonstrations of interpretation and misinterpretation of
audio information. This includes: (1) the creation of words and phrases out of random sounds,
(2) the susceptibility of interpretation to predisposition, (3) misinterpretation of sound based on
relative pitch of pairs of tones, (4) misinterpretation of direction of sound source based on switching
speakers, (5) creation of different words out of random sounds based on rapid changes in source
direction, and (6) the change of word creation over time based on repeated identical audio stimulus.

First Karrass [Kar70] then Cialdini [Cia01] have provided excellent summaries of negotiation
strategies and the use of influence to gain advantage. Both also explain how to defend against
influence tactics. Karrass was one of the early experimenters in how people interact in negotiations
and identified (1) credibility of the presenter, (2) message content and appeal, (3) situation setting
and rewards, and (4) media choice for messages as critical components of persuasion. He also
identifies goals, needs, and perceptions as three dimensions of persuasion and lists scores of tactics
categorized into types including (1) timing, (2) inspection, (3) authority, (4) association, (5) amount,
(6) brotherhood, and (7) detour. Karrass also provides a list of negotiating techniques including:
(1) agendas, (2) questions, (3) statements, (4) concessions, (5) commitments, (6) moves, (7) threats,
(8) promises, (9) recess, (10) delays, (11) deadlock, (12) focal points, (13) standards, (14) secrecy
measures, (15) nonverbal communications, (16) media choices, (17) listening, (18) caucus, (19)
formal and informal memorandum, (20) informal discussions, (21) trial balloons and leaks, (22)
hostility releivers, (23) temporary intermediaries, (24) location of negotiation, and (25) technique
of time.

Cialdini [Cia01] provides a simple structure for influence and asserts that much of the effect of
influence techniques is built-in and occurs below the conscious level for most people. His struc-
ture consists of reciprocation, contrast, authority, commitment and consistency, automaticity, social
proof, liking, and scarcity. He cites a substantial series of psychological experiments that demon-
strate quite clearly how people react to situations without a high level of reasoning and explains how
this is both critical to being effective decision makers and results in exploitation through the use
of compliance tactics. While Cialdini backs up this information with numerous studies, his work is
largely based on and largely cites western culture. Some of these elements are apparently culturally
driven and care must be taken to assure that they are used in context.

Robertson and Powers [RP90] have worked out a more detailed low-level theoretical model of
cognition based on ”Perceptual Control Theory” (PCT), but extensions to higher levels of cognition
have been highly speculative to date. They define a set of levels of cognition in terms of their order
in the control system, but beyond the lowest few levels they have inadequate basis for asserting that
these are orders of complexity in the classic control theoretical sense. The levels they include are
intensity, sensation, configuration, transition / motion, events, relationships, categories, sequences
/ routines, programs / branching pathways / logic, and system concept.

David Lambert [Lam87] provides an extensive collection of examples of deceptions and deceptive
techniques mapped into a cognitive model intended for modeling deception in military situations.
These are categorized into cognitive levels in Lambert’s cognitive model. The levels include sense,
perceive feature, perceive form, associate, define problem / observe, define problem solving status
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(hypothesize), determine solution options, initiate actions / responses, direct, implement form,
implement feature, and drive affectors. There are feedback and cross circuiting mechanisms to
allow for reflexes, conditioned behavior, intuition, the driving of perception to higher and lower
levels, and models of short and long term memory.

Charles Handy [Han93] discusses organizational structures and behaviors and the roles of power
and influence within organizations. The National Research Council [NRC98] discusses models of
human and organizational behavior and how automation has been applied in this area. Handy
models organizations in terms of their structure and the effects of power and influence. Influence
mechanisms are described in terms of who can apply them in what circumstances. Power is derived
from physicality, resources, position (which yields information, access, and right to organize), exper-
tise, personal charisma, and emotion. These result in influence through overt (force, exchange, rules
and procedures, and persuasion), covert {ecology and magnetism), and bridging (threat of force)
influences. Depending on the organizational structure and the relative positions of the participants,
different aspects of power come into play and different techniques can be applied. The NRC report
includes scores of examples of modeling techniques and details of simulation implementations based
on those models and their applicability to current and future needs. Greene [Gre98] describes the
48 laws of power and, along the way, demonstrates 48 methods that exert compliance forces in
an organization. These can be traced to cognitive influences and mapped out using models like
Lambert’s, Cialdini’s, and the one we are considering for this effort.

Closely related to the subject of deception is the work done by the CIA on the MKULTRA
project [MKU]. In June 1977, a set of MKULTRA documents were discovered, which had escaped
destruction by the CIA. The Senate Select Committee on Intelligence held a hearing on August
3, 1977 to question CIA officials on the newly-discovered documents. The net effect of efforts to
reveal information about this project was a set of released information on the use of sonic waves,
electroshock, and other similar methods for altering peoples’ perception. Included in this are such
items as sound frequencies that make people fearful, sleepy, uncomfortable, and sexually aroused;
results on hypnosis, truth drugs, psychic powers, and subliminal persuasion; LSD-related and other
drug experiments on unwitting subjects; the CIA’s "manual on trickery”; and so forth. One 1955
MEKULTRA document gives an indication of the size and range of the effort; the memo refers to the
study of an assortment of mind-altering substances which would: (1) ”promote illogical thinking
and impulsiveness to the point where the recipient would be discredited in public”, (2) "increase
the efficiency of mentation and perception”, (3) ”prevent or counteract the intoxicating effect of
alcohol” (4) ”promote the intoxicating effect of alcohol”, (5) "produce the signs and symptoms
of recognized diseases in a reversible way so that they may be used for malingering, etc.” (6)
"render the indication of hypnosis easier or otherwise enhance its usefulness” (7) ”enhance the
ability of individuals to withstand privation, torture and coercion during interrogation and so-called
’brainwashing’, (8) ”produce amnesia for events preceding and during their use”, (9) "produce shock
and confusion over extended periods of time and capable of surreptitious use”, (10) ” produce physical
disablement such as paralysis of the legs, acute anemia, etc.”, (11) ”produce 'pure’ euphoria with
no subsequent let-down”, (12) "alter personality structure in such a way that the tendency of the
recipient to become dependent upon another person is enhanced”, (13) ”cause mental confusion of
such a type that the individual under its influence will find it difficult to maintain a fabrication under
questioning”, (14) "lower the ambition and general working efficiency of men when administered
in undetectable amounts”, and (15) ”promote weakness or distortion of the eyesight or hearing
faculties, preferably without permanent effects”.

A pgood summary of some of the pre-1990 results on psychological aspects of self-deception is
provided in Heuer’s CIA book on the psychology of intelligence analysis [Heu99]. Heuer goes one
step further in trying to start assessing ways to counter deception, and concludes that intelligence
analysts can make improvements in their presentation and analysis process. Several other papers on
deception detection have been written and substantially summarized in Vrij’s book on the subject
[Vri00].
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2.3.4 Computer Deception Background

In the early 1990s, the use of deception in defense of information systems came to the forefront
with a paper about a deception 'Jail’ created in 1991 by AT&T researchers in real-time to track
an attacker and observe their actions [Che91]. An approach to using deceptions for defense by
customizing every system to defeat automated attacks was published in 1992 [Coh92], while in
1996, descriptions of Internet Lightning Rods were given [Coh96b] and an example of the use of
perception management to counter perception management in the information infrastructure was
given [Coh96a]. More thorough coverage of this history was covered in a 1999 paper on the subject
[Coh99b]. Since that time, deception has increasingly been explored as a key technology area for
innovation in information protection. Examples of deception-based information system defenses
include concealed services, encryption, feeding false information, hard-to-guess passwords, isolated
sub-file-system areas, low building profile, noise injection, path diversity, perception management,
rerouting attacks, retaining confidentiality of security status information, spread spectrum, and
traps. In addition, it appears that criminals seek certainty in their attacks on computer systems
and increased uncertainty caused by deceptions may have a deterrent effect [Coh98c].

The public release of DTK Deception ToolKit [Coh98a] led to a series of follow-on studies, tech-
nologies, and increasing adoption of technical deceptions for defense of information systems. This
includes the creation of a small but growing industry with several commercial deception products,
the HoneyNet project, the RIDLR project at Naval Post Graduate School, NSA-sponsored studies
at RAND, the D-Wall technology [Coh0Oa, Coh99a], and a number of studies and developments
now underway.

e Commercial Deception Products: The dominant commercial deception products today
are DTK and Recourse Technologies. While the market is very new it is developing at a sub-
stantial rate and new results from deception projects are leading to an increased appreciation
of the utility of deceptions for defense and a resulting increased market presence.

o The HoneyNet Project: The HoneyNet project is dedicated to learning and to the tools,
tactics, and motives of the blackhat community and sharing the lessons learned. The primary
tool used to gather this information is the Honeynet; a network of production systems designed
to be compromised. This project has been joined by a substantial number of individual
researchers and has had substantial success at providing information on widespread attacks,
including the detection of large-scale denial of service worms prior to the use of the ’zombies’
for attack. At least one Masters thesis is currently under way based on these results.

e The RIDLR: The RIDLR is a project launched from Naval Post Graduate School designed
to test out the value of deception for detecting and defending against attacks on military
information systems. RIDLR has been tested on several occasions at the Naval Post Graduate
School and members of that team have participated in this project to some extent. There is
an ongoing information exchange with that team as part of this project’s effort.

e RAND Studies:

In 1999, RAND completed an initial survey of deceptions in an attempt to understand the
issues underlying deceptions for information protection [GRA99]. This effort included a his-
torical study of issues, limited tool development, and limited testing with reasonably skilled
attackers. The objective was to scratch the surface of possibilities and assess the value of fur-
ther explorations. It predominantly explored intelligence related efforts against systems and
methods for concealment of content and creation of large volumes of false content. It sought
to understand the space of friendly defensive deceptions and gain a handle on what was likely
to be effective in the future.

This report indicates challenges for the defensive environment including: (1) adver-
sary initiative, (2) response to demonstrated adversary capabilities or established
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friendly shortcomings, (3) many potential attackers and points of attack. (4) many
motives and objectives, (5) anonymity of threats, (6) large amount of data that
might be relevant to defense, (7) large noise content, (8) many possible targets, (9)
availability requirements, and (10) legal constraints.

Deception may: (1) condition the target to friendly behavior, (2) divert target
attention from friendly assets, (3) draw target attention to a time or place, (4)
hide presence or activity from a target, (5) advertise strength or weakness as their
opposites, (6) confuse or overload adversary intelligence capabilities, or (7) disguise
forces.

The animal kingdom is studied briefly and characterized as ranging from conceal-
ment to simulation, at levels (1) static, (2) dynamic, (3) adaptive, and (4) premed-
itated.

Political science and psychological deceptions are fused into maxims; (1) pre-existing
notions given excessive weight, (2) desensitization degrades vigilance, (3) generaliza-
tions or exceptions based on limited data, (4) failure to fully examine the situation
limits comprehension, (5) limited time and processing power limit comprehension,
(6) failure to adequately corroborate, (7) over-valuing data based on rarity, (8)
experience with source may color data inappropriately, (9) focusing on a single ex-
planation when others are available, (10) failure to consider alternative courses of
action, (11) failure to adequately evaluate options, (12) failure to reconsider previ-
ously discarded possibilities, (13) ambivalence by the victim to the deception, and
(14) confounding effect of inconsistent data. This is very similar to the coverage of
Gilovich [Gil91] reviewed in detail elsewhere in this report.

Confidence artists use a 3-step screening process; (1) low-investment deception to
gage target reaction, (2) low-risk deception to determine target pliability, and (3)
reveal a deception and gage reaction to determine willingness to break the rules.
Military deception is characterized through Joint Pub 3-58 (Joint Doctrine for Mil-
itary Deception) and Field Manual 90-02 [Arm98] which are already covered in this
overview.

The report then goes on to review things that can be manipulated, actors, targets, contexts,
and some of the then-current efforts to manipulate observables which they characterize as: (1)
honeypots, (2) fishbowls, and (3) canaries. They characterize a space of (1) raw materials,
(2) deception means, and (3) level of sophistication. They look at possible mission objectives
of (1) shielding assets from attackers, (2) luring attention away from strategic assets, (3) the
induction of noise or uncertainty, and (4) profiling identity, capabilities, and intent by creation
of opportunity and observation of action. They hypothesize a deception toolkit (sic) consisting
of user inputs to a rule-based system that automatically deploys deception capabilities into
fielded units as needed and detail some potential rules for the operation of such a system in
terms of deception means, material requirements, and sophistication. Consistency is identified
as a problem, the potential for self-deception is high in such systems, and the problem of
achieving adequate fidelity is reflected as it has been elsewhere.

The follow-up RAND study [GWMT™00] extends the previous results with a set of experiments
in the effectiveness of deception against sample forces. They characterize deception as an
element of ”active network defense”. Not surprisingly, they conclude that more elaborate de-
ceptions are more effective, but they also find a high degree of effectiveness for select superficial
deceptions against select superficial intelligence probes. They conclude, among other things,
that deception can be effective in protection, counterintelligence, against cyber-reconnaissance,
and to help to gather data about enemy reconnaissance. This is consistent with previous re-
sults that were more speculative. Counter deception issues are also discussed, including (1)
structural, (2) strategic, (3) cognitive, (4) deceptive, and (5) overwhelming approaches.
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e Theoretical Work: One historical and three current theoretical efforts have been undertaken
in this area, and all are currently quite limited. Cohen looked at a mathematical structure
of simple defensive network deceptions in 1999 [Coh99a] and concluded that as a counter-
intelligence tool, network-based deceptions could be of significant value, particularly if the
quality of the deceptions could be made good enough. Cohen suggested the use of rerouting
methods combined with live systems of the sorts being modeled as yielding the highest fidelity
in a deception. He also expressed the limits of fidelity associated with system content, traf-
fic patterns, and user behavior, all of which could be simulated with increasing accuracy for
increasing cost. In this paper, networks of up to 64,000 IP addresses were emulated for high
quality deceptions using a technology called D-WALL [Coh00a].

Dorothy Denning of Georgetown University is undertaking a small study of issues in deception.
Matt Bishop of the University of California at Davis is undertaking a study funded by the
Department of Energy on the mathematics of deception. Glen Sharlun of the Naval Post
Graduate School is finishing a Master’s thesis on the effect of deception as a deterrent and as
a detection method in large-scale distributed denial of service attacks.

e Custom Deceptions: Custom deceptions have existed for a long time, but only recently
have they gotten adequate attention to move toward high fidelity and large scales.

The reader is asked to review the previous citation [Coh99b] for more thorough coverage of
computer-based defensive deceptions and to get a more complete understanding of the application
of deceptions in this arena over the last 50 years.

Another major area of information protection through deception is in the area of steganography.
The term steganography comes from the Greek ’steganos’ (covered or secret) and ’graphy’ (writing
or drawing) and thus means, literally, covered writing. As commonly used today, steganography is
closer to the art of information hiding, and is ancient form of deception used by everyone from ruling
politicians to slaves. It has existed in one form or another for at least 2000 years, and probably a
lot longer.

With the increasing use of information technology and increasing fears that information will be
exposed to those it is not intended for, steganography has undergone a sort of emergence. Com-
puter programs that automate the processes associated with digital steganography have become
widespread in recent years. Steganographic content is now commonly hidden in graphic files, sound
files, text files, covert channels, network packets, slack space, spread spectrum signals, and video
conferencing systems. Thus steganography has become a major method for concealment in infor-
mation technology and has broad applications for defense.

2.4 The Nature of Deception

Even the definition of deception is illusive. As we saw from the circular dictionary definition pre-
sented earlier, there is no end to the discussion of what is and is not deception. This not withstand-
ing, there is an end to this paper, so we will not be making as precise a definition as we might like
to. Rather, we will simply assert that:

Deception is a set of acts that seek to increase the chances that a set of targets will
behave in a desired fashion when they would be less likely to behave in that fashion if
they knew of those acts.

We will generally limit our study of deceptions to targets consisting of people, animals, comput-
ers, and systems comprised of these things and their environments. While it could be argued that
all deceptions of interest to warfare focus on gaining compliance of people, we have not adopted
this position. Similarly, from a pragmatic viewpoint, we see no current need to try to deceive some
other sort of being.
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While our study will seek general understanding, our ultimate focus is on deception for infor-
mation protection and is further focused on information technology and systems that depend on it.
At the same time, in order for these deceptions to be effective, we have to, at least potentially, be
successful at deception against computers used in attack, people who operate and program those
computers, and ultimately, organizations that task those people and computers. Therefore, we must
understand deception that targets people and organizations, not just computers.

2.4.1 Limited Resources lead to Controlled Focus of Attention

There appear to be some features of deception that apply to all of the targets of interest. While
the detailed mechanisms underlying these features may differ, commonalities are worthy of note.
Perhaps the core issue that underlies the potential for success of deception as a whole is that all
targets not only have limited overall resources, but they have limited abilities to process the available
sensory data they are able to receive. This leads to the notion that, in addition to controlling the
set of information available to the targets, deceptions may seek to control the focus of attention of
the target.

In this sense, deceptions are designed to emphasize one thing over another. In particular, they
are designed to emphasize the things you want the targets to observe over the things you do not want
them to observe. While many who have studied deception in the military context have emphasized
the desire for total control over enemy observables, this tends to be highly resource consumptive
and very difficult to do. Indeed, there is not a single case in our review of military history where
such a feat has been accomplished and we doubt whether such a feat will ever be accomplished.

Example: Perhaps the best example of having control over observables was in the Battle
of Britain in World War I when the British turned all of the Nazi intelligence operatives
in Britain into double agents and combined their reports with false fires to try to get the
German Air Force to miss their factories. But even this incredible level of success in
deception did not prevent the Germans from creating technologies such as radio beam
guidance systems that resulted in accurate targeting for periods of time.

Tt is generally more desirable from an assurance standpoint to gain control over more target
observables, assuming you have the resources to affect this control in a properly coordinated manner,
but the reason for this may be a bit surprising. The only reason to control more observables is to
increase the likelihood of attention being focused on observables you control. If you could completely
control focus of attention, you would only need to control a very small number of observables to have
complete effect. In addition, the cost of controlling observables tends to increase non-linearly with
increased fidelity. As we try to reach perfection, the costs presumably become infinite. Therefore,
there should be some cost benefit analysis undertaken in deception planning and some metrics are
required in order to support such analysis.

2.4.2 All Deception is a Composition of Concealments and Simulations

Reflections of world events appear to the target as observables. In order to affect a target, we can only
create causes in the world that affect those observables. Thus all deceptions stem from the ability
to influence target observables. At some level, all we can do is create world events whose reflection
appear to the target as observables or prevent the reflections of world events from being observed by
the target. As terminology, we will call induced reflections ’simulations’ and inhibition of reflections
’concealments’. In general then, all deceptions are formed from combinations of concealments and
simulations.

Put another way, deception consists of determining what we wish the target to observe and
not observe and creating simulations to induce desired observations while using concealments to
inhibit undesired observations. Using the notion of focus of attention, we can create simulations
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and concealments by inducing focus on desired observables while drawing focus away from undesired
observables. Simulation and concealment are used to affect this focus and the focus then produces
more effective simulation and concealment.

2.4.3 Memory and Cognitive Structure Force Uncertainty, Predictability,
and Novelty

All targets have limited memory state and are, in some ways, inflexible in their cognitive structure.
While space limits memory capabilities of targets, in order to be able to make rapid and effective
decisions, targets necessarily trade away some degree of flexibility. As a result, targets have some
predictability. The problem at hand is figuring out how to reliably make target behavior (focus of
attention, decision processes, and ultimately actions) comply with our desires. To a large extent,
the purpose of this study is to find ways to increase the certainty of target compliance by creating
improved deceptions.

There are some severe limits to our ability to observe target memory state and cognitive structure.
Target memory state and detailed cognitive structure is almost never fully available to us. Even
if it were available, we would be unable, at least at the present, to adequately process it to make
detailed predictions of behavior because of the complexity of such computations and our own limits
of memory and cognitive structure. This means that we are forced to make imperfect models and
that we will have uncertain results for the foreseeable future.

While modeling of enough of the cognitive structures and memory state of targets to create
effective deceptions may often be feasible, the more common methods used to create deceptions are
the use of characteristics that have been determined through psychological studies of human be-
havior, animal behavior, analytical and experimental work done with computers, and psychological
studies done on groups. The studies of groups containing humans and computers are very limited
at and those that do exist ignore the emerging complex global network environment. Significant
additional effort will be required in order to understand common modes of deception that function
in the combined human-computer social environment.

A side effect of memory is the ability of targets to learn from previous deceptions. Effective
deceptions must be novel or varied over time in cases where target memory affects the viability of
the deception.

2.4.4 Time, Timing, and Sequence are Critical

Several issues related to time come up in deceptions. In the simplest cases, a deception might come
to mind just before it is to be performed, but for any complex deception, pre-planning is required,
and that pre-planning takes time. In cases where special equipment or other capabilities must be
researched and developed, the entire deception process can take months to yvears.

In order for deception to be effective in many real-time situations, it must be very rapidly
deployed. In some cases, this may mean that it can be activated almost instantaneously. In other
cases this may mean a time frame of seconds to days or even weeks or months. In strategic deceptions
such as those in the Cold War, this may take place over periods of years.

In every case, there is some delay between the invocation of a deception and its effect on the
target. At a minimum, we may have to contend with speed of light effects, but in most cases,
cognition takes from milliseconds to seconds. In cases with higher momentum, such as organizations
or large systems, it may take minutes to hours before deceptions begin to take effect. Some deceptive
information is even planted in the hopes that it will be discovered and acted on in months to years.

Eventually, deceptions may be discovered. In most cases a critical item to success in the deception
is that the time before discovery be long enough for some other desirable thing to take place. For
one-shot deceptions intended to gain momentary compliance, discovery after a few seconds may be
adequate, but other deceptions require longer periods over which they must be sustained. Sustaining
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a deception is generally related to preventing its discovery in that, once discovered, sustainment often
has very different requirements.

Finally, nontrivial deceptions involve complex sequences of acts, often involving branches based
on feedback attained from the target. In almost all cases, out of the infinite set of possible situations
that may arise, some set of critical criteria are developed for the deception and used to control
sequencing. This is necessary because of the limits of the ability of deception planning to create
sequencers for handling more complex decision processes, because of limits on available observables
for feedback, and because of limited resources available for deception.

Frample: In a commonly used magician’s trick, the subject is given a secret that the
magician cannot possibly know based on the circumstances. At some time in the process,
the subject is told to reveal the secret to the whole audience. After the subject makes the
secret known, the magician reveals that same secret from a hiding place. The trick comes
from the sequence of events. As soon as the answer is revealed, the magician chooses
where the revealed secret is hidden. What really happens is thet the magician chooses the
place based on what the secret is and reveals one of the many pre-planted secrets. If the

sequence required the magician to reveal their hidden result first, this deception would
not work{Fel00].

2.4.5 Observables Limit Deception

In order for a target to be deceived, their observations must be affected. Therefore, we are [imited
in our ability to deceive based on what they are able to observe. Targets may also have allies with
different observables and, in order to be effective, our deceptions must take those observables into
account. We are limited both by what can be observed and what cannot be observed. What cannot
be observed we cannot use to induce simulation, while what can be observed creates limits on our
ability to do concealment.

Ezxample: Dogs are commonly used in patrol units because of the fact that they have
different sensory and cognitive capabilities than people have. Thus when people try to
conceal themselves from other people, the things they choose to do tend to fool other
people but not animals like dogs which, for example, might smell them out even without
seeing or hearing them.

Our own observables also limit our ability to do deceptions because sequencing of deceptions
depends on feedback from the target and because our observables in terms of accurate intelligence
information drive our ability to understand the observables of the target and the effect of those
observables on the target.

2.4.6 Operational Security is a Requirement

Secrecy of some sort is fundamental to all deception, if only because the target would be less likely
to behave in the desired fashion if they knew of the deception (by our definition above). This implies
operational security of some sort.

One of the big questions to be addressed in some deceptions is who should be informed of the
specific deceptions under way. Telling too many people increases the likelihood of the deception
being leaked to the target. Telling too few people may cause the deception to fool your own side
into blunders.

Example: In Operation Overlord during World War 11, some of the allied deceptions were
kept so secret that they fooled allied commanders inte making mistakes. These sorts of
errors can lead to fratricide [Dew89].
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Security is expensive and creates great difficulties, particularly in technology implementations.
For example, if we create a device that is only effective if its existence is kept secret, we will not
be able to apply it very widely, so the number of people that will be able to apply it will be very
limited. If we create a device that has a set of operational modes that must be kept secret, the job is
a bit easier. As we move toward a device that only needs to have it’s current placement and current
operating mode kept secret, we reach a situation where widespread distribution and effective use is
feasible.

A vital issue in deception is the understanding of what must be kept secret and what may be
revealed. If too much is revealed, the deception will not be as effective as it otherwise may have
been. If too little is revealed, the deception will be less effective in the larger sense because fewer
people will be able to apply it. History shows that device designs and implementations eventually
leak out. That is why soundness for a cryptographic system is usually based on the assumption
that only the keys are kept secret. The same principle would be well considered for use in many
deception technologies.

A further consideration is the deterrent effect of widely published use of deception. The fact that
high quality deceptions are in widespread use potentially deters attackers or alters their behavior
because they believe that they are unable to differentiate deceptions from non-deceptions or because
they believe that this differentiation substantially increases their workload. This was one of the
notions behind Deception ToolKit (DTK)[Coh98a]. The suggestion was even made that if enough
people use the DTK deception port, the use of the deception port alone might deter attacks.

2.4.7 Cybernetics and System Resource Limitations

In the systems theory of Norbert Weiner (called Cybernetics) [Wei48] many systems are described
in terms of feedback. Feedback and control theory address the notions of systems with expectations
and error signals. Our targets tend to take the difference between expected inputs and actual inputs
and adjust outputs in an attempt to restore stability. This feedback mechanism both enables and
limits deception.

Expectations play a key role in the susceptibility of the target to deception. If the deception
presents observables that are very far outside of the normal range of expectations, it is likely to
be hard for the target to ignore it. If the deception matches a known pattern, the target is likely
to follow the expectations of that pattern unless there is a reason not to. If the goal is to draw
attention to the deception, creating more difference is more likely to achieve this, but it will also
make the target more likely to examine it more deeply and with more skepticism. If the object is
to avoid something being noticed, creating less apparent deviation from expectation is more likely
to achieve this.

Targets tend to have different sensitivities to different sorts and magnitudes of variations from
expectations. These result from a range of factors including, but not limited to, sensor limitations,
focus of attention, cognitive structure, experience, training, reasoning ability, and pre-disposition.
Many of these can be measured or influenced in order to trigger or avoid different levels of assessment
by the target.

Most systems do not do deep logical thinking about all situations as they arise. Rather, they
match known patterns as quickly as possible and only apply the precious deep processing resources to
cases where pattern matching fails to reconcile the difference between expectation and interpretation.
As a result, it is often easy to deceive a system by avoiding its logical reasoning in favor of pattern
matching. Increased rush, stress, uncertainty, indifference, distraction, and fatigue all lead to less
thoughtful and more automatic responses in humans [Cia01]. Similarly, we can increase human
reasoning by reduced rush, stress, certainty, caring, attention, and alertness.

Ezample: Someone who looks like a valet parking person and is standing outside of a
pizza place will often get car keys from wealthy customers. If the customers really used
reason, they would probably question the notion of a valet parking person at a pizza place,
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but their mind is on food and conversation and perhaps they just miss it. This particular
experiment was one of many done with great success by Whitlock [Whi97].

Similar mechanisms exist in computers where, for example, we can suppress high level cognitive
functions by causing driver-level response to incoming information or force high level attention and
thus overwhelm reasoning by inducing conditions that lead to increased processing regimens.

2.4.8 The Recursive Nature of Deception

The interaction we have with targets in a deception is recursive in nature. To get a sense of this,
consider that while we present observables to a target, the target is presenting observables to us.
We can only judge the effect of our deception based on the observables we are presented with and
our prior expectations influence how we interpret these observables. The target may also be trying
to deceive us, in which case, they are presenting us with the observables they think we expect to
see, but at the same time, we may be deceiving them by presenting the observables we expect them
to expect us to present. This goes back and forth potentially without end. It is covered by the well
known story:

The Russian and US ambassadors met at a dinner party and began discussing in their
normal manner. When the subject came to the recent listening device, the Russian
explains that they knew about it for some time. The American explains that they knew
the Russians knew for guite a while. The Russian ezplains they they knew the Americans
knew they knew. The American ezplains that they knew the Russians knew that the
Americans knew they knew. The Russian states that they knew they knew they knew
they knew they knew they knew. The American exclaims "I didn’t know that!”.

To handle recursion, it is generally accepted that you must first characterize what happens at a
single level, including the links to recursion, but without delving into the next level those links lead
to. Once your model of one level is completed, you then apply recursion without altering the single
level model. We anticipate that by following this methodology we will gain efficiency and avoid
mistakes in understanding deceptions. At some level, for any real system, the recursion must end
for there is ground truth. The question of where it ends deals with issues of confidence in measured
observables and we will largely ignore this issues throughout the remainder of this paper.

2.4.9 Large Systems are Affected by Small Changes

In many cases, a large system can be greatly affected by small changes. In the case of deception,
it is normally easier to make small changes without the deception being discovered than to directly
make the large changes that are desired. The indirect approach then tells us that we should try to
make changes that cause the right effects and go about it in an unexpected and indirect manner.

As an example of this, in a complex system with many people, not all participants have to be
affected in order to cause the system to behave differently than it might otherwise. One method for
influencing an organizational decision is to categorize the members into four categories: zealots in
favor, zealots opposed, neutral parties, and willing participants. The object of this influence tactic
in this case is to get the right set of people into the right categories.

Example: Creating a small number of opposing zealots will stop an idea in an organiza-
tion that fears controversy. Once the set of desired changes is understood, moves can be
generated with the objective of cousing these changes. For erample, to get an opposing
zealot to reduce their opposition, you might engage them in a different effort that con-
sumes so much of their time that they can no longer fight as hard against the specific
item you wish to get moved ahead.
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This notion of finding the right small changes and backtracking to methods to influence them
seems to be a general principle of organizational deception, but there has only been limited work
on characterizing these effects at the organizational level.

2.4.10 Even Simple Deceptions are Often Quite Complex

In real attacks, things are not so simple as to involve only a single deception element against a
nearly stateless system. Even relatively simple deceptions may work because of complex processes
in the targets.

As a simple example, we analyzed o specific instance of audio surveillance, which is
itself o subclass of attack mechanism called audio/video viewing. In this case, we are
assuming that the attacker is explosting a little known feature of cellular telephones that
allows them to turn on and listen to conversations without alerting the targets. This is a
deception because the attacker is attempting to conceal the listening activity so that the
target will talk when they otherwise might not, and it is a form of concealment because
it is intended to avoid detection by the target. From the standpoint of the telephone, this
is a deception in the form of simulation because it involves creating inputs that cause the
telephone to act in o way 1t would not otherwise act (presuming that it could somehow
understand the difference between owner intent and attacker intent - which it likely can
not). Unfortunately, this has a side effect.

When the telephone is listening to o conversation aend broadcasting it to the attacker it
consumes battery power at o higher rate than when it is not broadeasting and it emits
radio waves that it would otherwise not emit. The first objective of the attacker would
be to have these go unnoticed by the target. This could be enhanced by selective use of
the feature so as to limit the likelihood of detection, again a form of concealment.

But suppose the target notices these side effects. In other words, the inputs do get
through to the target. For example, suppose the target notices that their new batteries
don’t last the advertised 8 hours, but rather last only a few hours, particularly on days
when there are a lot of meetings. This might lead them to various thought processes.
One very good possibility is that they decide the preblem is a bad battery. In this case,
the target’s association function is being misdirected by their predisposition to believe
that batteries go bad and a lack of understanding of the potential for abuse involved in
cell phones and similar technologies. The attacker might enhance this by some form of
additional information if the target started becoming suspicious, and the act of listening
might provide additional information to help accomplish this goal. This would then be
an act of simulation directed against the decision process of the target.

Euven if the target becomes suspicious, they may not have the skills or knowledge required
to be certain that they are being attacked in this way. If they come to the conclusion that
they simply don’t know how to figure it out, the deception is affecting their actions by
not raising it to a level of priority that would force further investigation. This is a form
of concealment causing them not to act.

Finally, even if they should figure out what is taking place, there is deception in the form
of concealment in that the attacker may be hard to locate because they are hiding behind
the technology of cellular communication.

But the story doesn’t really end there. We can also look at the use of deception by
the target as a method of defense. A wily cellular telephone user might intentionally
assume they are being listened to some of the time and use deceptions to test out this
proposition. The same response might be generated in cases where an initial detection has
taken place. Before association to a bad battery is made, the target might decide to take
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some measurements of radio emissions. This would typically be done by a combination
of concealment of the fact that the emissions were being measured and the inducement
of listening by the creation of a deceptive circumstance (i.e., simulation) that is likely to
cause listening to be used. The concealment in this case is used so that the target (who
used to be the attacker) will not stop listening in, while the simulation ts used to cause
the target to act.

The complete analysis of this exchange is left as an exercise to the reader.. good luck. To quote
the immortal Bard:

Oh what a tangled web we weave when first we practice to deceive

2.4.11 Simple Deceptions are Combined to Form Complex Deceptions

Large deceptions are commonly built up from smaller ones. For example, the commonly used 'big
con’ plan [Far98] goes something like this: find a victim, gain the victim’s confidence, show the
victim the money, tell the tale, deliver a sample return on investment, calculate the benefits, send
the victim for more money, take them for all they have, kiss off the victim, keep the victim quiet.
Of these, only the first does not require deceptions. What is particularly interesting about this
very common deception sequence is that it is so complex and yet works so reliably. Those who
have perfected its use have ways out at every stage to limit damage if needed and they have a wide
number of variations for keeping the target (called victim here) engaged in the activity.

2.4.12 Knowledge of the Target

The intelligence requirements for deception are particularly complex to understand because, pre-
sumably, the target has the potential for using deception to fool the attacker’s intelligence efforts. In
addition, seemingly minor items may have a large impact on our ability to understand and predict
the behavior of a target. As was pointed out earlier, intelligence is key to success in deception. But
doing a successful deception requires more than just intelligence on the target. To get to high levels
of surety against capable targets, it is also important to anticipate and constrain their behavioral
patterns.

In the case of computer hardware and software, in theory, we can predict precise behavior by
having detailed design knowledge. Complexity may be driven up by the use of large and complicated
mechanisms (e.g., try to figure out why and when Microsoft Windows will next crash) and it may
be very hard to get details of specific mechanisms (e.g., what specific virus will show up next).
While generic deceptions (e.g., false targets for viruses) may be effective at detecting a large class
of attacks, there is always an attack that will, either by design or by accident, go unnoticed (e.g.,
not infect the false targets). The goal of deceptions in the presence of imperfect knowledge (i.e.,
all real-world deceptions) is to increase the odds. The question of what techniques increase or
decrease odds in any particular situation drives us toward deceptions that tend to drive up the
computational complexity of differentiation between deception and non-deception for large classes
of situations. This is intended to exploit the limits of available computational power by the target.
The same notions can be applied to human deception. We never have perfect knowledge of a human
target, but in various aspects, we can count on certain limitations. For example, overloading a
human target with information will tend to make concealment more effective.

Ezample: One of the most effective uses of target knowledge in a large-scale deception
was the deception attack against Hitler that supported the D-day invasions of World War
II. Hitler was specifically targeted in such a manner that he would personally prevent the
German military from responding to the Normandy invasion. He was induced not to act
when he otherwise would have by a combination of deceptions that convinced him that
the invasion would be at Pas de Calais. They were so effective that they continued to
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work for as much as o week after troops were inland from Normandy. Hitler thought
that Normandy was a feint to cover the real invasion and insisted on not moving troops
to stop it.

The knowledge involved in this grand deception came largely from the abilities to read
German encrypted Enigma communications and psychologically profile Hitler. The abil-
ity to read ciphers was, of course, facilitated by other deceptions such as over attribution
of defensive success to radar. Code breaking had to be kept secret to in order to prevent
the changing of code mechanisms, and in order for this to be effective, radar was used
as the excuse for being able to anticipate and defend against German attacks. [Kah67]

Knowledge for Concealment The specific knowledge required for effective concealment is de-
tails of detection and action thresholds for different parts of systems. For example, knowing the
voltage used for changing a 0 to a 1 in a digital system leads to knowing how much additional signal
can be added to a wire while still not being detected. Knowing the electromagnetic profile of target
sensors leads to better understanding of the requirements for effective concealment from those sen-
sors. Knowing how the target’s doctrine dictates responses to the appearance of information on a
command and control system leads to understanding how much of a profile can be presented before
the next level of command will be notified. Concealment at any given level is attained by remaining
below these thresholds.

Knowledge for Simulation The specific knowledge required for effective simulation is a com-
bination of thresholds of detection, capacity for response, and predictability of response. Clearly,
simulation will not work if it is not detected and therefore detection thresholds must be surpassed.
Response capacity and response predictability are typically for more complex issues.

Response capacity has to do with quantity of available resources and ability to use them ef-
fectively. For computers, we know pretty well the limits of computational and storage capacity as
well as what sorts of computations can be done in how much time. While clever programmers do
produce astonishing results, for those with adequate understanding of the nature of computation,
these results lead clearly toward the nature of the breakthrough. We constantly face deceptions,
perhaps self-deceptions, in the proposals we see for artificial intelligence in computer systems and
can counter it based on the understanding of resource consumption issues. Similarly, humans have
limited capacity for handling situations and we can predict these limits at some level generically and
in specific through experiments on individuals. Practice may allow us to build certain capacities to
an artificially high level. The use of automation to augment capacities is one of the hallmarks of
human society today, but even with augmentation, there are always limits.

Response predictability may be greatly facilitated by the notions of cybernetic stability. As long
as we don’t exceed the capaci