
SANDIA REPORT 

Hydrogen and 

Prepared by 
Sandi  National Laboratories 
Albuquerque, New Mexico 87185 and Livermote, California 94550 

Sandia is a multiprogram laboratory operated by Sandia Corporation, 
a Lockheed Martin Company, for the United States Department of Energy's 
National Nuclear Security Administration under Contract DE-AC04-94AL85000. 

Approved for public release; further dissemination unlimited. 

Q Sandia National Laboratories 



Issued by Sandia National Laboratories, operated for the United States Department of Energy by 
Sandia Corporation. 

NOTICE: This report was prepared as an account of work sponsored by an agency of the United 
States Government. Neither the United States Government, nor any agency thereof, nor any of 
their employees, nor any of their contractors, subcontractors, or their employees, make any 
warranty, express or implied, or assume any legal liability or responsibility for the accuracy, 
completeness, or usefulness of any information, apparatus, product, or process disclosed, or 
represent that its use would not infringe privately owned rights. Reference herein to any specific 
commercial product, process, or service by trade name, trademark, manufacturer, or otherwise, 
does not necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government, any agency thereof, or any of their contractors or subcontractors. The 
views and opinions expressed herein do not necessarily state or reflect those of the United States 
Government, any agency thereof, or any of their contractors. 

Printed in the United States of America. This report has been reproduced directly from the best 
available copy. 

Available to DOE and DOE contractors from 
U.S. Department of Energy 
Office of Scientific and Technical Information 
P.O. Box 62 
Oak Ridge, TN 3783 1 

Telephone: (865)576-8401 
Facsimile: (865)576-5728 
E-Mail: reuorts@?adonis.osti.gov 
Online ordering: httt,:/lwww.doe.rrov/brid.~e 

Available to the public from 
U.S. Department of Commerce 
National Technical Information Service 
5285 Port Royal Rd 
Springfield, VA 22161 

Telephone: (800)553-6847 
Facsimile: (703)605-6900 
E-Mail: orders@,ntis.fedworld.nov 
Online order: ht~://www.ntis.lzov/helD/ordermethods.as~?loc=7-4-O#online 

http://reuortsO.adonis.osti.gov
http://fedworld.gov


SAND2003-3613 
Unlimited Release 

Printed December 1,2003 

Equations of State for 
Hydrogen and Deuterium 

Gerald I. Kerley, Consultant 
Kerley Technical Services 

P.O. Box 709 
Appomattox, VA 24522-0709 

Abstract 

This report describes the complete revision of a deuterium equation of state (EOS) 
model published in 1972. It uses the same general approach as the 1972 EOS, i.e., 
the so-called "chemical model," but incorporates a number of theoretical advanc- 
es that have taken place during the past thirty years. Three phases are included: a 
molecular solid, an atomic solid, and a fluid phase consisting of both molecular 
and atomic species. Ionization and the insulator-metal transition are also includ- 
ed. The most important improvements are in the liquid perturbation theory, the 
treatment of molecular vibrations and rotations, and the ionization equilibrium 
and mixture models. In addition, new experimental data and theoretical calcula- 
tions are used to calibrate certain model parameters, notably the zero-Kelvin iso- 
therms for the molecular and atomic solids, and the quantum corrections to the 
liquid phase. The report gives a general overview of the model, followed by de- 
tailed discussions of the most important theoretical issues and extensive compari- 
sons with the many experimental data that have been obtained during the last 
thirty years. Questions about the validity of the chemical model are also consid- 
ered. Implications for modeling the "giant planets" are also discussed. 
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Symbols and Units 

Symbols and Units 

density [g/cm3] 

specific volume, V = l / p  [cm3/g] 

temperature [KJ 
pressure [GPa] 

specific internal energy [MJ/kg] 

Helmholtz free energy [MJkg] 

entropy ~MJ@g-KII 

isothermal bulk modulus, K = p(aP/dp)T [GPa] 

atomic or molecular weight [g/mole or kg&-mole] 

atomic number [unitless] 

Boltzmann's constant [1.38066xl 0-29 M J m  

1 /kT  

Avogadro's number [6.02214xl 023 mole-' = 6.0221 4x1 @6 (kg-mok)-'] 

gas constant [R = Nok = 8.31 451x1 o - ~  MJkg-mole-Kj 

Planck's constant [6.62608~1 0-40 MJ-s] 

Griineisen parameter [unitless] 

Debye or Einstein temperature [KJ  
sound velocity [ M s ]  

shock velocity [km/s] 

particle velocity [km/s] 
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1. lntroduction 

This report discusses new equations of state (EOS) for hydrogen (H2) and deuteri- 
um (Dz). These new EOS were constructed using an updated version of a D2 EOS 
model originally developed in 1972 [I]-[3]. The current work employs essentially 
the same approach, but it incorporates refinements to the theory as well as new 
experimental data that have become available during the last thirty years. 

The old D2 EOS, described in Refs. [I]-[3], is often called the "Sesame EOS." How- 
ever, it actually predated the Sesame library by several years and did not use the 
approximations that were often made in generating EOS tables during those early 
years.1 It employed two concepts that later came to be known as the "chemical 
model" and the "linear mixing approximation. " 

We will refer to the original model as the "1972 EOS" in this report. It was con- 
structed using a multiphase, multicomponent, chemical equilibrium model that 
included dissociation, ionization, and the insulator-metal transition. The general 
approach can be summarized as follows. 

Separate EOS were constructed for the molecular solid, the monatomic 
soiid, the molecular fluid, and the monatomic fluid. They were com- 
bined into a single table using the principles of phase transitions and 
chemical equilibrium. 
The EOS for the molecular solid included contributions from the zero- 
Kelvin isotherm, lattice vibrations, and internal vibration and rotation. 
The EOS for the monatomic solid included contributions from the zero- 
Kelvin isotherm, lattice vibrations, and thermal electronic excitation and 
ionization. The insulator-metal transition was built into the zero-Kelvin 
and thermal electronic terms. 
The EOS for the molecular and atomic fluids were constructed from a 
variational theory of liquids called the CRIS model [11.~ The fluid EOS 
also included the same vibrational-rotational and thermal electronic 
terms as in the solid EOS. 
The EOS for the molecular and atomic fluids were combined into a sin- 
gle EOS for the fluid phase using the linear-mixing approximation and 
the assumption of chemical equilibrium. The model predicted a transi- 
tion from a molecular fluid to a metallic atomic fluid at high pressures 
but did not predict phase separation between the two constituents in the 
fluid phase. 

1. The term "Sesame" does not refer to any particular EOS model. It refers to a database of 
EOS that have been constructed using a variety of models and put into tabular form, pri- 
marily for use in hydrocode calculations. The new EOS tables discussed in this report have 
also been tabulated in the Sesame format and so are also "Sesame EOS." 
2. In fact, the CRIS model was originally developed for use in the deuterium EOS, espe- 
cially the atomic fluid. 
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Of course, the EOS of hydrogen has continued to be the subject of much experi- 
mental and theoretical work during the last thirty years.1 Experimental tech- 
niques can now access much higher pressures-an order of magnitude higher for 
shock wave methods [4]-[lo], two orders of magnitude higher for static methods 
[l 11 [12]. A number of alternative chemical models have also appeared [13] - [17]. 
There have been many quantum-mechanical calculations for various structures of 
the molecular and atomic phases [18]-[21]. Improvements in computers and com- 
putational methods now allow ab initio numerical computation of the EOS surface 
over a wide range of densities and temperatures [22]-[27]. Almost all of this work 
has validated the basic concepts and approach used in the 1972 EOS model. 

There is one exception that is still an area of controversy. In 1997-98, a group at 
Lawrence Livermore National Laboratory reported deuterium Hugoniot data at 
pressures 25-400 GPa, obtained using the Nova laser [28]-[30]. Those experiments 
gave shock compressions as much as 45% higher than predicted by the 1972 EOS. 
Later experiments using the Nike laser at the Naval Research Laboratory gave 
similar results 1311 [32]. Many papers have since appeared to offer explanations for 
the discrepancy and models that are in better agreement with the laser data. 

However, recent theoretical and experimental research has cast doubt on the va- 
lidity of the laser results. Ab initio numerical calculations do not reproduce the 
large shock compressions, agreeing much better with the 1972 EOS [22]-[27]. That 
work strongly suggests that the Nova and Nike laser data are inconsistent with an 
equilibrium theory of the shock behavior. 

Even more important, recent Hugoniot experiments on D2 contradict the laser re- 
sults and are in good agreement with both the 1972 EOS and the ab initio calcula- 
tions. Knudson, et al. [6][7], have obtained data at pressures in the range 20-100 
GPa, using magnetically-driven flyers generated by the 2-machine at Sandia Na- 
tional Laboratories. The flyer technique generates a steady, flat-topped shock over 
a longer time interval than was available in the laser experiments; therefore these 
data are more accurate than the Nova/Nike laser data. Trunin, et al. [9], and Be- 
lov, et al. [lo], have used spherically-converging shock generators to obtain Hugo- 
niot data for liquid and solid deuterium at pressures near 60 GPa. Their data are 
consistent with the Sandia flyer data, the 1972 EOS, and the ab initio calculations. 
Recent laser experiments using impedance matching methods, not yet published, 
are also reputed to be in general agreement with the data in Refs. [6]-[lo]. 

Nellis [33] has also noted that the high compressions reported in the Nova laser 
experiments are inconsistent with the behavior seen in other diatomic molecules. 
The more recent experiments [6] - [lo], the 1972 EOS, and the ab initio calculations 

1. Hundreds of publications on this subject have appeared in the last thirty years. We will 
not try to summarize all of this work. The references given here are the ones most relevant 
to the present study. 

EOS of Hydrogen and Deuterium 



Introduction 

are all reasonably consistent with Hugoniot data for other diatomics. Nellis also 
discusses possible causes of experimental error in the laser experiments. 

We believe it is now clear that the Nova/Nike laser data in Refs. [28]-[32] either 
contain systematic errors or nonequilibrium effects that have not yet been identi- 
fied. We will proceed on that assumption in the present work. Arguments in sup- 
port of this conclusion are discussed in Appendix A. 

Since the 1972 model is in fairly good agreement with all of the other data, as well 
as the ab initio calculations, we will also assume that no major conceptual changes 
are necessary1 However, a number of refinements and improvements are needed. 
The new calculations were made using the PANDA code [34], a more modern 
EOS program developed and used for modeling many other materials during the 
intervening years. PANDA includes significant improvements to the liquid model 
[35]-[38], the mixture model [39][40], and the ionization equilbrium model 
[41] [42]. In addition, more recent experimental and theoretical results can be used 
to give a better description of the zero-Kelvin isotherms for both the molecular 
and metallic phases. When all of these changes are included, the new calculations 
give better agreement with the recent shock wave data and ab initio  calculation^.^ 

The remainder of this report is organized as follows. 
Section 2 discusses the chemical model and addresses questions about 
its validity at high densities. 
Section 3 gives a broad overview of the theoretical model. 
Section 4 discusses the zero-Kelvin isotherms for the molecular and 
atomic solids. 
Section 5 discusses the lattice-dynamical terms in the solid EOS. 
Section 6 discusses the fluid perturbation theory (CRIS model) and pre- 
sents a new model for the quantum corrections. 
Section 7 discusses the treatment of internal molecular vibrations and 
rotations, with emphasis on anharmonicity and density effects. 
Section 8 discusses the ionization equilibrium model, used for comput- 
ing the thermal electronic terms in the EOS. 
Section 9 discusses the mixture/chemical equilibrium model and the ef- 
fects of partial immiscibility between molecules and atoms. 
Section 10 compares the model predictions with experimental data. 
Conclusions and recommendations are given in Section 11. 

1. Despite the success of the 1972 EOS in matching the data obtained in the subsequent 
thirty years, chemical models are still criticized as being inappropriate at high pressures. 
These criticisms will be addressed in Section 2. 
2. Some of this work has already been discussed elsewhere. The improved liquid model 
was applied to molecular hydrogen and deuterium in Refs. [37] and [38], but a completely 
new EOS table was not generated at that time. A completely new deuterium table was gen- 
erated in 1998, for presentation at a meeting in Livermore. CA, but that work was not pub- 
lished. The present work includes many improvements to the 1998 model. 
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2. The Chemical Model 

The present work is based upon the "chemical picture" of matter, in that it as- 
sumes the existence of distinguishable chemical species-molecules, atoms, elec- 
trons, and ions. A number of recent papers have challenged the validity of this 
picture, especially at high densities. Proponents of the so-called "physical pic- 
ture" correctly observe that electrons and nuclei are the only fundamental parti- 
cles in quantum statistical mechanics. According to this view, ab initio numerical 
methods are necessary for an accurate description of high-density matter. 

The harshest critics of the chemical picture insist that high-density matter is best 
regarded as a "soup" of electrons and nuclei and that "molecules" and "atoms" 
are artificial, even naive, concepts. Since the present work invokes the chemical 
picture, these comments must be addressed. Our view can be summarized as fol- 
lows: 

The "soup" picture is indeed correct at very high densities; in fact, it is 
the high-density limit of our model. 

r Molecular concepts are still useful at the densities typically encountered 
in the shock regime, including reflected shocks. 
However, chemical models do need to account for perturbations that 
lead to the instability of molecular vibrations at high densities. 

It is important to recognize that Ha and D2 molecules are not simply geometrical 
accidents in which two atoms are temporarily trapped by mutual attractive forces. 
Molecules are the result of covalent bonds, localized electronic states in which 
electrons with paired spins are shared by two atoms.' Because bonds are localized 
states, the interactions between electrons within a bond is much stronger than the 
interactions among electrons in diiferent bonds. As a result, molecules do not auto- 
matically dissociate when they come in contact with other atoms and molecules. 
Dissociation involves an electronic transition, e.g., to an antibonding state. 

Experimental data show that hydrogen and deuterium remain molecular solids at 
pressures up to 200 GPa (at room temperature)-over ten-fold compression rela- 
tive to liquid density. Spectroscopic measurements show that the molecular vibra- 
tional frequency is within 10% of that for the gas phase and that the molecules still 
rotate at high densities [ll] [12]. These observations show that the molecules are 
true chemical entities, not simply pairing of atoms in the unit cell. At higher pres- 
sures, both materials undergo a transition to a new molecular phase, though the 
vibrational frequency is more strongly perturbed and the molecules appear to be 
orientationally ordered. The new phase is stable to the highest pressure yet stud- 

1. The description of localized electronic states continues to be a difficult problem in theo- 
ries of dense matter. Theories that give good results for delocalized states are often inaccu- 
rate for localized states, and vice versa. 
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ied, 342 GPa-13 times liquid density [43]. Moreover, the transition pressure in- 
creases with temperature, showing that higher temperatures favor the more 
conventional molecular structure. 

The solid data prove that density effects, by themselves, do not destabilize mole- 
cules at compressions less than ten-fold. By contrast, single shock experiments 
achieve a maximum compression of about 4.2, while reflected shock experiments 
have achieved compressions close to 8. Hence, molecular concepts are meaningful 
and useful throughout the entire range of shock phenomena. 

This observation appears to contradict the results of some ab initio calculations at 
high temperatures, which suggest that molecules lose their identity at much low- 
er densities. These calculations fall into two main categories. 

Density Functional Theory-Molecular Dynamics (DFT-MD) [23] [24]: 
This approach employs several approximations. The electron and ion 
motions are decoupled by an extension of the Born-Oppenheimer (BO) 
approximation to finite temperatures.' The electronic free energy is 
computed using an approximate density functional that includes gradi- 
ent corrections. The ion motion is assumed to be classical and is comput- 
ed using molecular dynamics. 
Path Integral Monte Carlo (PIMC) [25]-[27]: This approach does not 
make any of the above approximations and is exact in principle. Howev- 
er, it suffers from numerical problems associated with the cancellation of 
large positive and negative terms that arise in fermion systems. This dif- 
ficulty requires the use of numerical techniques that reduce its accuracy 
at low temperatures. 

The ab initio calculations have played a very valuable role in understanding the 
hydrogen EOS. However, it should be recognized that these methods are still not 
exact. Thus far, neither method has given satisfactory agreement with the experi- 
mental Hugoniot data at pressures below 20 GPa, where the shock temperature is 
too low to cause significant molecular diss~ciation.~ 

Militzer and Ceperley showed that PIMC calculations for hydrogen were in good 
agreement with the chemical model of Saumon and Chabrier at densities from 
9.83x10-' to 0.153 g/cm3 (twice the liquid density) and temperatures from 5000 to 
250,000K [26] .3 These results show that the chemical picture is not necessarily in- 

1. The original BO approximation applies only to a single electronic state [44]. The nuclei 
are held fixed while solving the Schrodinger equation for the electrons; the electronic 
energy, which depends on the nuclear positions, is then used as the potential for the nuclear 
motion. In the finite temperature version 1451, the nuclei are held fixed while computing 
the free energy, both a spatial and thermal average over all electronic states; the electronic 
free energy is then used as the potential for the nuclear motion. The accuracy of this 
approximation apparently has not been studied. 
2. We expect that these difficulties can and will be overcome eventually. 
3. The Saumon-Chabrier model also agrees well with our 1972 EOS in this regime [14]. 
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consistent with the physical picture, even if the latter is more fundamental. Mil- 
itzer and Ceperley did observe small deviations at the highest densities, which 
they attributed to inaccuracies in the chemical picture. (We will show that our 
model gives good agreement with their calculations in Sec. 10.) 

Galli, et al., used the DFT-MD method to study deuterium at four- and six-fold 
compressions and at temperatures from 5000 to 10,000K [24]. They found that 
molecules have short lifetimes at high densities-only one vibrational period in 
some cases. Their interpretation of these results was that such "molecules" are lit- 
tle more than brief encounters between individual atoms, not real chemical enti- 
ties as at lower densities. But there are two reasons for disputing this conclusion. 
a Short molecular lifetimes do not necessarily contradict the chemical pic- 

ture. At equilibrium, the rates of formation and dissociation of mole- 
cules must be equal. Therefore, the equilibrium EOS is determined by 
the total number of molecules present at a given instant, not the lifetimes 
of individual molecules. Molecules can make a significant contribution 
to the partition function even if they are short-lived.' 
The DFT-MD method is likely to underestimate the stability of mole- 
cules at high densities. The approximate density functional and the ex- 
pansion of the electronic states as plane waves should not be expected to 
describe localized molecular bonding accurately [46]. The classical de- 
scription of the molecular vibrations and rotations may also be a source 
of error. Finally, extension of the BO approximation to thermal averages 
may not be accurate when the electron and ion degrees of freedom are 
strongly coupled, as they are in molecules. (See Sec. 7.4 for further dis- 
cussions.) 

However, it can be shown that ultra-high densities do destabilize molecular vibra- 
tions. In fact, this effect was included in our 1972 EOS model [Z]. The argument, 
discussed further in Sec. 7, is as follows. Because of anharmonicity in the intramo- 
lecular potential, only a finite number of rotational and vibrational states can ex- 
ist; the highest allowed levels are determined by the dissociation energy. The 
effective dissociation energy decreases with increasing density, giving fewer al- 
lowed vibrational states. According to the model used in the present work, the 
dissociation energy drops to zero at 23 times liquid density. At higher densities, 
no vibrational states are available, and molecules are not allowed. The level cutoff 
also affects the contribution of molecules at high temperatures, favoring dissocia- 
tion. Chemical models that do not account for vibrational destabilization will not 
give the correct limit-the electron-ion "soupy'-at high densities. But chemical 
models can be expected to give a realistic description of matter, even at ultra-high 
densities, if the effect of vibrational destabilization is included. 

1. An analogous situation occurs in the ionization equilibrium of high-Z elements. 
Autoionizing states (multiple electron excitations having energies above the normal ioniza- 
tion limit) have short lifetimes but make large contributions to the partition function. 
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3. Model Overview 

As already noted, the EOS model used here is essentially a refinement of that used 
in our 1972 EOS. It includes three phases-a molecular solid, an atomic solid, and 
a fluid phase that allows both molecular and atomic chemical species. Separate 
EOS tables were constructed for the molecular solid, the molecular fluid, the 
atomic solid, and the atomic fluid. A single EOS table for the fluid phase, account- 
ing for dissociation, was computed using the PANDA mixture/chemical equilib- 
rium model. The multiphase EOS table was then assembled from the EOS tables 
for the fluid phase and the two solid phases, using the PANDA phase transition 
model. The EOS for the atomic fluid includes electronic excitation and ionization, 
so that the model is valid at arbitrarily high temperatures and densities. 

The primary emphasis in this work is given to the properties of the fluid phase, 
the phase most important to dynamic experiments and applications. The molecu- 
lar solid is represented by a single phase; we have not included the solid phases 
that have been discovered in recent diamond anvil experiments at very high pres- 
sures, at and below room temperature [11].l Neither have we attempted to model 
anharmonic effects on the solid behavior, requiring only reasonable agreement 
with the solid data and the melting curves of the two isotopes. 

In this section, we will give a broad overview of the model and how its parts fit 
together. Detailed discussions about different aspects of the theory and model pa- 
rameters are given in Sections 4-9. Section 9 also discusses the importance of 
chemical species other than molecules and atoms in the fluid phase. The model 
predictions are discussed and compared with experiment in Sec. 10. 

3.1 Solid Phases 

The thermodynamic functions for the molecular and atomic solids were ex- 
pressed as sums of terms that were assumed to be separable and additive: 

The subscript c denotes the zero-Kelvin curve, which is discussed in Sec. 4. The 
subscript I denotes contributions from lattice vibrations, discussed in Sec. 5. The 

1. These phases could be included in our EOS, but we are not aware of any demand for this 
extension of our model. Therefore, we have chosen to devote our time to issues of greatest 
relevance to the dynamic experiments and applications. 

EOS of Hydrogen and Deuterium 15 



Model Overview 

subscript vr denotes contributions from molecular vibration and rotation, which 
were included only for the molecular phase; these terms are discussed in Sec. 7. 
The subscript e denotes contributions from thermal electronic excitations, which 
were included only for the atomic phase; these terms are discussed in Sec. 8. In or- 
der to give a consistent energy zero for all phases, the constants AEo were chosen 
to give zero enthalpy for the molecular gas at room temperature (298K) and atmo- 
spheric pressure (1.0 135 x 1 o - ~  GPa) . 

3.2 Molecular and Atomic Fluid Phases 

Our model for the fluid phases differs from that for the solid phases in an impor- 
tant way: contributions from the zero-Kelvin isotherm and the thermal motion of the mol- 
ecules are not treated as separable and additive. In fluids, the molecules have sufficient 
thermal energy to escape the local potential wells around the equilibrium solid 
lattice positions, giving rise to a random structure. Therefore, fluid theories re- 
quire a different approach than solid theories. Our calculations employ liquid per- 
turbation theory-a version called the CRIS model [36] [38]-that has been shown 
to give very good results for all kinds of fluids. 

Using this theory, the thermodynamic functions for the molecular and atomic flu- 
ids were given by the following expressions. 

Here the subscript $ denotes the contributions from the intermolecular forces and 
the thermal motions of the molecular centers of mass, which is computed from 
the CRIS model, which is discussed in Sec. 6. The subscript vr denotes the contri- 
bution from the molecular vibration and rotation (molecular fluid only), and e de- 
notes the contribution from thermal electronic excitations (atomic fluid only); 
these two terms are the same as for the solid phases and are discussed in Secs. 7 
and 8, respectively. The constants AEo were chosen to give zero enthalpy for the 
molecular gas at room temperature and atmospheric pressure, just as for the solid 
phases. 

3.3 The Fluid Mixture 

The fluid model discussed above, Eqs. (4)-(6), describes the EOS for a single 
chemical component, either molecules or atoms. The PANDA mixture model was 
used to construct the EOS for the multicomponent fluid. Separate EOS tables were 
first constructed for each chemical constituent in the mixture. An EOS for the mix- 
ture was then constructed using the ideal mixing approximation, the chemical 
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composition at each density and temperature being determined from the princi- 
ple of chemical equilibrium. The mixture model is discussed in Sec. 9. 

3.4 The Multiphase EOS 

The PANDA phase transition model was used to construct the final multiphase 
EOS. Separate EOS tables were first constructed for the molecular solid, the atom- 
ic solid, and the multicomponent fluid. PANDA computes the phase boundaries 
by locating the pressure-temperature points at which the Gibbs free energies of 
two or more phases are equal, then constructs the final multiphase table. (See Sec. 
11 of the PANDA manual for further details.) 

3.5 The Final EOS Tables 

The hydrogen EOS was tabulated on a grid of 95 density points, from 0.0 to 50 g/ 
cm3, and 80 temperature points, from 5 to 1 . 0 ~ 1 0 ~  K. The density-temperature 
points were selected to resolve structure in the EOS, including the vapor-liquid 
coexistence region. Maxwell constructions were included at temperatures from 
the boiling point, 20.39K, to the calculated critical point, 31.71K, leaving a tension 
region at low temperatures. The material number is 5250. 

The deuterium EOS was tabulated on a similar density-temperature grid, but the 
density range is from 0.0 to 100 g/cm3. Maxwell constructions were included at 
temperatures from the boiling point, 23.10K. to the calculated critical point, 
38.80K. The material number is 5260. 
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4. Zero-Kelvin lsotherms 

In our 1972 model, the zero-Kelvin isotherm for the molecular phase was con- 
structed from the static data of Stewart [47] and the calculations of Liberman [48], 
while that for the atomic phase was constructed from the calculations of Neece, et 
al. [49] and Bardeen [50]. In this work, we have used more current information to 
construct new isotherms for the two phases-the molecular isotherm was con- 
structed from the static data of Anderson and Swenson [51] and Loubeyre, et al. 
[52], while the atomic isotherm was constructed from the calculations of Ceperley, 
et al. [19] [21]. The changes to the isotherms result in significant differences be- 
tween the new model and the 1972 EOS. 

Two points should be clarified before beginning the discussion. First, the zero- 
Kelvin isotherms needed for our models must include only the contributions from 
the intermolecular forces. The contributions from the molecular motions, includ- 
ing zero-point vibrations, are taken into account elsewhere in both the solid and 
liquid models. Hence, corrections for the zero-point energy and pressure must be 
made to the experimental data used in constructing the isotherms.' 

Second, we assume that the intermolecular forces for hydrogen and deuterium 
are identical for all practical purposes. It follows that the isotherms for both iso- 
topes are identical when expressed in terms of mole units instead of mass units. 
Hence the same parameters are used for both isotopes, except for scaling by the 
ratio of the molecular weights. (Specifically, the density of deuterium at a given 
pressure is 1.998 that for hydrogen, while the specific internal energy (per unit 
mass) is 0.5004 that for hydrogen.) 

Of course, molecular weight scaling is exact only for the zero-Kelvin isotherms. It 
is not exact after the molecular motions are taken into account [53]. 

4.1 Molecular Phase 

The zero-Kelvin isotherm for the molecular phase was constructed in two parts. 
At low pressures, we used the so-called EXP-N option in PANDA (Sec. 3.4 of Ref. 
[34]). The pressure and energy are given by 

1. Note that the zero-point corrections were also included in our 1972 model. 
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where q = p / p o ,  po and EB are the density and binding energy at zero pressure, 
and a and v are constants. The exponential terms in Eqs. (7) and (8) represent the 
contributions from repulsive forces, which are controlled by the parameter a; this 
constant is related to the bulk modulus at zero pressure by 

The terms involving qv represent the contributions from attractive forces. At 
large separations, the attractive terms can be expressed in a multipole expansion 
in inverse powers of the intermolecular distance [54]. For non-polar molecules, 
the leading term in this expansion varies as the 6th power, corresponding to v = 
2.0. However, Silvera and Goldman [54] have noted that 8th, 9th, and 10th power 
terms are also important for the hydrogen isotopes, suggesting that a larger value 
of v would be appropriate. 

In this work, we chose the parameters po , EB , and KO by fitting the static com- 
pression data for solid Hz and D2 [51] [52] (after correcting for the zero-point ener- 
gy). We found that v = 2.5 gave better results for the liquid and vaporization 
properties than v = 2.0. Our parameters for the two isotopes are as follows. 

HZ po = 0.1335 g/cm3 EB = 1.30 MJ/kg KO = 1.15 GPa v = 2.5 

D2 po = 0.2668 g/cm3 EB = 0.6505 MJ/kg KO = 1.15 GPa v = 2.5 

The EXP-N formula does not give satisfactory results at high pressures because it 
does not have the correct asymptotic form as p -+ -. (The exponential term ap- 
proaches a constant value with increasing density, while the magnitude of the at- 
tractive term continues to increase.) Equation (7) gives good agreement with the 
static high-pressure data for solid Hz and D2 up to about 14 GPa, where it begins 
to underestimate the pressure. 

In order to remedy the high-density problem, the PANDA code offers a formula 
known as the "TFD match" (Sec. 3.6 of Ref. [34]). At densities greater than a user- 
specified value p, , the energy is given by 

where E T ( p )  is a fit to the energy obtained from Thomas-Fermi-Dirac (TFD) theo- 
ry, and the constants bo - bj  are determined by requiring continuity of the energy, 
the pressure, and the first two density derivatives of the pressure. 

Hence p, is the only input variable for this expression. The high-pressure portion 
of the cold curves for Hz and D2 are quite sensitive to this parameter. The values 
used in this work were p, = 0.285 g/cm3 for HZ and p, = 0.57 g/cm3 for Dz. 
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Figure 1 compares our model fits with 
experimental static compression data 
for solid Hz. The crosses are from 
Anderson and Swenson at 4.2K [51], 
while the circles are from Loubeyre, et 
al., at 300K [52]. In order to compare 
with the experimental data, the lattice- 
dynamical terms (Sec. 5) were also in- 
cluded in computing the model 
curves, shown by solid and dashed 
lines, respectively. 

lo0 : A - The calculations of Liberman 1481 
(which do not include the lattice-dy- . ,,-I . ,O I 

1U 1 V  

namical terms) are shown by triangles Density (g/cc) 
in Fig. 1. His work, first reported in 

Fig. 1. Static compression curves for 197 1. has received little attention in ,ole,,Iar hydrogen. Experiment: c r o s s e s  
the literature. His isotherm is some- 4.2K 1511, circles-300K 1521. Model 
what stiffer than the most recent data, calculat'io~ are shown by solid and dashed 
but the agreement is impressive in curves. Triangles are calculations of 

Liberman [48]. 
view of the fact that it preceded the ex- 
periments by 25 years. Liberman's cal- 
culations were used to construct the zero-Kelvin curve in our 1972 EOS model. 

The results for D2 are virtually identical to those for Hz, except for a factor of two 
in density. 

Our model parameters give a slightly stiffer static compression curve than that re- 
ported by Loubeyre, et al. [52]--roughly 4% lower in density at the highest pres- 
sure. This result represents a compromise between matching the static and shock- 
wave data. Better agreement with the static data can be obtained using a larger 
value of p, . However, a softer cold curve gives unsatisfactory agreement with the 
Hugoniot data. 

Because the shock-wave data correspond to the fluid phase, some stiffening of the 
solid cold curve can be justified on theoretical grounds. Loubeyre, et al., note that 
the c/a ratio for solid hcp hydrogen deviates from the ideal value, 1.633, decreas- 
ing with increasing pressure. They attribute this effect to orientational ordering; 
the density would be expected to decrease if the molecules were rotating freely. 
When the c-axis is expanded to give the ideal value, the density decreases by 
about 3% at the highest pressure. There is also a small negative zero-point pres- 
sure term that arises from the decrease in vibron frequency with density at high 
pressures. When both of these corrections are included, the resulting cold curve is 
quite close to that used in our model. 
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Unfortunately, the above argument does not completely resolve the discrepancy 
between the static and shock-wave data within the framework of our model. Per- 
fect agreement with shock data would require an even stiffer cold curve, one close 
to the calculations of Liberman (as used in the 1972 EOS). But we cannot justify 
such a stiff cold curve in light of the static data. However, the parameters used 
here still give acceptable agreement with the Hugoniot data, as shown in Sec. 10. 

4.2 Atomic Phase 

Because there are no experimental data for the atomic solid phases, it is necessary 
to rely on theoretical calculations of the cold curves. Many calculations have been 
performed during the last thirty years, but there is a startling lack of agreement 
among them. Uncertainties in the exchange-correlation potential and treatment of 
the coupling between the electron and proton motions contribute to the theoreti- 
cal difficulties [55] [56]. 

Min, et al. [18], and Barbee, et al. 1201, computed the cold curve for the sc, bcc, and 
fcc phases of atomic hydrogen using the local density approximation (LDA) for 
the exchange-correlation potential. Min, et al., obtained zero-pressure densities 
0.54-0.56 g/cm3 and binding energies 99-114 MJ/kg, depending on lattice struc- 
ture (when zero-point motion is not included). Barbee, et al., obtained similar 
densities but much lower binding energies, 79-95 MJ/kg. 

Ceperley and Alder (CA) [19] used the quantum Monte Car10 (QMC) method to 
compute the cold curves for the same three phases. They performed calculations 
in which the electron and proton motions were completely coupled (the dynamic 
lattice) and also where the proton motion was suppressed (the static lattice). Their 
results for the static lattice were significantly different from those obtained with 
the LDA model-a zero-pressure density of 0.6 g/cm3 and binding energy of 69 
MJ/kg. 

Because the QMC method is nominally exact, CA asserted that their calculations 
were more accurate than the LDA predictions. In practice, however, the accuracy 
of their method is determined by several factors-including the use of a trial 
wavefunction to fix the position of the fermion nodes, and the limitation to a rela- 
tively small number of particles per unit cell. Careful procedures were used to ex- 
trapolate the finite-number results to an infinite number of particles, but the 
corrections were very large. 

Subsquently, Natoli, et al. 1211, repeated the QMC calculations using a much bet- 
ter trial wavefunction to fix the nodes. Unfortunately, they only presented results 
at single density, 1.2 &cm3, well above the zero-pressure point, focusing primari- 
ly on differences between various lattice structures. For the bcc phase, the energy 
was roughly 10 MJ/kg lower than that reported by CA at the same density. A shift 
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of -10 MJ/kg in the energy would bring the binding energy close to the results of 
Barbee, et al. The changes in the trial function had less effect on the pressure and 
the difference between the static and dynamic curves. 

It is clear that more theoretical and calculational work is needed to determine the 
cold curves for the atomic solids with confidence. In the meantime, we have used 
the CA calculations, adjusted as follows: CA give an analytic formula for the ener- 
gy vs. density for the dynamic lattice, with parameters fit to the numerical calcu- 
lations (Eq. 11 of Ref. [19]). We modified two of the three fit parameters to obtain 
better agreement with the energy and pressure reported by Natoli, et al., for the 
bcc lattice at 1.2 g/cm3. (The new values were dl,  d2, d3 = -0.2078, 0.0437, -0.0301, 
compared with -0.2166,0.0566, -0.0301 given by CA.) The energy and pressure for 
the static lattice were computed by subtracting a fit to the CA zero-point term, us- 
ing the formula given in Sec. 6. With these changes, the cold curve comes much 
closer to the LDA results. 

The results were fit to the same expression as for the molecular solids-the EXP-N 
formula, Eqs. (7) and (8), with the high-density TFD match, Eq. (10). Our parame- 
ters for the two isotopes are as follows. 

HI p, = 0.5662 g/cm3 EB = 82.45 MJ/kg KO = 95 GPa v = 1.4 p, = 1.0 g/cm3 

Figure 2 shows the cold curves for sol- 
id atomic hydrogen. Circles are the 
CA calculations with the adjustment 
discussed above; the lower curve is 
for the static lattice (no zero-point mo- 
tion), and the upper curve is for the 
dynamic lattice (with zero-point mo- 
tion). The solid curves are the corre- 
sponding model fits. The LDA 
calculations of Min, et al. [18], are 
shown by diamonds. Squares are the 
TFD results. 

The cold curves for solid atomic deu- 
terium are similar except for a factor 
of 2 in the density. In addition, the off- 
set between the static and dynamic 
curves is a factor of $2 less than for 
hydrogen. 

Density (g/cc) 

Fig. 2. Static compression curves for atomic 
hydrogen. Circles are calculations of 
Ceperley and Alder [19], adjusted as 
discussed in text. Diamonds are calculations 
of Min, et al. [18]. Model calculations are 
shown by solid curves. Squares are TFD 
calculations. 
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5. Lattice-Dynamical Terms 

In our 1972 EOS, the lattice-vibrational terms were computed from the free-vol- 
ume cell model for the molecular phase and the Debye model for the atomic 
phase. The cell model gives a good description of anharmonic effects but does not 
treat quantum effects, such as the zero-point energy. In the present work, the De- 
bye model was used for both phases; it treats the quantum effects but gives a less 
accurate description of anharmonic effects. 

The equations for the Debye model are well-known and will be omitted here. 
(They are given in Sec. 4.2 of the PANDA manual 1341; we used the option that ex- 
cludes lattice vibrations with unrealistically large amplitudes.) The following for- 
mulas (option IGRN=4 in PANDA) were used to treat the density-dependence of 
the Debye temperature O and Griineisen function I'. 

where 0r4 , rref, pref ,  and r are constants. 

5.1 Molecular Solid 

The parameters Oref and TWI for HZ were taken from the measurements of 
Krause and Swenson [57], specifically the value on the melting line at 52K, which 
corresponds to pWf = 0.1245 &cm3. The value of @,,, for Dz was obtained by 
scaling that of Hz according to the square root of the molecular weight. The value 
of z was chosen to give the best possible fit to the melting data of Diatshenko, et 
al. [58]. The resulting values were: 

Note that different values of r were required for the two isotopes, in order to ob- 
tain the best agreement with the melting data. The need for this inconsistency is 
most likely due to the effects of anharmonic behavior on the lattice vibrations. 

5.2 Atomic Solid 

As for the cold curve, there is considerable disparity among the various theoreti- 
cal predictions of the lattice-dynamical motion in atomic hydrogen. Once again, 
the QMC method, used by Ceperley and Alder [19], gives a nominally exact treat- 
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ment of the coupling between the electron and proton motions (at OK). The Debye 
temperature can be computed from the difference between their static and dy- 
namic curves. Moreover, the numerical refinements introduced by Natoli, et al. 
[21], gave the same offset between the static and dynamic curves for the bcc lattice 
at the one density studied.' 

In the present work, we found that Eqs. (11) and (12) give a satisfactory fit to the 
CA results for the zero-point proton motion. The resulting values were: 

As an aside, we note that these values for Oref and Trd agree with the Slater and 
free-volume formulas [34] to within 20%. 

1. Natoli, et al., found significant differences in the zero-point motion for the various lattice 
structures. The phase transitions in solid atomic hydrogen is an interesting issue, but we 
do not address it in this work, because we are focusing primarily on the fluid region. 
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6. The Liquid Model 

The EOS for both the molecular and atomic fluids employ a version of liquid per- 
turbation theory called the CRIS model, originally developed for use in the 1972 
model of deuterium. The original version used a first-order approximation for the 
free energy [I]. The model was later improved to include corrections beyond first 
order, which are especially important for metallic fluids, and quantum correc- 
tions, which are important for the hydrogen isotopes 1361 1381. This improved 
CRIS model has been shown to give good results for a wide variety of liquids- 
molecular 1381 1401 1591 -1611, metallic [62]- 1661, non-metallic 1421, and ionic 1671. 

The model is amply discussed elsewhere 1341-[36][38], and only a few points will 
be reviewed here. However, the treatment of the quantum corrections, which is 
new to the present study, will be discussed in detail. 

6.1 The Variation-Perturbation Method 

The thermodynamic properties of a fluid are determined by the potential energy @ 
of a molecule in the field of neighboring molecules. The free energy A can be 

properties of an idealized hard-sphere fluid, 
! written in terms of this function by using a perturbation expansion a out the 

where No is Avogadro's number. Here A. is the free energy for a fluid of hard 
spheres, the first-order term is an average of @ over all configurations of 
the hard sphere fluid, and AA,, is the quantum correction (see below). These 
three terms comprise the first-order estimate of the free energy, which is a rigor- 
ous upper bound to the exact value. AAho , by definition, includes all higher-order 
terms in the expansion and is negative for all values of a. In the CRIS model, the 
hard-sphere diameter o is defined by maximizing the first-order free energy 
(which is equivalent to minimizing IAAhol) with respect to o at each density and 
temperature. This variational approach selects the hard-sphere system having a 
structure that is closest to that of the real fluid. The corrections AAh, are then 
computed from approximate expressions. The pressure and energy are computed 
from the standard thermodynamic relations. 

The high-order corrections AAho, which were not included in our 1972 EOS, are 
significant for the hydrogen isotopes and are partly responsible for the fact that 
our new EOS predicts higher shock compressions. 

The function @ depends upon the intermolecular forces and the configuration of 
neighbors around a particular molecule. The current state of the art is not suffi- 
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ciently advanced to allow an accurate determination of this function from either 
experiment or theory. In the CRIS model, this function is estimated from the zero- 
Kelvin energy of the solid phase by 

where p is the actual density of the fluid, and p, is the solid density having the 
same nearest neighbor distance as that of a particular fluid configuration. (The 
zero-Kelvin isotherms for the molecular and atomic phases are discussed in Sec. 
4.) Equation (14) is strictly applicable only for additive forces and must be modi- 
fied at high densities. This modification is discussed in Sec. 6.4. 

Finally, ($), is computed by averaging the function $ over all nearest neighbor 
distances, using a weighting function derived from the radial distribution func- 
tion for hard-spheres. 

6.2 Comments on the CRIS Model 

The CRIS model differs from other liquid theories in that the intermolecular forces 
are expressed in terms of a zero-Kelvin isotherm for the solid instead of a pair po- 
tential. It is important to recognize that this approximation does not require the 
assumption that the liquid structure is "solid-like."' Indeed, Rosenfeld (681 [69] 
has shown that, for the case of pair-wise additive forces, the CRIS model is mathe- 
matically equivalent to perturbation theories that employ pair potentials. But a 
formulation based upon the solid isotherm is much more useful than one based 
on pair potentials when non-additive forces are present. This approach gives 
good results for metallic and ionic fluids as well as molecular fluids. 

The fluid model plays a very important role in understanding and calculating the 
EOS of the hydrogen isotopes. Approaches using "effective" pair potentials can 
and do give reasonable results in the molecular regime, but they break down 
when dissociation becomes important, because the atomic fluid becomes metallic 
at high densities and the interatomic forces cannot be expressed by such poten- 
tials. Advanced quantum-mechanical theories should eventually allow a more 
rigorous treatment of the intermolecular forces, but they still have limitations as 
discussed in Sec. 2. 

In Sec. 3, we commented that solid-like models do not give satisfactory results in 
the liquid regime, i. e., that contributions from the zero-Kelvin isotherm and the 
thermal motion of the molecules cannot be treated as separable and additive. De- 
spite this fact, it is still a common practice among EOS modelers to use equations 

1. Our early reports on the CRIS model [I]-131 did invoke the physical picture of a liquid 
as a "mixture of solid-like clusters." This concept did not prove to be helpful and was later 
abandoned. The theory was put on a more rigorous basis in subsequent papers [35] [36] [38]. 
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like (1)-(3) to describe the fluid regime. It is often assumed that such models will 
give reasonable results when the lattice vibrational terms are modified to give the 
ideal gas formula at high temperatures and/or low densities. These "solid-gas" 
interpolation models have been applied to the hydrogen isotopes [15] -[17], but 
they do not give satisfactory agreement with the experimental data. Although the 
CRIS model also makes use of the solid isotherm, it gives results quite different 
from the simple interpolation models. 

In applying the CRIS model to a given material, it may be necessary to decide 
which of several solid structures gives the cold curve most appropriate for model- 
ing the liquid. However, this issue seldom causes a problem in practice. We have 
found that the close-packed structures (fcc, hcp, and bcc) generally give the best 
results, and the differences between these structures are usually small. For atomic 
hydrogen and deuterium, for which several structures have been postulated, the 
differences are smaller than the uncertainties in any particular structure. 

6.3 Quantum Corrections 

In previous work [34] [38], we approximated the quantum term AA in Eq. (13) 
qrn by the quantum correction for hard spheres given by Singh and Sinha [70]. We 

have reexamined this term in the present study and found that approach to be un- 
satisfactory. The magnitude of the quantum corrections for the hydrogen isotopes 
can be estimated from data for liquid hydrogen and deuterium reported by Mills, 
et al. [71]-[74], as discussed below. We found that the expansion given in Ref. [70] 
gave reasonable results at low densities but underestimated the quantum correc- 
tions at higher densities. Higher-order formulas for hard spheres [75] [76] were 
also tried but found to overestimate the quantum corrections. Including quantum 
corrections to the hard-sphere radial distribution function (in calculating (@)o) 
might improve the results but would substantially complicate the theory. 

Rosenfeld [68] [69] has shown that the quantum corrections in the CRIS model can 
be related to the Einstein oscillator frequency for the solid. We have used a modi- 
fied form of his approach in this work. Rosenfeld considered the case in which the 
forces between molecules are given by an additive pair potential u ( r )  . The quan- 
tum corrections can be computed to first-order by adding a quantum term to the 
potential, 

where h = ( h 2 / 2 r r ~ k T ) 1 ' 2  is the thermal wavelength. The solid isotherm is a 
sum of the potential between a given molecule and all its neighbors in the lattice. 
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where nk and rk are the number and distance of the neighbors in the k-th shell, re- 
spectively. When the quantum term is added to the potential, Eq. (14) becomes 

Rosenfeld observed that $,, can be expressed in terms of the Einstein oscillator 
frequency, as follows. Let 6 ,  be the energy of a molecule displaced by a distance r 
from its equilibrium lattice position. Expanding the potential in a Taylor series 
about the displacement, one obtains 

where v E  is the Einstein frequency of oscillation for a molecule in the lattice, its 
neighbors being held fixed. Comparing Eqs. (17) and (19), we find that 

where OE = hvE/2nk is the Einstein temperature. 

The Einstein temperature can also be estimated from density derivatives of the 
zero-Kelvin isotherm, eliminating the need for a pair potential. In order to obtain 
a suitable expression, we calculated the lattice sum as a function of density using 
an exponential-6 (Buckingham) potential with parameters typical for hydrogen, 
computing OE exactly. A satisfactory fit to the exact calculations was obtained 
with the formula 

@, = l06( ~ / p , ) '  ' 6 , / ( ~ c  - 1 .645Pc)/ W Kelvin .l 

The density dependence in Eq. (21) is identical to that for the so-called "free-vol- 
ume" formula for the Gruneisen function [34] [77], except that the pressure is'mul- 
tiplied by the factor 1.645 instead of 4/3. 

Equation (20) must be modified to give reasonable behavior at low temperatures. 
The following expression was found to give satisfactory results for hydrogen. 

1. @, is set to zero at low densities, where Kc-  1.645Pc < 0 .  This regime has little effect 
because the quantum corrections are small at low densities. 
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where xE = qEBE/T and q~ is an adjustable parameter. Using Eq. (22). q,, goes 
to the zero-point energy of an Einstein oscillator at zero temperature [34]. 

Equations (18), (21), and (22) define our model for the quantum corrections as im- 
plemented in the PANDA code. To test this model, we made Monte Carlo calcula- 
tions of the first-order quantum corrections for an exponential-6 pair potential by 
making appropriate modifications to the PANDA Monte Carlo option (Section 
15.4 of Ref. [34]). The Einstein oscillator formula was in good agreement with 
those calculations. 

The quantum corrections for the hydrogen isotopes were also estimated from the 
experimental compression data [7 11 -[74] for liquid hydrogen and deuterium, by 
assuming the corrections to be inversely proportional to molecular weight, as im- 
plied by Eqs. (17) and (18). Neither the Einstein oscillator formula nor the Monte 
Carlo calculations gave satisfactory agreement with these estimates. It was neces- 
sary to set q~ = 1.90 for Hz and q~ = 1.85 for D2 in order to obtain agreement. 
(Slightly different values were used for the two isotopes in order to get the best 
agreement with the liquid densities.) This fact suggests that quantum corrections 
beyond first-order are important for the hydrogen isotopes. However, the formu- 
las presented here give a satisfactory fit to the experimental data when the empir- 
ical adjustment is made. 

6.4 Adjustments to Model 

The CRIS model requires only the solid zero-Kelvin isotherm to generate the ther- 
modynamic properties throughout the entire fluid region; all other parameters are 
defaulted. However, the PANDA code offers three adjustable parameters that can 
be used to "fine tune" the fluid EOS. We would naturally prefer to avoid the use 
of these "knobs" as much as possible. However, they do offer a way to make small 
adjustments that improve agreement with experimental data. 

The first adjustable parameter, the multiplier q~ on the quantum-mechanical term, 
has already been mentioned. For the sake of consistency, the values obtained by 
matching static compression data for the molecular fluids were also used for the 
atomic fluids. 

In working with the EOS of metallic fluids, we have generally found two other 
adjustable parameters to be useful. The first, and most important, is a multiplier 
(denoted wx in PANDA) that is applied to the high-order free energy term, AAho,  
which is especially large for metals. In previous work on nine metallic fluids (Be, 
C, Ti. Fe, Cu, Ni, W, Au, Pb), we found that multipliers on the order of 2-3 were 
typically needed to match the liquid entropy at the melting point. In the present 
work, we have used a multiplier wx = 2 in the EOS for the atomic fluids. (No mul- 
tiplier was used for the molecular fluids.) 
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In Sec. 6.2, we noted that Eq. (14) is approximate and must be corrected for the ef- 
fects of non-additive forces. The equation used in PANDA is [34] 

where 

Here W is the atomic weight and Z is the atomic number, so that b, = 0.887 for hy- 
drogen and bx = 1.12 for deuterium. ex is an adjustable parameter. 

Equations (23) and (24) account for the effects of non-additive forces that occur 
when the electrons become delocalized at high densities [2] [34]. When the model 
is applied to metals, it is generally found that the parameter E, must be set to 3- 
5% of the total binding energy of the solid in order to match the energy of the liq- 
uid at the melting point. Hence this parameter evidently corrects for the delocal- 
ization effects that are present in liquid metals. In the present work, we have 
taken cX to be 4% of the solid binding energy. 

The parameters wx and E~ do not have a drastic effect on the model predictions. 
We have included them primarily because they give slightly better agreement 
with the shock-wave data in the regime where dissociation is important. 
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7. Molecular Vibrations and Rotations 

Our model for the vibrational-rotational terms includes the effects of anharmonic- 
ity, centrifugal distortion, vibration-rotation coupling, and destabilization of vi- 
brational motion at high densities. These effects were also included in our 1972 
model. In this section, we take a fresh look at these issues and approach the prob- 
lem from a different point of view. We will show that the effects of anharmonicity 
and vibrational destabilization are important for hydrogen and deuterium. 

We consider the vibrational-rotational terms for the isolated molecule first, then 
extend the model to consider the effects of density. We also discuss the effects of 
anharmonicity and vibrational destabilization on the Hugoniot of deuterium. 

7.1 Isolated Molecule 

The vibration-rotation contribution to the free energy is given by 

where Qv, is the partition function for a diatomic molecule, 

Here E , ~  is the energy of a state with vibrational quantum number n and rotation- 
al quantum number j. (The zero-point energy coo is subtracted off because it is as- 
sumed to be included in the zero-Kelvin curve.) o is the symmetry number (o = 1 
for heteronuclear molecules, o = 2 for homonuclear molecules). The sum is taken 
over all allowed quantum numbers as discussed below. The corresponding contri- 
bution to the internal energy is 

The vibrational and rotational energy levels are independent of density for an iso- 
lated molecule, so there is no contribution to the pressure. 

The Morse function is a fairly good representation of the intramolecular potential 
for a diatomic molecule. It is given by 

- - -- 
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where Do is the dissociation energy and re is the equilibrium nuclear distance of 
the molecule. A good approximation to the energy levels is 

The first two terms describe the energy levels of a harmonic oscillator and rigid 
rotator. The last three terms are corrections due to anharmonicity, centrifugal dis- 
tortion, and vibration-rotation coupling, respectively. The parameters x , ,  d,, a,, 
and s can be expressed in terms of we ,  Be,  and Do, as fo1lows.l 

The quantum numbers n and j are summed over all bound levels, E,,~ 5 Do. We 
also restrict j to values for which ( a E n j / a j ) , ,  2 0 ,  to ensure the correct behavior of 
the energy levels. The following parameters were used in this work 1781: 

Figure 3 shows the vibration-rotation 
energy of an isolated deuterium mole- 
cule as a function of temperature. The 
solid line was computed by an exact 
sum over all levels, using Eqs. (26)- 
(30).~ Comparison with the rigid rota- 
tor-harmonic oscillator (RRHO) ap- 
proximation (dotted line) shows that 
the correction terms in Eq. (29) are 
very important. At high temperatures, 
the RRHO approximation gives the 
equipartition result (E,, + 2RT/ W for 
a diatomic molecule). By contrast, the 
energy for the exact sum approaches a 
constant value at high temperature be- 
cause all levels are fully populated 
and no more energy can be added to 
the molecule. At temperatures below 
10,00OK, the exact sum gives a higher 

. . . . . . . . . . . . . . . . . . . . . . . . RRHO 

1 o5 exact sum 

I I 

1 o3 1 o4 1 o5 
Temperature (K) 

Fig. 3. Vibration-rotation energy of a D2 
molecule as a function of temperature. 
Curves are defined in the text. 

1. For simplicity, we will assume that a,, B e ,  and Do have units of kT in the following 
equations. In PANDA, o, and Be are entered in wavenumbers (cm-l). (Multiply by I .43877 
to convert from wavenumbers to degrees Kelvin.) 
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energy than RRHO, due to softening of the vibrational frequency by anharmonic- 
ity. We will show below that the corrections to RRHO have a significant effect on 
the Hugoniot of deuterium. 

It is important to recognize that the equipartition principle does not apply in this 
case, not even for the rotational degrees offreedom. When the equipartition principle is 
applied to the rigid rotator, each rotational degree of freedom is found to contrib- 
ute kT/2 to the energy of each molecule. But this result is obtained only when all 
rotational levels are included in the summation. The correct quantum-mechanical 
analysis of the problem shows that the high-energy rotational levels lead to unsta- 
ble vibrational states and so must be excluded from the partition function. The 
contributions from these excluded states correspond to dissociated molecules and 
are included in the thermodynamic functions for the atomic fluid. 

7.2 Analytic Fit 

The dashed line in Fig. 3 was computed from an analytic expression obtained by 
modifying the RRHO formula, as follows. The free energy is given by 

The rotational partition function Q,,, is given by the standard PANDA approxi- 
mation for the rigid rotator (Sec. 6.2 of Ref. [34]), modified to include a cutoff at 
the molecular dissociation energy D o ,  

The vibrational partition function Qvib is given by the harmonic oscillator formu- 
la (Sec. 6.3 of Ref. [34]), modified to include both a cutoff at the dissociation ener- 
gy and temperature-dependence in the vibrational states. The result is 

where 

and CT is a constant, given by 

2. Note that the sum is computed exactly, but the energy level formula, Eq. (29), is approx- 
imate. For comparison, we also made calculations using the more elaborate formula given 
in the JANAF tables [78]. The JANAF formula gives nearly identical results at temperatures 
up  to 10,000K but predicts a higher plateau value at high temperatures. The differences 
between our model and JANAF are negligible for the purposes of this study. 
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Equations (34) and (35) account for the effects of anharmonicity, centrifugal dis- 
tortion, and vibration-rotation coupling. The corresponding contribution to the 
internal energy can also be computed analytically, from the temperature deriva- 
tive of the free energy, as in Eq. (27). (We omit the energy equations in the interest 
of brevity) This fit was found to give reasonable agreement with the exact sum for 
Hz, D2, and several other diatomic molecules. 

7.3 Effects of Density 

High densities can affect the vibrational and rotational motion of molecules in 
several ways-hindering the rotational motion, perturbing the vibrational fre- 
quency, and destabilizing the vibrational motion by dissociation. 

Spectroscopic measurements on solid H2 and D2 show that the molecules still ro- 
tate or librate in phase I at pressures up to 200 GPa (at room temperature) [ll] [lZ]. 
Measurements of the c/a ratio in the hcp structure suggest that hindering of the 
rotational motion occurs at the highest pressures [52]. A higher degree of orienta- 
tional ordering is believed to exist in phase 111, which appears above 200 GPa (ten- 
fold compression) at room temperature [ll]. However, the effects of hindering 
and orientational ordering decrease with increasing temperature, and we do not 
expect them to be important in the liquid regime. Therefore, we have ignored 
them in this work. 

Spectroscopic measurements on the solids also show that the vibrational frequen- 
cies in phase I are perturbed by the forces of neighboring molecules [ll]. The vi- 
brational frequency first increases with increasing pressure, reaches a maximum, 
then decreases at higher pressures. However, the shifts in vibrational frequency 
are rather small, only about 10% over the entire range studied. While this behav- 
ior is interesting and has provoked considerable discussion, these vibrational 
shifts are too small to have a significant effect on the thermal contributions. (There 
is a small effect on the cold curve, as mentioned in Sec. 5.2.) More drastic effects 
on the vibrational motion appear in phase 111, but that does not occur until the 
compression exceeds ten-fold. Therefore, we have ignored perturbations on the 
vibrational frequency in this work.' 

The third effect, vibrational destabilization, arises from the decrease in dissocia- 
tion energy of the molecule by the forces of adjacent molecules. This effect can be 
estimated in the following way. Let dvs be the diameter of the Wigner-Seitz 
sphere containing one molecule. A molecule cannot extend outside its own sphere 

1. Our 1972 EOS included a treatment of perturbations on the vibrational motion by sur- 
rounding molecules. We have decided to abandon that part of the model, rather than revise 
it to match the more recent spectroscopic data. 
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without experiencing strong forces from the atoms in adjacent molecules. Let r be 
the separation between atoms in a molecule. When 

the distance between atoms in different molecules is comparable to the equilibri- 
um internuclear distance in a molecule. We use Eq. (36) as the condition for disso- 
ciation at high densities. Using the Morse potential, Eq. (28), the corresponding 
dissociation energy is 

where p,, = 3 w/4rrN0r: is the density at which all vibrational levels of a mole- 
cule become unstable. 

Application of this condition to H2 and D2 predicts that molecules will become 
completely unstable to vibrational motion at 23 times liquid density and a pres- 
sure of 1200 GPa for the molecular solids. The destabilization density is about 
20% higher than the density at which the molecular solid undergoes a phase tran- 
sition to the metallic solid. 

The effect of density on the vibrational terms is included by replacing the constant 
Do with the function D ( p )  in Eqs. (32) and (34), the other equations in Sec. 7.2 be- 
ing unchanged. (The density-dependent dissociation energy is not used in the an- 
harmonicity corrections, Eq. (39, because the shape of the potential is assumed to 
be unchanged by vibrational destabilization.) 

When the density modifications are included, the vibration-rotation terms make a 
contribution to the pressure, which is computed from 

(The specific equations are omitted here in the interest of brevity.) 

7.4 Effect on Hugoniot Predictions 

Figure 4 shows Hugoniot calculations for molecular deuterium using three differ- 
ent models of the vibration-rotation term. (T.he effects of dissociation are not in- 
cluded here because we are concerned only with the molecular part of the EOS at 
this point. Hence the experimental data are not shown either. The effects of disso- 
ciation are discussed in Sec. 9, and the full model is compared with experimental 
data in Sec. 10.) 
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The dotted curve was computed using 
the rigid rotator-harmonic oscillator 
approximation. RRHO predicts the 
Hugoniot density to increase mono- 
tonically with pressure, eventually 
reaching an asymptote at the expected 
value, 8po. 

The dashed curve in Fig. 4 was com- 
puted including the temperature-de- 
pendent terms (Sec. 7.2), which 
account for the anharmonicity effects. 
The results are the same as  RHO at o 
low pressures. At pressures in the 0.2 0.4 0.6 0.8 1.0 

Density (g/cc) 
range 15-50 GPa, the densities are 
slightly higher than RRHO, because of Fig. 4. Sensitivity of D2 Hugoniot to 

vibration-rotation model. These calculations 
the energy that can be put do not include dissociation. See text for 
into the internal degrees of freedom. discussion of curves. 
But the energy cutoff leads to lower 
densities than RRHO at pressures 
above 50 GPa. The density reaches a maximum at 70 GPa, then decreases with in- 
creasing pressure. The asymptotic value is 4po-the correct result for a molecule 
with no internal degrees of freedom. 

The solid curve was computed including the density-dependent destabilization 
correction (Sec. 7.3) in addition to the temperature-dependent terms. Because the 
destabilization correction gives a lower cutoff energy, it gives even lower Hugoni- 
ot densities at high temperatures. The maximum density is reached at 50 GPa, and 
the asymptotic value is about 3.30~. (The correct asymptotic value, 4po, is obtained 
when dissociation is included, as shown in Sec. 9.) 

The effects of anharmonicity and density on molecular stability explain some, but 
not necessarily all, of the observations of Galli, et al. [24]. High temperatures favor 
occupation of the vibrational levels closest to the dissociation energy. Because 
those states have the largest amplitudes of vibration, they are most strongly af- 
fected by surrounding molecules and so have shorter lifetimes as the density in- 
creases. Our model predicts that effects of density and temperature on the 
vibration-rotation terms are significant in the regime of their simulations (0.67 
and 1.0 g/cm3, 5000-10,000K). But, as noted in Sec. 2, the approximations made in 
the DFT-MD method could also lead to spurious results and need to be investigat- 
ed more carefully before definite conclusions are reached. 
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8. Ionization Equilibrium Model 

The contributions from thermal electronic excitation and ionization to the EOS, 
subscripted e in Eqs. (1)-(6), were computed using the PANDA ionization equilib- 
rium (IEQ) model. This model employs a more fundamental and self-consistent 
treatment of continuum lowering, pressure ionization, and other problems than 
the approach used in our 1972 EOS. The IEQ model is also applicable to high-Z el- 
ements but simplifies considerably when applied to the hydrogen isotopes. 

The IEQ model is discussed in Sec. 9 of the PANDA manual [34]. The version used 
here includes improvements that are discussed in a recent report on the carbon 
EOS [42]. We will give an outline of the model here but will not go into all of the 
details. 

8.1 Background 

Computation of the thermal electronic terms involves two problems-calculation 
of the electronic energy levels of the system, and thermal averaging over all lev- 
els. The theory of many-electron systems is still not completely solved, and drastic 
approximations must be made to obtain tractable computational models. Existing 
models fall into two main types, neither of which gives completely satisfactory re- 
sults over the entire range of interest. 
r Models that use an explicit sum over all electronic configurations of the 

system normally give the best results at low densities. These models as- 
sign the correct statistical weights and perform the thermal averaging 
correctly, but they make drastic approximations in calculating the ener- 
gy levels, especially the effects of density. The Saha model [79] is a well- 
known example of this type. 
At high densities, accurate calculations of the energy levels are needed 
for best results. However, models capable of such accuracy typically use 
an average configuration to assign statistical weights and compute elec- 
tron screening. This approach can give significant errors, particularly 
when localized states are involved [41] [go].' The INFERNO model of 
Liberman [81] is an example of this type. 

It is important to distinguish between the terms average atom and average configura- 
tion. In an average atom model, each atom is assigned an identical volumetric re- 
gion, e.g., a Wigner-Seitz cell or ion sphere. Charge neutrality is imposed upon 

1. We note in passing that ab initio numerical methods (Sec. 2) do not solve all of these prob- 
lems. In particular, the DFT-MD method is an average configuration model in that statisti- 
cal approximations are used to compute the screening and the thermodynamic functions. 
The PIMC method, while exact in principle, employs similar approximations to eliminate 
the fermion node problem. 
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each cell, and the influence of surrounding atoms is approximated by the bound- 
ary conditions and the potential outside the cell. 

Average configuration models make the additional approximation that the elec- 
tron screening of the nucleus is the same for all electronic configurations, as dis- 
cussed above. This approach is not exact, even for an "average" atom; the 
screening should depend upon the electronic configuration for each state. 

8.2 Average Atom Model 

The PANDA IEQ model uses the average atom approximation, in that the proper- 
ties of the system are computed by considering the electronic structure of a single 
atom. However, the model explicitly sums over all electronic configurations in- 
stead of considering a single average configuration. The version of the model 
used here also includes corrections for thermal fluctuations in charge and volume. 

The electronic contribution to the Helmholtz free energy is given by 

where q, , the electronic partition function for an average atom, is a sum over all 
Z+1 states of ionization, 

Here a/, is the free energy (per electron) for an electron gas in which there are z 
free electrons per ion; this quantity is computed from an analytic fit to the homo- 
geneous electron gas that includes the effects of Fermi-Dirac statistics [2]. q, is the 
partition function for an ion of charge z, and u, is the energy of the ion in its 
ground state configuration. 6, is a correction to the average atom model, which is 
discussed below. 

The ion partitition function is a sum over all bound-state configurations, 

where gz(n)  and ~ , ( n )  are the statistical weights and energy levels of the ion, and 
the index n is taken over all allowed occupation numbers of the one-electron or- 
bitals. These quantities, along with the ground state energies u,, are calculated 
from a scaling model, using a table of orbital radii and energies for the ground 
state configuration of the isolated atom [82], along with corrections for continuum 
lowering, as discussed below. 
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The internal energy E, and pressure Pe are computed from the temperature and 
density derivatives of the free energy, using the standard relations. The average 
ionization state is given by 

These equations simplify considerably for hydrogen, which has only one electron 
and two states of ionization. We obtain 

Here go is a sum over the well-known bound states of the hydrogen atom, q,  = 1 
is the partition function for a bare nucleus, and I is the ionization energy of the hy- 
drogen atom. 

Equation (44) applies only to the atomic component of the mixture. To allow for 
the presence of molecules when computing the ionization state, the value of ( 2 )  

must be corrected, using the molar composition obtained from the mixture model. 

8.3 Continuum Lowering 

At low densities, the Coulomb interactions between the ions and the free electrons 
can be neglected. However, these interactions become significant at high densi- 
ties, lowering the energy of the free electron continuum relative to the bound elec- 
tron levels. Continuum lowering causes the effective ionization energy for the 
bound electrons to decrease with increasing density. Each bound level has some 
density at which the ionization energy drops to zero; at higher densities, that level 
ceases to exist as a bound state and becomes a part of the continuum. 

The transition of a level from a bound to free is known as pressure ionization. The 
insulator-metal transition occurs when all of the valence-electron levels for the 
ground state are pressure-ionized. At densities below the transition, the atoms 
have localized bound states and the material is an insulator (at low temperatures); 
at densities above the transition, only free-electron states exist and the material is 
metallic. 

The IEQ model computes continuum lowering corrections to the energy levels 
and statistical weights from the interaction energy between the free electrons, as- 
suming a uniform density within the ion sphere, and the potential of the nucleus 
as screened by the bound electrons. The resulting equations have been found to 

EOS of Hydrogen and Deuterium 39 



Ionization Equilibrium Model 

give good agreement with the insulator-metal transition density predicted by the 
INFERNO code [42]. 

The equations are particularly simple for the hydrogen isotopes, for which there 
are no screening effects. The following result is obtained for the ionization energy. 

where I. = 13.6025 eV is the ionization of an isolated hydrogen atom, and r, is the 
ion-sphere radius in units of the Bohr radius. This relation is also used to cut off 
the energy levels in computing the atomic partition function qo.  For hydrogen, 
the insulator-metal transition occurs at r, = 1.8 or 2.18 cc/g-atom, about 5.5 
times liquid density. Hence all of the principal Hugoniot data for hydrogen and deuteri- 
um fall below the insulator-metal transition density. 

Of course, bound states do not simply "disappear" when they cross into the con- 
tinuum. In principle, the free electron contribution should be corrected to account 
for nearly bound states, or "resonances." However, we have not yet found a satis- 
factory way to include these corrections in the IEQ model. As a result, the model 
predicts discontinuities whenever bound levels are pressure-ionized. Fortunately, 
these discontinuities do not cause any serious problems for hydrogen and deute- 
rium after the thermal broadening corrections (Sec. 8.5) have been applied. 

8.4 Charge Fluctuations 

One of the approximations in the average atom model is that charge neutrality 
holds within an ion sphere. In Ref. [41], we showed that there are fluctuations in 
the charge within an ion sphere and derived expressions for the correction terms, 
6,, that are valid in the low-density limit. Satisfactory results can be obtained by 
taking 6, = 0 for z>l. (See Ref. [41] for the explicit formulas for 60 and 61 .) 

We have not yet found a rigorous theory of charge fluctuations at high densities. 
However, the fluctuation terms are expected to become less important as the den- 
sity increases, because of increased attraction between " holes" and "electrons." In 
order to account for this effect, the low-density values are modified as follows. 

where K is an input parameter, typically on the order of 15 (gatom/cm3). This ex- 
pression was motivated by a model of electrical conductivity data in the vicinity 
of the insulator-metal transition [83]. A preliminary comparison with the experi- 
mental data indicates that it captures the essential features of the physics. 
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8.5 Thermal Broadening 

Another approximation in the average atom model is that all ion spheres are 
equal in size. In a real material, thermal motions can lead to fluctuations in the siz- 
es of the ion spheres. The current version of PANDA includes a correction for this 
effect. This correction is discussed in Ref. [42]. We will give only the result here. 

Consider a configuration of N atoms in which the ion spheres have volumes 
v,, v,, . . ., v, that fluctuate about the average volume ii , 

We want to average the thermodynamic functions over fluctuations in the ion 
sphere volume. The dependence of the ion sphere energy on volume is approxi- 
mated by a second-order Taylor expansion about 5, and the thermal average is 
then defined using the Boltzmann distribution. After making some simplifying 
approximations, the following expression for the thermal average of the electronic 
entropy is obtained. 

where XB = W</ZR = 60 W C ~  (Kelvin), and C, is the sound speed. In practice, 
the principal effect of this thermal averaging is to smooth discontinuities that 
arise when bound levels are cut off due to pressure ionization. The smoothing ef- 
fect is particularly important in the vicinity of the insulator-metal transition, 
where the ground state of the atom is pressure-ionized. 

In the present version of the model, XB is taken to be a constant and is treated as 
an input parameter. Smaller values of X, give more smoothing. Using the ambi- 
ent sound speed for the atomic solid, a nominal value for hydrogen is 1 . 0 ~ 1 0 ~  K. 
However, a smaller value is appropriate in the insulator-metal transition region, 
where the sound speed is smaller. 

8.6 Application to Hydrogen 

In the present work, the orbital data used in the atomic scaling model were taken 
from Ref. [82], except that slight modifications to the orbital binding energies 
were needed to match the energy levels of the hydrogen atom. The IEQ tables 
were generated using XB=1.0~10'~~,  chosen to give an acceptable amount of 
smoothing, and K = 15. The entropy was tabulated at 54 d ~ s i t i e s .  
1 . 0 ~  10-105p 5 1 . 0 ~  lo3 glcc, and at 36 temperatures, O I T I  1 . 1 6 ~  10 K ,  for 
both isotopes, the T=O points being obtained by extrapolation. The entropy tables 
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were used to compute the thermal electronic contributions to the solid and fluid 
EOS using the numerical scheme discussed in Sec. 8 of the PANDA manual [34]. 

The thermal electronic contributions to the entropy and pressure of deuterium are 
shown in Fig. 5. The curves show isotherms from 1000 to 1.0x107K, equally spaced 
in the logarithm. The most striking feature of the plots is the insulator-metal tran- 
sition that occurs near a density of 0.9 g/cm3. At low densities, the 1s valence 
electron is a localized and insulating state, and the ground state has a statistical 
weight of 2 corresponding to the two spin orientations. Hence the entropy ap- 
proaches the value (R/W)ln2 = 0.00286 MJ/kg/K as T -+ 0 at low densities. At 
high densities, the 1s electrons are pressure-ionized, becoming delocalized, metal- 
lic states. The entropy approaches zero as T + 0 at high densities. This insulator- 
metal transition results in the dramatic drop in entropy near 0.9 g/cm3. It also has 
a significant effect on the pressure-the pressure increases with density below the 
transition, then drops after the transition is completed. 

Density (g/cc) Density (g/cc) 

Fig. 5. Thermal electronic contributions to entropy and pressure for atomic deuterium. 
Curves, calculated from the PANDA IEQ model, show 39 isotherms from 1000 to 1.0x10'~, 
equally spaced in the logarithm. 

We emphasize that the large jump in entropy at the insulator-metal transition, and 
the corresponding structure in the pressure, are not due to the simplified scheme 
used to cut off the bound state levels in the IEQ model. The behavior seen in Fig. 5 
is observed in all elements, not just hydrogen [42] [62]-[66]. Calculations using the 
INFERNO code also predict this behavior, even though INFERNO treats the 
bound-free transition in a continuous fashion, using the theory of resonances 
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[81] .' This behavior is a characteristic signature of the insulator-metal transition, 
much as the "van der Waals loop" is characteristic of the vapor-liquid transition. 

Like the van der Waals loop, the structure in the thermal electronic pressure has 
the potential to generate a mechanical instability, leading to a first-order "plasma 
phase transition" (PPT). In fact, our theoretical models do predict such a PPT for 
some metallic elements [62] [64]-[66]. For atomic H and D, however, there is no in- 
stability in the pressure when all terms in the EOS are included. Furthermore, the 
insulator-metal transition only affects the EOS for the atomic component of the 
mixture and is obscured by the presence of the molecular component at low tem- 
peratures. Therefore, our model does not predict any PPT for the hydrogen iso- 
topes. This result is in agreement with all experimental data available at the 
present time. 

1. However, INFERNO gives the wrong statistical weight for the bound levels, a conse- 
quence of the average configuration approximation. 
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9. Mixture Model 

Our 1972 EOS employed a mixture model that has subsequently come to be 
known as the "linear mixing approximation." The present work uses the PANDA 
mixture/chemical equilibrium model, which is more accurate. The main improve- 
ment is that the PANDA model requires all mixture components to have equal 
pressures as well as equal temperatures. In the 1972 EOS, the molecular and atom- 
ic components were assigned the same density instead of the same pressure. 

9.1 Background 

While much progress has been made in mixture theory during the past thirty 
years, there are important problems that have not yet been solved. There is no rig- 
orous mixture theory that can be applied to the present problem. The principal 
stumbling block comes in dealing with the intermolecular interactions between 
unlike chemical species. Some mixture theories account for these unlike interac- 
tions explicitly, but they apply only to pair-wise additive potentials, an approxi- 
mation that we want to avoid in this work. Furthermore, these terms are very 
difficult to determine. They cannot be measured directly, and current quantum- 
mechanical methods do not offer the necessary accuracy. 

PANDA employs the ideal mixing approximation, which only requires EOS for 
the individual components. The formation of an ideal mixture (also called an ide- 
al solution) can be regarded as a two-step process. First form a heterogenous mix- 
ture in which all components have equal pressures and temperatures. Second, 
allow the components to mix homogeneously, at constant temperature and pres- 
sure. In ideal mixing, the second step involves no change in volume or energy, 
while the entropy change corresponds to complete randomness, The complicated 
problem of treating unlike interactions is replaced by the simple one of pressure 
equilibration. 

Despite its simplicity, ideal mixing has been found to give good agreement with 
precise Monte Carlo calculations of mixtures, using hard sphere, soft sphere, and 
exponential-6 potentials [39] [40]. Results were equally good at low and high den- 
sities. Perhaps the success of the model is due to the fact that pressure equilibra- 
tion gives a reasonably accurate treatment of the repulsive forces, i.e., effects of 
excluded volume, which play the principal role in determining the fluid structure. 
The equal-density approximation gives less accurate results for the test cases. 

One serious flaw in the ideal mixing approximation is that it provides no mecha- 
nism for phase separation between components that are immiscible. The PANDA 
version offers an option for treating immiscible components. It also provides for 
situations in which the pressure is not a monotonic function of density. 
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9.2 Mixture Thermodynamics 

Consider a mixture of several components, having weight fractions wk, k=1,2, .... 
The Helmholtz free energy of a mixture is given by the ideal mixing expression 

where Ak(pk,  T )  is the free energy of component k at a density pk, given by tabu- 
lar EOS, and AS,,,, is the entropy of mixing. As we will show below, AS,, de- 
pends only on the composition of the system, not on density or temperature. 
Therefore, the energy and pressure of the mixture are given by 

Because ideal mixing involves no change in volume (at constant pressure and 
temperature), the densities must satisfy the additive volume condition, 

The above system of equations is now completed by choosing the densities so that 
the pressures Pk  are all equal.' 

1. One problem with this scheme is that the pressures of the individual components are not 
monotonic functions of density in the vapor-liquid coexistence region. This problem is han- 
dled in the following way, which is an improvement on that discussed in Sec. 10.2 of the 
PANDA manual. Maxwell constructions are put into the tables for the individual species, 
using a small finite slope of (aP/ap), in the mixed phase region. A tension region is 
included in the mixture EOS by including a tension region for each component at low tem- 
peratures. The " pseudopressure" of each component is defined by shifting the pressure by 
a constant at low temperatures and fixing the densities by equating pseudopressures. This 
procedure is equivalent to equating the pressures while letting the mixture pressure go into 
tension. Finally, a small region of the EOS surface at low densities and temperatures, where 
the pseudopressure is not monotonic, is excluded from the calculation and replaced with 
an artificial construction like that discussed in Sec. 13.5 of the PANDA manual. 
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9.3 Entropy of Mixing 

The entropy of mixing for an ideal solution is given by 

AS,, = - (R/  w)C nklnnk, W = C nk Wk.  (complete miscibility) 

Here nk and Wk are the mole fraction and molecular weight of component k, and 
W is the average molecular weight.' The mole fractions are related to the weight 
fractions by 

Equation (54) is valid only for a mixture in which all components are completely 
miscible. There are a number of situations in which this relation is incorrect. For 
example, metallic fluids are generally not miscible with molecular fluids. Because 
the entropy of mixing enters into the chemical equilibrium calculations, the as- 
sumption of complete miscibility can give erroneous results for the composition 
of the mixture in such cases. 

In PANDA, Eq. (54) is replaced by the expression 

Here pk = 1 for a completely miscible component, and pk = 0 for a completely 
immiscible component. Examination of Eq. (56) shows that it describes a single 
homogeneous phase, consisting of miscible components, and several additional 
phases, one for each immiscible component. The present version of the model 
does not allow for more than one homogeneous mixture phase or for variations in 
miscibility with temperature and pressure. However, non-integral miscibility pa- 
rameters, 0 < p k  < l , are allowed in the model and correspond to partial miscibili- 
ty.2 

1. The entropy of mixing expression in our 1972 EOS model contained an error. Applying 
Eq. (54) to a mixture of molecules and atoms, and defining f be the fraction of molecules 
that are dissociated, the entropy of mixing is found to be 

As,,,, = - ( R / W ) [ ( I  -fiIn(l - , f l+2 f ln2 f - (1  +fl ln( l  +n] 
where W is the molecular weight. Equation (21) of Ref. [ Z ]  does not agree with this result. 
However, the error is small and has little effect on the predictions. 
2. For a component with pk = 0.5, half of the molecules would be soluble in the homoge- 
neous phase, and the other half would form a separate phase. 
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9.4 Chemical Equilibrium 

The molar composition of the mixture is determined by minimizing the Helm- 
holtz free energy with respect to the mole fractions nk at each density and temper- 
ature, subject to constraints that follow from the chemical formulas of the species. 
In setting up a problem, the user enters the molecular formula for each mixture 
component, along with some "initial" composition of the system, expressed in 
terms of mole or masses. The only requirement on the initial composition is that it 
be consistent with the overall elemental composition of the system. (PANDA does 
not require the specification of reaction paths among the components.) 

PANDA then determines the chemical constraints in the following way. If f (a,  k) 
is the number of atoms of element a in a molecule of component k, it can be seen 
that the sum fa = Ck nkf(a, k )  for each element must be constant for all allowed 
chemical compositions of the mixture. PANDA determines the constants fa from 
the molecular formulas and the initial composition and reduces the constraints to 
a linearly independent set of equations. If the number of constraints equals the 
number of chemical species, the mixture is inert, and the minimization procedure 
is skipped. 

9.5 Application to Hydrogen 

For the hydrogen isotopes, the above 
equations simplify when only molecu- 
lar and atomic species are present. 
However, the full set of equations is 
required when additional species are 
considered, as in Sec. 9.6. (We reiterate 
that ionization is included in the 
atomic EOS, so electrons and nuclei 
are not included as separate species.) 

Figure 6 shows the effect of dissocia- 
tion on the deuterium Hugoniot. The 
solid, dashed, and dotted curves were 
calculated including dissociation but 
varying the miscibility parameter as 
discussed below. The dotdashed curve 
is the result when dissociation is not 
allowed. Experimental data from Refs. 
[4] and [7] are also shown for refer- 
ence. (Squares are weighted averages 
of the data given in Ref. [7] .) 

" 
0.4 0.5 0.6 0.7 0.8 0.9 

Density (g/cc) 

Fig. 6. Effect of dissociation on Dt Hugoniot. 
Calculations with dissociation: solid line- 
p-0.75; dotted line--p=l.O; dashed line- 
p=0.5. Dotdashed line is calculation without 
dissociation. Experimental data: circles-gas 
gun [4]; squares-magnetic flyer [7]. 
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The effect of miscibility was investigated by using the same parameter, 
p ,  = p2 = p , for both molecules and atoms. One would not expect molecules and 
atoms to form a solution if the atomic fluid were metallic. As noted in Sec. 8.3, 
however, atomic H and D are insulating fluids at densities in the range of the 
principal Hugoniot. Therefore, the two species would be expected to be miscible 
in this regime. The three calculations shown in Fig. 6, with 0.5 5 p  5 1.0, give very 
similar results, all within experimental uncertainty. We have elected to use 
p = 0.75 in the final version of the model because it gives slightly better agree- 
ment with the data at 20-30 GPa, where the effects of dissociation are just begin- 
ning to be important. 

It might be thought that molecules and atoms would be less miscible at very high 
pressures, where the atoms are pressure-ionized and the fluid is metallic. If we 
use p = 0.01 , the mixture model predicts a first-order phase transition between 
the molecular and atomic components at a pressure of about 500 GPa and temper- 
atures below about 15,000K. However, analysis of the conductivity data appear to 
rule out immiscibility, even at high pressures, as shown in Sec. 10.8. 

Figure 6 demonstrates that dissociation has a very significant effect on the Hugo- 
niot in our model. When dissociation is not included, the Hugoniot density in- 
creases with pressure, has a maximum value of 4po at 50 GPa, then decreases at 
higher pressures to an asymptotic value of 3.30~. As noted in Sec. 8, this behavior 
is due to the effects of anharmonicity and density on the vibrational and rotation- 
al degrees of freedom. When dissociation is included, the density still goes 
through a maximum value, 4.25po at 59 GPa, then decreases to the correct asymp- 
totic value of 4po at high pressures. (Ionization also has an effect at high pres- 
sures, as we will show in Sec. 10.) 

9.6 Other Chemical Species 

All of the above results were obtained for a fluid phase consisting of only two 
chemical species-molecules and atoms. PIMC calculations showed that other 
chemical species can account up to 10% of the total molar concentration under 
certain conditions [26]. The more general version of the PANDA mixture model, 
which allows an unlimited number of mixture components, was used to investi- 
gate the importance of other species and their effects on the EOS. 

PANDA offers a simplified analytic EOS option that can be used for sensitivity 
studies in lieu of the more sophisticated tabular EOS. (See Sec. 10.5 of the PANDA 
manual [34].) This option was used to model a deuterium mixture in which Dz+, 
D i  and D- ions are allowed to form in addition to D2, D, D', and e'. Those calcula- 
tions showed that D- was unimportant. However, the molecular ions D2+ and Dz' 
were present in concentrations up to a few percent. The two ions appeared in al- 
most identical concentrations, as expected from the balance equation 2D2 D2++ 
D2-. 
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The analytic model is too simplistic to give reliable results at high densities. In or- 
der to investigate the effect of the molecular ions on the shock wave properties, 
we next constructed a tabular EOS for a "average" D2+/D2- ionic component. 
(This EOS is only preliminary, so we will not go into details in this report.) The 
model was similar to that for D2, but the cold curve was computed from a formula 
that is appropriate for an ionic material. The vibration-rotation constants were 
taken from Ref. [78], and anharmonicity and density corrections were included; 
vibrational destabilization of the ions was found to occur at 1.2 g/cm3. 

The importance of the ionic component was found to depend strongly on the mis- 
cibility parameter. For complete miscibility, the maximum ion concentration was 
about 2% on the Hugoniot, with only a small effect on the Hugoniot curve itself. 
For low miscibility, virtually no ions were predicted to form. 

We have elected to exclude the formation of D2+ and D2- ions in the present mod- 
el. These species would probably be immiscible with either the molecules or at- 
oms at low temperatures and high densities, but they would be miscible at high 
temperatures and low densities. Fortunately, they would have a small effect on 
the EOS in either case. 

Further studies of additional chemical species may be needed. A satisfactory 
treatment of the ions would require extensions of the mixture model to deal with 
the effects of density and temperature on miscibility, which is beyond the scope of 
the present study. We defer these issues to another time. 

9.7 Ionization State for the Mixture 

The CONC PLOT option in PANDA can be used to compute the molar concentra- 
tions of molecules and atoms in the fluid. Because ionization is incorporated into 
the EOS for the atomic fluid, calculation of the number of ions and electrons in- 
volves some effort. The following procedure was used: 
a At a given density and temperature, compute the pressure and the mo- 

lar concentrations of molecules (X2) and atoms (XI) .  (Here molar concen- 
tration is defined as the number of moles per initial mole of molecules.) 
Compute the density of the atomic component from the pressure and 
temperature, using the ISOBAR option in PANDA. 
Compute the average ionization state (2) for the atomic component at 
that density and temperature, using Eq. (44). 
Compute the molar concentration of atomic ions from X' = ( r ) X ,  and 
revise the atomic molar concentration by XI + X I  - X' . 
Normalize the molar concentrations to unity. 

This procedure was used for the calculations discussed in Secs. 10.7 and 10.8. 
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10. Results and Discussion 

This section discusses the model predictions and compares them with experimen- 
tal data, where available. (Note that some comparisions with experiment are also 
shown in Figs. 1 and 6.) 

10.1 Phase Diagram 

The phase diagrams of hydrogen and deuterium are shown in Fig. 7. The phase 
boundaries, shown by solid lines, were computed using the PANDA phase transi- 
tion model and the EOS tables for the molecular solid, the atomic solid, and the 
two-component fluid phase. Results for the two materials are similar, but the tran- 
sition from a molecular to an atomic solid occurs at a slightly higher pressure in 
hydrogen. The model does not predict a first-order transition boundary in the flu- 
id region. 

The molecular-atomic transition pressure is considerably higher than in our 1972 
deuterium EOS-820 GPa compared with 220 GPa. The new result is consistent 
with experimental data that show the molecular solid still stable at 342 GPa 1431. 
The difference is due in part to the softer cold curve for the molecular solid. The 
calculated melting curves are in good agreement with the experimental melting 
data [58], shown by circles. (The lattice vibrational parameters were chosen to 
match the melting data, as noted in Sec. 5.1 .) For comparison, loci for the principal 
Hugoniots are shown by dashed lines. 

Temperature (K) Temperature (K) 

Fig. 7. Phase diagrams for hydrogen and deuterium. Solid curves are calculated phase 
boundaries. Circles are experimental melting data [58]. Dashed curves are Hugoniot loci. 
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Figure 8 compares the calculated vapor pressure and vapor-liquid coexistence 
curves with experimental data [84]. We have endeavored to obtain a good fit to 
the data in this regime, so that the final EOS table can be used to represent the 
cryogenic liquid-the initial state for many dynamic experiments. The quantum 
corrections to the fluid properties were especially important in matching the liq- 
uid densities on the coexistence curves. 

Temperature (K) Temperature (K) Temperature (K) 

Fig. 8. Vaporization behavior of hydrogen and deuterium. Frame a shows vapor pressure vs. 
temperature for both isotopes. Frames b and c show the densities on the vapor-liquid 
coexistence boundary of H2 and D2, respectively. Solid curves are model calculations. 
Circles are experimental data [84]. 

10.2 Static Compression Data 

Density (g/cc) 

Fig. 9. Static compression of Hz and D2 at low temperatures and pressures. Solid curves are 
model calculations. Experimental data: circles-liquid[71]-[74]; squares-solid [51]. 
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Figure 9 compares the model predictions with static compression data for both 
the liquid [71] - [74] and solid [51] phases of Hg and Dg at temperatures up to 300K 
and pressures up to 2.5 GPa. The quantum corrections are large in this regime, as 
in the vaporization region. The model gives good agreement with the data, except 
that it gives too low a melting pressure for hydrogen and too high a melting pres- 
sure for deuterium at low temperatures. (Also see Fig. 7.) 

Figure 10 shows the sound speed of 16 
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lo  lie in the liquid phase' the high Fig. 10. Sound speed vs. pressure for H2 at pressure data in the "lid phase. The room temperature. Model calculation is 
model predicts a 1.2% increase in shown by solid line. Experimental data- 
sound speed going from the liquid to triangles [711[721, crosses [8% circles WI- 
the solid. 

Our model calculations are compared with the pressure-density static compres- 
sion data for hydrogen at high pressures in Fig. 1. To reiterate what was said in 
Sec. 4, the model curves are slightly stiffer than the experimental data of Ref. [52]. 
This discrepancy is necessary to give satisfactory agreement with shock wave da- 
ta. It can be justified, at least in part, by the argument that the stiffer curve repre- 
sents freely-rotating molecules, while the data correspond to molecules that are 
partly oriented. 

10.3 Principal Hugoniot 

The principal Hugoniot for deuterium is shown in Fig. 6, which also illustrates the 
effect of dissociation and the sensitivity to the mixture miscibility parameter. We 
show the deuterium Hugoniot again in Fig. 11, along with some additional exper- 
imental data and calculations. The model calculation for an initial liquid state 
(0.17 g/cm3) is shown by a solid line. It is in good agreement with the experimen- 
tal data from Refs. [4] [6]-[9][37]. (We have not shown the Nova laser data [28]- 
[30], which we believe to be in error, as discussed in Sec. 1 and Appendix A.) 
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Detailed inspection of Fig. 11 shows that the Hugoniot for our model is slightly 
softer than the high-precision shock data reported by Nellis, et al. [4]. As noted in 
Sec. 4.1, we have not been able to obtain complete consistency between the shock 
wave and static data within the framework of our model. The stiffer cold curve 
that is required to pass through the shock wave data points is inconsistent with 
the static measurements. However, the discrepancy is small-just outside the re- 
ported error bars at the highest pressure point; we have not tried to determine 
what model improvements would be needed to eliminate it entirely. 

Density (g/cc) 
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

Density (g/cc) 

Fig. 11. Principal Hugoniot for deuterium. Model calculations: solid lines-liquid state; 
dashed line-solid state; dotted l i n e 1 9 7 2  model; dotdash line-liquid state, ionization 
turned off. Experimental data: initial liquid state-crosses [37], circles [4], squares (61-[8], 
diamond [9]; initial solid state-triangle [lo]. X's are PIMC calculations [25] 

The dashed line in Fig. 11 is the calculated Hugoniot for an initial solid state (0.199 
g/cm3). The higher initial density results in higher shock densities, 5-10% de- 
pending on pressure. The model curve is well within the error bars of the single 
data point for the solid [lo]. 

Although the Hugoniot density is close to the theoretical asymptotic value, 4po, at 
120 GPa, additional structure is observed when the calculation is extended to 
higher pressures. The density again increases with pressure above 120 GPa, reach- 
es a maximum of 4.4~0 at 550 GPa, then decreases back to 4po at still higher pres- 
sures. This additional structure is due to the effects of ionization; it does not 
appear when ionization is turned off in the model, as seen by the dotted line in 
Fig. 11.' There are no experimental data at these high pressures, but the model cal- 
culation agrees quite well with the ab initio PIMC calculations of Militzer and 
Ceperley [25] in this regime. Experiments at pressures of 200 GPa or higher would 
be needed to observe the effects of ionization and test the model. 
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For comparison, Fig. 11 also shows the Hugoniot computed using the 1972 EOS 
(dotted line). The old model is not as accurate as the new one, although it displays 
the same qualitative behavior. The new EOS gives higher shock compressions at 
pressures below 120 GPa, in good agreement with the experimental data. The im- 
provement is due to a combination of several factors-the high-order corrections 
in the liquid perturbation expansion, the softer zero-Kelvin curve for the molecu- 
lar solid, the treatment of molecular vibrations and rotations, and the switch from 
equal densities to equal pressures in the mixture model. The improvements to the 
ionization equilibrium model lead to somewhat lower shock compressions at 
high shock pressures, in better agreement with the PIMC calculations. 

The Hugoniot for hydrogen is shown in Fig. 12. It is more difficult to generate 
high pressures in Hz than in D2, because of its lower shock impedance. Therefore, 
most of the experimental measurements have focused on the heavier isotope. The 
model calculation agrees well with the experimental data that are available. It 
should be noted that the Hugoniots for the two isotopes do not scale in density 
because the initial state for Hz corresponds to a larger molar volume than for D2. 
As a result, Hg has a higher Hugoniot temperature and lower compression than 
D2 at the same-pressure. 

Density (g/cc) Pressure (GPa) 

Fig. 12. Principal Hugoniot for hydrogen. Fig. 13. Hugoniot temperature vs. 
Model calculation is shown by solid line. pressure for deuterium. Solid line is 
Experimental data: crosses [37], circles principal Hugoniot, dashed lines are 
[4], squares [8] reflected Hugoniots. Data are from [87]. 

1. Although the calculations with and without ionization give the same Hugoniot density 
at high pressures, they do not give the same EOS. For example, the Hugoniot temperature 
is significantly higher when ionization is turned off. 
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Figure 13 shows the Hugoniot temperature as a function of pressure for deuteri- 
um. The principal Hugoniot for our model, shown by a solid line, is in good 
agreement with the experimental data of Holmes, et al. [87]. The reflected shock 
Hugoniots, shown by dashed lines, are discussed below. 

10.4 Reflected Shocks 

Reflected shocks are generated when a shock wave in a material of interest (the 
"sample") strikes a material of high impedance (the "anvil"). The reflected shock 
state in the sample can be determined from the measured shock velocity and EOS 
of the anvil, using the impedance matching technique. 

Figure 15 compares our model predictions with experimental data [8] for reflected 
shocks in liquid D2, generated by aluminum (15a) and sapphire (15b) anvils. The 
ab initio calculations of Militzer, et al. [27], are also shown by diamonds in Fig. 15a. 
(The two sets of numbers shown correspond to the results of different numerical 
methods that were reported in the paper.) Our model gives good agreement with 
the experimental and numerical data. (We have not shown the Nike laser data 
[31] [32], which we believe to be in error, as discussed in Sec. 1.) 

Figure 14 compares our model calcula- loo 1 1 1 1 1 1 1 1 -  

EOS of Hydrogen and Deuterium 55 

tions with reflected shock measure- 
ments in liquid deuterium, using 

80 aluminum and magnesium as anvil - 
materials [4] [37]. In this case, we have 8 
plotted the pressure of both the princi- 52. so 
pal Hugoniot and reflected shocks as 

a, 

\ 

- - 

B\. 
0 ‘, 

- - 

functions of particle velocity. The 2 \. 
agreement is very good. 9) 

& 
At very high pressures, questions 
about the EOS of the anvil arise and it 
may not be possible to make an accu- 
rate determination of the pressure and 0.0 2.0 4.0 6.0 8.0 10.0 

Particle Velocity (km/s) 
particle velocity by impedance match- 
ing. In this case, the experimentalist Fig. 14. Reflected shock curves for D2. Model 

calculations: solid line-principal Hugoniot, may prefer to plot the measured shock dashed lines-reflected shocks. Experimen- 
velocity in the anvil as a function of tal data are from Refs [4] and 1371. 
the initial shock velocity in the sam- 
ple, thereby avoiding any assumption 
about the EOS of the anvil. Of course, it is still necessary to assume an EOS for the 
anvil in order to compare the theoretical model with the experimental data. 



Results and Discussion 

D2 Velocity (km/s) D2 Velocity (km/s) 

Fig. 15. Reflected shock experiments for deuterium. Frame a is for an A1 anvil, frame b for a 
sapphire anvil. Solid line is model calculation. Circles are data of Knudson [8]. Diamonds in 
frame a are points computed using two different ab initio techniques [27]. 

The aluminum EOS used in our calculations was taken from Ref. [62] (EOS 3700 
in the Sandia tabular EOS library). The aluminum Hugoniot has now been very 
well characterized by experiment at shock velocities up to 18 GPa, and there are 
also some data at considerably higher pressures [88]. The theoretical EOS is in ex- 
cellent agreement with all the available data. Therefore, there is no reason to ex- 
pect significant uncertainty due to the EOS of the anvil. 

The sapphire Hugoniot, by contrast, is not well known in this regime. We have 
used an aluminum oxide EOS due to Barnes and Lyon [89] (EOS 7411 in the Los 
Alamos tabular EOS library) in our calculations. It should be noted that the exper- 
imental shock velocities for the aluminum and sapphire anvils are very close. 
Since the model calculations for aluminum agree with the data, any large discrep- 
ancy between the sapphire calculations and experiment would have to be attrib- 
uted to the sapphire EOS, not the D2 EOS. 

Figure 13 compares our model predictions with principal Hugoniot and reflected 
shock temperature measurements of Holmes, et al. [87]. Our model gives good 
agreement with the principal Hugoniot and the reflected shock for a 12 GPa initial 
state. However, it does not agree with the measurements for reflected shocks from 
17 and 22 GPa initial states. The data indicate only a slight increase in temperature 
on reshock. These experiments were initially cited as evidence that dissociation 
softens the EOS at high pressures. Models that agreed with these temperature 
measurements were also found to predict high shock compressions on the Hugo- 
niot, like those obtained in the Nova laser experiments. 
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We have performed a number of sensitivity studies to determine what changes in 
the model are required to match the temperature data of Ref. [87]. We have not 
been able to find any way to match these data without destroying the agreement 
with other measurements. For example, it is possible to match the reshock tem- 
peratures by using a statistical weight on the atomic fluid to force dissociation. 
But that also softens the principal Hugoniot at pressures above 20 GPa and is to- 
tally inconsistent with the data of Refs. [6]-[lo]. (Even so, it does not bring the pre- 
dictions into agreement with the Nova laser data.) 

A deficiency in our theoretical model cannot yet be ruled out, but further investi- 
gation of the temperature measurements is warranted. One possibility is that the 
low temperatures are due to cooling effects of the sapphire window used in the 
experiments [8]. The thermal conductivity of sapphire decreases with tempera- 
ture-at low temperatures. However it increases again at high temperatures be- 
cause of the radiative contribution [go]. It may be that previous analyses have 
underestimated the magnitude of window cooling effects. 

10.5 Reverberation Experiments 

Knudson, et al. [7] [8], have used a shock reverberation technique to generate mul- 
tiple shocks in deuterium at densities up to ten times liquid density. These experi- 
ments can be analyzed with the aid of the pressure-particle velocity (P-up) 
diagram shown in Fig. 16: A liquid Dz sample is confined in a cell with an alumi- 
num baseplate at the impact end and a sapphire window at the other end. The ini- 
tial shock generates P-up state 1 on the principal Hugoniot of the sample. The 
shock traverses the sample and reflects off the sapphire window, producing P-up 
state 2, the intersection of the sapphire Hugoniot with the first D2 reshock curve. 
The reflected shock then travels back through the sample and reflects off the A1 
baseplate, producing P-up state 3, the intersection of the second D2 reshock curve 
with the reshock Hugoniot for the baseplate. The second reshock then traverses 
the sample a third time and arrives at the window. 

Four times of arrival (TOA) are relevant to the experiment: tl-TOA for the initial 
shock in the sample, t2-TOA for the initial shock at the window, t3-TOA for the 
first reshock at the baseplate, and t4-TOA for the second reshock at the window. 
The initial transit time, tI = t2 - t l  , and the reverberation time for the first and 
second reshocks, tR = t, - t2 , are determined in the experiment. The ratio of these 
two times is independent of the sample dimensions. It can be expressed in terms 
of the shock and particle velocities at state 1, 2, and 3 as follows. 

where p, = 1 - upl /USl and p2 = 1 - up2/ US2. Note that the shock and particle 
velocities in these expressions correspond to reference frames in which the sample 
is initially at rest before being shocked or reshocked. 
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Fig. 16. Pressure-particle velocity diagram Fig. 17. Reverberation data for D2. Model 
for reverberation experiment. See text for calculation is shown by solid line. Data are 
discussion of experiment. from Refs. [7] [8] 

Figure 17 compares our model calculations of the reverberation time ratio as a 
function of the initial deuterium shock velocity with the experimental data [7] [8]. 
(Knudson, et al., plotted the time ratio on the abscissa in order to emphasize the 
correlation with the principal Hugoniot, and we have followed their example.) 
The same EOS for aluminum and sapphire were used as in the reshock calcula- 
tions, Figs. 15.' The time ratio first decreases with increasing shock velocity, reach- 
es a minimum at 19 km/s (45 GPa), and then increases with higher shock 
velocities. Our model is in good agreement with the data, both qualitatively and 
quantitatively. 

Although the reverberation experiments generate very high density states in the 
deuterium, Knudson, et al., pointed out that the time ratios are most sensitive to 
the initial shock density. The reason for this fact is that the models they considered 
gave very similar results for the density and velocity jumps on reshocking, even 
though they gave quite different results for the initial shock density. Therefore, 
they used these measurements as independent evidence that the maximum densi- 
ty on the principal Hugoniot had to be about 4po, in contrast to the much higher 
densities reported in the Nova laser experiments. 

Since the reverberation technique generates such high densities, it would be inter- 
esting to compare directly to the shock and particle velocities of reshock states 2 
and 3, in addition to the time ratio, if such measurements are feasible. 

1. Sensitivity studies were made to investigate effects of uncertainty in the sapphire EOS. 
The predictions are surprisingly insensitive to reasonable variations in the sapphire model. 
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10.6 Comparison with Numerical Calculations 

Figure 11 shows that our model agrees quite well with PIMC calculations of the 
deuterium Hugoniot [25] at pressures above 200 GPa. The agreement is poorer at 
low pressures. However, the PIMC results do not agree well with experiment in 
this regime, and it is evident that the method has numerical problems at low tem- 
peratures and high densities. Figure 15 shows that our model also agrees well 
with PIMC and DFT/PIMC calculations of the aluminum reshock experiments 
1271. 

Militzer and Ceperley have also made extensive PIMC calculations of the hydro- 
gen EOS at low densities, 0.001-0.15 g/cm3, and temperatures from 5000-250,000K 
[26]. One of their stated purposes for this study was to provide a numerical test of 
the validity of chemical models. Figure 18 compares our model calculations with 
their calculations. We have also included the high density data for deuterium [26], 
with density and energy scaled according to atomic weight. The PIMC energies 
were shifted by +15.886 eV to give the same energy zero as our model, i.e., zero 
enthalpy for the molecular gas at room temperature and atmospheric pressure. 
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Fig. 18. EOS surface for hydrogen. Solid curves are model calculations. Circles connected by 
dotted lines are PIMC calculations [25][26]. PIMC energies were shifted to give the same 
energy zero as the model. 

The agreement between our model and the PIMC results is generally very good. 
There are some discrepancies at the lowest temperatures, especially at high densi- 
ties. As noted above, comparison between the Hugoniot data and the PIMC re- 
sults shows that the method has numerical problems and is not exact. This 
conclusion is borne out by examination of the trends among the PIMC points. 
Therefore, we consider the agreement between our model and PIMC to be satis- 
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factory and do not regard the discrepancies as any indication of failure of the 
chemical picture of matter at high densities. 

10.7 Dissociation and Ionization 

Figure 19 compares our model predictions of dissociation and ionization in hy- 
drogen with PIMC calculations for three isochores: frame (a) corresponds to an 
ion sphere radius r, = 2.6 and density p = 0.153 g/cm3. frame (b) to vs = 6.0, p = 
1.25~10-~, and frame (c) to r, = 14, p = 9.83~10-~. Model calculations of the mole 
fractions of Hz molecules, H1 atoms, and H+ ions are shown by solid, dashed, and 
dotdashed lines, respectively. The PIMC results [26] are shown by circles, squares, 
and triangles connected by dotted lines. (We have plotted the mole fractions as 
functions of pressure, rather than temperature, to be consistent with the discus- 
sion of the deuterium Hugoniot, below.) 

In presenting their results for the mole fractions, Militzer and Ceperley cautioned 
that the PIMC method does not provide a completely rigorous and unique pre- 
scription for defining molecules, atoms and ions. They employed a "cluster analy- 
sis" that was based upon the proton-proton and proton-electron distances, along 
with certain energy criteria. However, they note that other definitions of atoms 
and molecules could give quantitatively different results. 

Given these uncertainties, the agreement between our model and the PIMC re- 
sults for the mole fractions of Hz is quite satisfactory at all three densities. It 
should be noted that dissociation takes place over a wide range of pressure. The 
pressure corresponding to the onset of dissociation increases with increasing den- 
sity, but complete dissociation always requires another order of magnitude in- 
crease in pressure. 

By contrast, the PIMC results at all three densities predict the onset of ionization 
to occur at lower pressures and temperatures than our model.' This discrepancy 
is especially surprising at the lowest density, where the results of both theories 
should approach the ideal gas limit and there are fewer possibilities for error. This 
fact suggests that the cluster analysis overestimates the extent of ionization. 

A simple check on the mole fractions from the cluster analysis can be made as fol- 
lows. If the ideal gas approximation is valid, the pressure is proportional to the to- 
tal number of free particles. Since dissociation doubles, and ionization 
quadruples, the number of free particles, the pressure for an ideal gas is given by 

1. Militzer and Ceperley also noted this discrepancy when comparing with the chemical 
model of Saumon and Chabrier [14]. 
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where X2, X I ,  and X+ are the mole fractions of molecules, atoms, and ions, respec- 
tively, and W is the molecular weight. This expreision can be used to determine 
the weighted sum of mole fractions X2 + 2X, + 4X from the pressure. 

Pressure (GPa) Pressure (GPa) 

Pressure (GPa) Pressure (GPa) 

Fig. 19. Dissociation and ionization on hydrogen isochores: (a) rs = 2.6; (b) rs = 6.0; (c) rs = 
14. In frames (a)-(c): mole fraction of Hz--solid curve is model, circles connected by dotted 
lines are PIMC calculations [26]; mole fraction of HI-dashed curve is model, squares are 
PIMC; mole fraction of H+-dotdashed curve is model, triangles are PIMC. Frame (d) 
shows weighted sums of mole fractions at rs = 14, computed as discussed in text; solid and 
dotdashed curves are model calculations, circles and squares are PIMC results. 

Figure 19d shows the weighted mole fraction sum vs. pressure for the lowest den- 
sity, r, = 14, p = 9.83x10-~, where the ideal gas approximation should be most accu- 
rate. The circles were computed from Eq. (58), using the PIMC pressures, and the 
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squares were computed by direct summation of the mole fractions from the clus- 
ter analysis. The cluster analysis gives a significantly higher value for the weight- 
ed sum at pressures above 0.1 GPa, a strong indication that it overestimates the 
extent of ionization. 

The same analysis was made on our model calculations, and the results are also 
shown in Fig. 19d. There is good agreement between the weighted mole fraction 
sum obtained from the pressure (solid line) and that obtained by direct summa- 
tion of the mole fractions (dotdashed line). Moreover, both model curves agree 
well with the PIMC pressure results. 

Based upon the above arguments, we believe that the discrepancy between our 
ionization predictions and the PIMC results is most likely due to uncertainties in 
the cluster analysis, not to errors in our chemical model. 

Figure 20 shows our model calcula- 1.0 

tions of dissociation and ionization 
along the deuterium Hugoniot. The 
onset of dissociation occurs at a pres- 
sure near 25 GPa, which coincides 
with the softening observed in the .g 0.6 - 

4 
principal Hugoniot, Fig. 11. Dissocia- 
tion is essentially complete at 300 GPa. 2 
This result is consistent with the calcu- 4 0.4 - 

lations shown in Fig. 11, which indi- 
cate that dissociation occurs over an o,z 
order of magnitude range in pressure. 

Ionization begins at a lower pressure, 
relative to dissociation, than in Fig. 11, Pressure (GPa) 
with the result that the atomic mole Fig, and ionization on 
fraction never exceeds 0.5. This behav- deuterium Hugoniot. 
ior is due to lowering of the ionization 
potential, Eq. (45), which favors ion- 
ization at high densities. The model and PIMC results shown in Fig. 11 also indi- 
cate this trend toward lower atomic mole fractions at higher densities. At still 
higher densities, above about 0.9 g/cm3, atomic deuterium is pressure-ionized. 
and the mole fraction of D drops to zero. 

10.8 Conductivity Experiments 

Electrical conductivity measurements on shocked Hz and D2 [5] [91] [92] show that 
the conductivity increases with both temperature and pressure. This observation 
correlates with the increase in ionization with temperature and pressure predicted 
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by our model. In this section, we endeavor to make a rough quantitative compari- 
son between the conductivity data and our ionization predictions. 

The experiments discussed in Refs. [5], [91], and [92] were carried out in regions 
of temperature and pressure where our model predicts relatively low levels of 
dissociation and ionization. A rigorous theory of electrical conductivity in this re- 
gime is beyond the scope of the present study. However, the model of Lee, More, 
and Zimmerman (LMZ) [83] [93]-[95] provides a starting point. We have modified 
the LMZ model to use our ionization state and melting curve but have used the 
default values for all other model parameters. Details are given in Appendix B. 

Before presenting the results, we emphasize that our calculations are very crude 
and are not intended to serve in place of a full theoretical treatment of the electri- 
cal conductivity. We do not seek to predict the conductivity or even to fit the data. 
We only want to see if our ionization predictions are reasonably consistent with 
these data. The LMZ model cannot be expected to give a highly accurate descrip- 
tion of the conductivity in this regime, where ionization levels are low and mole- 
cules predominate. But we felt that it was preferable to use an elementary 
conductivity model for our purpose than to ignore the issue altogether. 

Nellis, et al. [91], measured the electrical conductivity of deuterium on the princi- 
pal Hugoniot, in the range 13-20 GPa, corresponding to temperatures in the range 
2200-4500K. Their data, shown as squares in Fig. 21, exhibit a rapid rise in conduc- 
tivity with pressure due to shock heating. Our model redicts the ionization to in- ? crease from 2xl0-~ electrons/atom at 13 GPa to 4x10- at 20 GPa, consistent with 
the observed trend. The dotted curve in Fig. 21 was computed using our modified 
version of the LMZ model. It is in rough agreement with both the magnitude of 
the conductivity and its dependence on pressure, indicating that our EOS model 
predicts reasonable levels of ionization in this regime. 

Weir, et al. [5], used a multiple-shock technique to investigate the electrical con- 
ductivity of hydrogen and deuterium at pressures in the range 93-180 GPa and 
temperatures in the range 2000-5000K. Hypervelocity impactors were used to 
shock liquid samples contained between two A1203 plates. The pressure in the 
sample reverberates up to the first shock pressure in the A1203, resulting in high 
pressures but much lower temperatures and much higher compressions than 
would be obtained by a single shock. The conductivity was observed to increase 
by four orders of magnitude from 93 to 140 GPa and was essentially constant from 
140-180 GPa. The high-pressure value, 2000 (ohm-cm).', is comparable to that for 
metals at high temperature. Fortov, et al. [92], also reported reverberation experi- 
ments in the same regime and obtained results close to those of Weir, et al. 

The data of Weir, et al., are shown by circles (H2) and triangles (D2) in Fig. 21. 
Note that the reverberation experiments cover nearly the same temperature range 
as the Hugoniot experiments, even though the pressures are much higher. Com- 

-- -- 
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parison of the Hugoniot and reverberation data shows that ionization increases 
with pressure at a constant temperature, as predicted by our model. 

In order to compare with the reverber- 
ation data, we made hydrocode simu- 
lations of the experiments, using our 
EOS to determine the densities and 
temperatures of the final states of the 
Hz and D2 samples at various initial 
shock states in the A1203. Using these 
final states, we find that the ionization 
increases from 3x10-~ electrons/atom 
to 3 x 1 0 ~ ~  in HZ and from 2xl0-~ to 
9x10-' in D2 over the pressure range 
from 90 to 180 GPa. (Hz undergoes 
less ionization than D2 because it has a 
lower density and so undergoes small- 
er pressure increments and less shock 
heating during ring-up to the final 
state.) 

The conductivities for the reverbera- 
tion experiments, calculated using the 
modified LMZ model, are shown by 
the dashed line (H2) and the dot- 

reverberation 

: v 

/ 8 Hugoniot 

0 

10-5 t ' ,:, I 1 
10' 1 02 

Pressure (GPa) 

Fig. 21. Electrical conductivity of shocked 
hydrogen and deuterium. Experiment: 
squares-D2 Hugoniot 1911, triangles-D2 
reverberation [5] ,  circles-H2 reverberation 
[5] .  Calculations: dotted line-D2 Hugoniot, 
dotdashed line-D2 reverberation, dashed 
l i n e H z  reverberation. 

dashed line (D2) in Fig. 21. They are in rough agreement with the data and also 
predict the large difference between the Hugoniot and reverberation experiments. 
However, the experimental data do not exhibit a significant difference between 
Hz and D2 as do the calculations. This fact suggests problems in the conductivity 
model, rather than in the ionization predictions, since any reasonable EOS model 
should predict less ionization in Hz than D2 under the conditions of the reverber- 
ation experiments. 

One complication in the interpretation of these experiments is that our phase dia- 
gram (Fig. 7) predicts that D2 will cross over into the molecular solid regime dur- 
ing ring-up at pressures below 117 GPa. Hz has a lower melting pressure than D2 
and is predicted to remain in the fluid range. It does not seem likely that solidifi- 
cation would occur on the short time scale (- 0.2 pec) that it takes for the liquid to 
reach the final state. (Solidification was not included in the hydrocode simula- 
tions.) However, this issue may merit further consideration. 

The fact that the calculations are in general agreement with the observed trends in 
the data shows that there are no gross deficiencies in our ionization model. How- 
ever, there is clearly room for improvement. Some of the discrepancies with ex- 
periment could be due to the calculated ionization state, but they are much more 
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likely to be due to deficiencies in the conductivity model. In fact, it is somewhat 
surprising that such a simple conductivity model gives as good agreement as it 
does. It would be easy to improve the agreement by adjusting the LMZ parame- 
ters, but we have not done that here in order to avoid clouding the issue. 

The reverberation experiments also give some insight into the nature of miscibili- 
ty between the molecular and atomic components of the mixture at high pres- 
sures. The above calculations were made using a miscibility parameter of 0.75 
(Sec. 9.3), which does not predict any first-order transition from a molecular to a 
metallic fluid. If the miscibility parameter is dropped to 0.01, making the two 
components immiscible, the model does predict a first-order transition at temper- 
atures below about 15,000K. However, the immiscible model does not predict sig- 
nificant dissociation or ionization at pressures below 500 GPa, and that is 
inconsistent with the conductivity data. Therefore, we believe that the higher mis- 
cibility parameter is appropriate even at high pressures. 

10.9 Implications for Planetary Models 

The EOS of hydrogen plays a key role in modeling the "giant planets," Jupiter and 
Saturn, which consist primarily of hydrogen and a smaller amount of helium. (See 
Refs. [96]-[98] and references cited therein.) The simplest planetary model as- 
sumes that all points in the planet's interior lie on an adiabat (isentrope) passing 
through a given temperature-pressure state at the surface. The problem is further 
simplified if the composition, e.g., the helium abundance, is assumed to be con- 
stant throughout the interior. Having calculated the isentrope from the EOS, one 
can solve for pressure and density as a function of radius, requiring that the mass 
distribution give hydrostatic equilibrium in the planet's own gravitational field. 
More complicated models consider variations in the helium abundance along the 
isentrope and deviations from isentropic conditions. 

We have used our new hydrogen EOS, together with a preliminary helium EOS, 
to make calculations of the structures of Jupiter and Saturn. These calculations are 
too preliminary to be presented here, and a full discussion of all the issues in- 
volved is beyond the scope of this report. However, there are three points that 
should be mentioned. 

First, much of the work in the literature on Jupiter and Saturn has employed EOS 
models that include a plasma phase transition (PPT) [14]. The existence of a PPT 
not only affects the thermodynamic properties; it has also been used to justify 
changes in the helium abundance at the phase boundary [98]. Our EOS model 
does not predict a PPT, a result that is consistent with the experimental data and 
ab initio calculations currently available. A first-order transition can be obtained 
by using a smaller miscibility parameter, but the results are inconsistent with the 
conductivity data, as noted above. Hence there is little reason to believe that a PPT 
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exists in hydrogen. The absence of a PPT will require reevaluation of previous Ju- 
piter and Saturn models. 

Second, our new EOS predicts a higher pressure for the transition from molecular 
to atomic hydrogen than has been used in previous work. This result, which is 
consistent with the latest static measurements on the molecular solid, leads to a 
smaller metallic core for the Jovian planets. Previous models of Jupiter predicted a 
PPT to a metallic liquid at about 200 GPa, resulting in a metallic core for distances 
less than 80% of the outer radius [98]. Our model predicts dissociation to occur 
over the pressure range 200-1000 GPa on the Jupiter isentrope, the molecular and 
atomic components having equal concentrations at about 500 GPa. Taking 500 
GPa as the "boundary" of the metallic core, the corresponding radius would be 
about 65% of the outer radius of Jupiter. 

Finally, our new and softer EOS gives different results for the abundance of heavy 
elements present in the planetary interiors. The stiffer the EOS, the more heavy el- 
ements are needed to account for the mass of the planet. Most previous models 
have required a dense central core of rock or ice to account for the mass. Prelimi- 
nary calculations indicate that our new EOS model does not require a dense core 
for Jupiter. The helium abundance and the adiabatic hypothesis may also need to 
be reevaluated. 

- -- - 
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11. Conclusions and Recommendations 

The present study demonstrates that the basic approach used in our 1972 deuteri- 
um EOS-the "chemical modelw-is fundamentally sound. However, the model 
has been significantly improved by incorporating new developments in the theo- 
ries of liquids, ionization equilibrium, and mixtures that have taken place during 
the last thirty years. Careful attention to certain details, such as the treatment of 
molecular vibrations and rotations, has also proven to be important. 

A recurring issue throughout this work is the validity of the chemical picture of 
matter, especially at high densities. In recent years, some have argued that ad- 
vances in ab initio numerical computation have exposed serious flaws in chemical 
models and are making them obsolete. We do not agree with this view. 

Ab initio methods are unquestionably valuable tools for developing and testing 
models, and they will certainly become even more important in the future. How- 
ever, they are not yet capable of sufficient accuracy to supplant other EOS model- 
ing options. Increased computing power will not remove all their limitations; 
there are also a number of theoretical issues to be solved, as noted in Sec. 2. 

When the numerical methods do become capable of the desired accuracy, it will 
be natural to rely on them more than can be done at present. Even then, chemical 
models will still be needed to understand the phenomena that control material be- 
havior, much as they are used for interpreting experimental data. 

Of course, different chemical models employ different approximations; one 
should not expect all chemical models to predict similar results. In particular, a 
number of models have been developed to match the Nova/Nike laser measure- 
ments-data that we now believe to be erroneous. There are several significant 
differences between those models and ours; they typically use more approximate 
theories to treat the atomic fluid and ignore anharmonicity and density effects on 
the molecular vibrations and rotations. The failure of one chemical model does 
not necessarily imply the failure of another. 

Experience has shown that no EOS model is ever the final answer, that refine- 
ments to the theory are always possible and desirable. In the present case, more 
work will be needed to improve agreement between the static and shock wave 
data at high pressures. Questions remain about the zero-Kelvin isotherms for the 
atomic solid. The discrepancy between our model and the reflected shock temper- 
ature measurements needs investigation, including analysis of window cooling 
effects. Further studies of the effects of molecular ions (H2+/H2') and other chem- 
ical species on the EOS may prove to be useful. Finally, it will be interesting to ap- 
ply our EOS to models of the giant planets. 
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Appendix A 

D2 Hugoniot Data from Laser Experiments 

Throughout this report, we have ignored the deuterium Hugoniot data from the 
Nova laser experiments [28]-[30] in making comparisons with our EOS model. As 
stated in Sec. 1, we believe that the laser data either contain systematic errors or 
nonequilibrium effects that have not been identified. This appendix presents 
some calculations that support that opinion. 

Figure 22 compares the Nova laser data (X's) with the gas-gun data of Nellis, et al. 
[4] and the Z-machine data of Knudson, et al. [6]-[8] (circles). The Nova data show 
a maximum compression of - 6.2, while the data of Knudson, et al. show a maxi- 
mum shock compression of - 4.2. Nellis has noted that the high compressions 
seen in the laser data are inconsistent with data for other diatomic molecules and 
has discussed possible causes of error in the laser experiments [33]. Ab initio nu- 
merical calculations [22] [23] [25] also disagree with the laser data. 

Fig. 22. Comparisons with laser Hugoniot data. Experimental data: circles [4][6]-[S], X's 
[28]-[30]. Model calculations (a): solid line-complete model, dashed l ineatomic fluid 
only. Sensitivity tests (b): dotted line-solid-gas model, dashed line-solid with ideal gas ion 
motion, dotdashed line-solid with no ion motion. Sensitivity tests (c): dashed line- 
equilibrium fluid as in (a), dotdashed line-hot electrons, dotted l ineco ld  electrons. 

When the laser data first appeared, it was thought that the high compressions 
were due to dissociation. We have already shown that our model does predict the 
onset of dissociation at about 20 GPa on the Hugoniot but that it is inconsistent 
with the laser data. The solid line in Fig. 22a shows the Hugoniot calculated using 
the full EOS model, including both molecular and atomic species. The dashed line 
in Fig. 22a shows the Hugoniot calculated using only the atomic species, i.e., 
when dissociation is forced to occur. The calculations do not predict the high com- 
pressions seen in the laser experiments, even when dissociation is complete. 
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Clearly, a drastic revision of our EOS for the atomic fluid would be required to 
match the laser data. 

Several calculations were made to examine what changes in the atomic model 
would improve agreement with the laser data. The results are shown in Fig. 22b. 
The dotted line was calculated using an EOS like that for the atomic solid (Sec. 
3. I), except that the lattice vibrational terms were replaced by a formula that inter- 
polates between the Debye model at low temperatures and an ideal gas model at 
high temperatures. (See Sec. 4.3 of the PANDA manual for details.) This "solid- 
gas" EOS gives much poorer agreement with the laser data (as well as the other 
data) than our more fundamental liquid perturbation model. The dashed line was 
computed by using the ideal gas formula at all temperatures. This ideal gas model 
gives higher compressions but still fails to match the laser data. In order to match 
the data, it is necessary to eliminate the contributions from thermal ion motion al- 
together, as shown by the dotdashed line. This model is not credible, of course; we 
include it only to demonstrate what drastic changes to the atomic fluid model are 
required to be consistent with the laser experiments. 

It does not appear possible to match the laser data with any reasonable EOS mod- 
el for the atomic fluid. This fact, together with the evidence from the other experi- 
ments and the ab initio calculations, is compelling evidence that the laser data do 
not represent an equilibrium material response. However, it has been proposed 
that nonequilibrium phenomena could be important on the time scale of the laser 
experiments. 

Gygi and Galli [99] suggested that shock-induced electronic excitations could be 
responsible for the anomalously high shock compressions. The dotdashed line in 
Fig. 22c was computed using our model for the atomic fluid, but taking the elec- 
trons to be ten times hotter than the nuclei in computing the thermal electronic 
contributions. This "hot electron" model does indeed give higher compressions 
than the equilibrium model (dashed line) at high pressures, but it falls far short of 
matching the laser data. In addition, it is not clear what mechanism could pro- 
duce such high electron temperatures. 

Dharma-wardana and Perrot [loo] made the opposite argument-that the ions 
should initially be much hotter than the electrons. The dotted line in Fig. 22c was 
computed using our model for the atomic fluid, but taking the electrons to be ten 
times colder than the nuclei. This "cold electron" model gives slightly higher 
compressions than the equilibrium model at the lower pressures but gives an 
even stiffer Hugoniot at the high pressures. 

Nonequilibrium behavior cannot yet be ruled out as an explanation for the anom- 
alously high compressions seen in the laser experiments. However, we believe 
that the phenomena and mechanisms involved have not yet been identified. 
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The Conductivity Model 

This appendix discusses our modifications to the Lee-More-Zimmerman (LMZ) 
conductivity model that was used in Sec. 10.8. The basic equations are the same as 
those given in the 1991 article by More [94], except that they include a correction 
for electron-electron scattering that is attributed to G. B. Zimmerman [95]. We 
have modified these equations to use the ionization state and melting curves from 
our EOS model. 

The basic LMZ equation for the electrical conductivity is 

Here zF is the ionization state (number of free electrons/atom), ni is the ion den- 
sity (number of atoms/cm3), and .re is the electron relaxation time in sec. The elec- 
tron chemical potential p is defined by treating the free electrons as an ideal Fermi 
gas. A ,  is a function of y that varies between 1 and 3.4. Sp is the Zimmerman elec- 
ton-electron scattering correction, 

(This correction is very important in the present case, where the levels of ioniza- 
tion are low.) 

The electron relaxation time, or time between collisions, is computed using sever- 
al approximations, each of which apply to different regions of density and tem- 
perature. In this work, we need be concerned only with regions 4 ,5 ,  and 6. 

In Region 5, which corresponds to the highest densities and lowest temperatures, 
the relaxation time is given by the Bloch-Griineisen law modified by the Linde- 
mann approximation, 

- 50(rs/ve)(Tm/T) (Region 5). T ,  = .rBG - (B. 3) 

Here rs is the ion-sphere radius, v ,  is the average electron velocity (Eq. 3.21 of 
Ref. [94J), and Tm is the melting temperature, a function of density. 

In Region 6, which corresponds to temperatures T > Tm , the relaxation time from 
Eq. (B.3) is modified by an approximation suitable for liquids, 
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Region 4 is introduced to ensure that the mean free path is not less than the ion- 
sphere radius. 

which applies if 7, > z,G (for T < T,) or 7, > xI, (for T > T,) 

In the standard LMZ model, the ionization state is computed from the Thomas- 
Fermi formula, and the melting temperature is computed from a formula due to 
Cowan. Neither approximation gives reasonable results for the hydrogen iso- 
topes. 

In the present work, we modified the LMZ model to use the ionization state and 
melting curve from our EOS model. Calculation of the ionization state is de- 
scribed in Sec. 9.7. Since the Bloch-Gruneisen law, Eq. (B.3), applies to metals, we 
used the melting temperature for the atomic solid, rather than for the molecular 
solid. (The conductivities would be about 4-7 times higher if we used the molec- 
uar melting curve.) 

When the ionization state and melting curve are modified, the LMZ model pre- 
dicts the states obtained in the reverberation experiments to lie in Region 6. For 
the D2 Hugoniot, the states lie in Region 6 for pressures up to 18 GPa and Region 
4 at higher pressures. 

We also made calculations in which Regions 5 and 6 were eliminated, forcing the 
model to use a relaxation time determined strictly by the ion sphere radius. This 
change had only a small effect on the conductivity on the Hugoniot. As expected, 
it predicted lower conductivities for the reverberation experiments, giving some- 
what poorer agreement with the data. However, it still predicted the general 
trends, including the large difference between the Hugoniot and reverberation ex- 
periments. 

The LMZ model also includes multipliers, in Eqs. (B.3) and (B.3, that could be ad- 
justed to improve agreement with the experimental data. However, we have not 
used those parameters in the present work. 
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