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Abstract 
In the LIGA process for manufacturing microcomponents, a polymer film is exposed to an x-ray 
beam passed through a gold pattern. This is followed by the development stage, in which a 
selective solvent is used to remove the exposed polymer, reproducing the gold pattern in the 
polymer film.  Development is essentially polymer dissolution, a physical process which is not 
well understood.  We have used coarse-grained molecular dynamics simulation to study the early 
stage of polymer dissolution.  In each simulation a film of non-glassy polymer was brought into 
contact with a layer of solvent.  The mutual penetration of the two phases was tracked as a 
function of time.  Several film thicknesses and two different chain lengths were simulated.  In all 
cases, the penetration process conformed to ideal Fickian diffusion.  We did not see the 
formation of a gel layer or other non-ideal effects.  Variations in the Fickian diffusivities 
appeared to be caused primarily by differences in the bulk polymer film density. 
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Introduction 
The purpose of this document is to report on a preliminary study of polymer dissolution using 
molecular dynamics simulation.  This work was motivated primarily by the need for better 
models of development kinetics in the LIGA process.1  LIGA is a German acronym for 
lithography, electrodeposition and molding.  High-resolution, high-aspect ratio features are 
etched in a PMMA polymer film by first exposing the polymer to a high-energy x-ray beam 
shone through a gold pattern.  The x-rays lower the molecular weight of the PMMA in those 
regions which are not covered by the gold pattern.  In a second step, known as development, a 
special solvent selectively dissolves the low molecular weight regions of the film, creating a 
positive image of the gold pattern in the PMMA.  The  achievable resolution of LIGA parts is to 
some extent limited by sidewall development i.e., the tendency for the solvent to etch sideways 
as well as downward.2  Improved understanding of PMMA development will lead to better 
strategies for controlling sidewall development and increasing the achievable resolution.   

Development is essentially a dissolution process.  A low molecular weight solvent penetrates the 
polymer film and swells it, allowing the polymer molecules to disentangle, diffuse into the bulk 
solvent and be transported away by convection.  Beyond this brief description, the mechanisms 
of polymer dissolution are poorly understood, but are believed to be strongly influenced by 
solvent/polymer interactions at the molecular length scale.  In some cases, simple Fickian 
diffusion is observed i.e., the depth of solvent penetration is linear in the square root of time.  
However, glassy polymers such as PMMA often exhibit what is known as class II behavior i.e., 
the depth of solvent penetration is linear in time.3   This is caused by the presence of a sharp 
front separating the glassy region where the solvent concentration is small and the non-glassy 
region where the solvent concentration is higher.  There is some theoretical and experimental 
evidence which suggests that a similar front forms in dissolution of non-glassy polymers.4,5  
Molecular dynamics provides a way to directly simulate polymer dissolution, without making 
any assumptions about the nature of the transport processes.  The only inputs are descriptions of 
the interaction potentials between particles which represent either solvent molecules or segments 
of the polymer.  Over the years, physically realistic interaction potentials have been developed 
for polymer/solvent systems.  The molecular dynamics code uses the interaction potentials to 
track the motion of all the particles in the system.  The challenge is to devise computer 
experiments that can reveal physical behavior different from that predicted by a simple Fickian 
model of solvent penetration. 

Simulation Method 
To maximize the probability of success, we chose a very simple experiment and a very 
computationally efficient interaction potential.  The system of particles consisted of a rectangular 
box.  One half was filled with Nc linear polymer chains, each consisting of N particles.  The other 
half was filled with Ns solvent particles, so the total number of particles in a simulation was 
Ntot = N Nc + Ns.  The polymer model was the same as that used by Kremer and Grest6 in their 
study of polymer melt dynamics.  This has been shown to provide a good representation of a 
non-glassy polymer with an entanglement length of about 50 segments.  All polymer segments 
interacted with a soft repulsive interaction which falls smoothly to zero at a separation of 21/6σ. 
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where r is the separation between particles i and j, σ is the particle diameter of the polymer 
segment, and ε is an energy parameter which controls the stiffness of the repulsive interaction.  
Consecutive polymer segments on the polymer chain are held together by an additional finite-
extensible nonlinear elastic (FENE) interaction that becomes increasingly attractive as the bond 
length increases from zero to a maximum value of R0.   
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where R0 is the maximum bond extension and kb is a stiffness parameter.   

For the polymer molecules, we chose the interaction parameters of Kremer and Grest i.e., σ = 1, 
ε = 1, R0 = 1.5 and kb = 30, where all of these quantities use the same arbitrary units of energy 
and length.  The solvent particles were identical to the polymer segments, which ensured that 
they formed a good solvent for the polymer.7  The masses of the solvent and polymer segments 
were set to unity; the temperature was maintained at 1.0ε/kB, where kB is Boltzmann's constant.  
Time was measured in units of τ = σ(m/ε)1/2 which is roughly equal to the time required for a 
particle to travel one particle diameter, based on its average thermal speed. 

In all simulations the polymer molecules were initially assembled and equilibrated in a periodic 
box with dimensions Lx/2, Ly, Lz, chosen so that the density of segments was 0.85σ -3, the same 
as that used by Kremer and Grest.  Reflective boundaries were used in the x direction to preserve 
a flat interface.  The length of the periodic box in the x direction was then doubled, with a replica 
of the polymer used to fill the additional space.  The bonds in the replica polymer were removed 
and the atom types were switched from polymer to solvent.  This configuration was used as the 
starting point for the dissolution simulation.  In all stages of the simulation process, a timestep of 
0.005τ was used.  Temperature was controlled using a Nosé-Hoover thermostat with time 
constant 40/τ. 

Table 1 Summary of dissolution simulations. 

N Nc Ns Ntot Lx/σ Ly/σ Lz/σ Nstep (106) Dτ/σ2 ρp,effσ 3 

10 200 2,000 4,000 26.6 13.3 13.3 1.0 - - 

100 20 2,000 4,000 26.6 13.3 13.3 1.0 - - 

10 2,000 20,000 40,000 266.0 13.3 13.3 6.0 0.00594 0.900

100 200 20,000 40,000 266.0 13.3 13.3 5.0 0.00442 0.906

10 20,000 200,000 400,000 2660.0 13.3 13.3 11.0 0.00115 0.919

100 2,000 200,000 400,000 2660.0 13.3 13.3 14.0 0.00091 0.926
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We report here on six dissolution simulations that differ only in the choice of N (10, 100) and 
Ntot (4,000, 40,000, 400,000).  The system dimensions and run times are tabulated in Table I.  All 
of the simulations were performed using the LAMMPS massively parallel molecular dynamics 
code.8  The largest simulations (400,000 particles) were run on 100 nodes of the Cplant Ross 
cluster (466 MHz DEC alpha ev6 chips connected by Myrinet).9  Throughput was approximately 
80 hours to complete 10 million timesteps. 

 

 

 

 
Figure 1  Snapshots of polymer segments (red) solvent particles (green) taken from the smallest 
polymer dissolution simulation (N = 100, Ntot = 4,000).  The snapshots were taken at 
0, 1000, 2000, 4000, 8000, 16000, 32000, 64000, and 128000 timesteps. 
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 Figure 1  Plot of polymer (top) and solvent (bottom) density profiles for the case (N = 10, 
Ntot = 40,000).  The dashed line is the initial profile.  The solid lines correspond to the times 
listed in the legend.  One timestep corresponds to 0.005τ. 

Figure 2  Plot of polymer (top) and solvent (bottom) density profiles for the case (N = 100, 
Ntot = 40,000).  See Fig. 2.
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Figure 3  Plot of polymer (top) and solvent (bottom) density profiles for the case (N = 10, 
Ntot = 400,000).  Only the left and right interfacial regions are plotted.  The dashed lines show the 
density profile of the starting configuration.  The solid lines are the density profiles after 11 
million timesteps.  One timestep corresponds to 0.005τ. 

 
Figure 4  Plot of polymer (top) and solvent (bottom) density profiles for the case (N = 100, 
Ntot = 400,00).  See Fig. 4. 
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Results 
During each simulation, particle positions were written to a configuration data file.  Fig. 1 shows 
a sequence of snapshots of the polymer and solvent positions for the case (N = 100 Ntot = 4,000).  
Because of the small system size, the polymer and solvent phases quickly penetrate the full 
thickness of the other phase.  To study behavior at longer times, we then performed the same 
simulations with samples that were 10 times and 100 times thicker.  For the larger systems, 
configurations were stored every 10,000 timesteps for the first million timesteps and every 
100,000 timesteps thereafter.  These data files were then used to construct solvent and polymer 
density profiles as a function of time.  An example of such a time trace is shown in Fig. 2 for the 
case (N = 10, Ntot= 40,000).  Several interesting features can be observed.  At short and 
intermediate times both the solvent and polymer profiles exhibit error function tails which are 
characteristic of Fickian diffusion.  At the longest times both the solvent and polymer 
components have penetrated the full film thickness of the other component.  Comparison of the 
initial profile with the profile at timestep 1000 shows that the system underwent a rapid 
displacement in the early stage of the simulation.  This was because the solvent and polymer 
phases were not initially at mechanical equilibrium.  Due to intrachain bonding, the pressure in 
the polymer phase was somewhat lower than in the solvent phase at the same density.  As a 
result, the polymer film compressed somewhat and the solvent phase expanded.   

Fig. 3 shows the corresponding profiles for the case  (N = 100, Ntot = 40,000).  The solvent 
profiles once again exhibit Fickian tails.  The penetration depth is somewhat less than for the 
shorter polymer chains.  The polymer profiles appear to show more of a sharp front than a tail, 
suggesting the formation of a boundary between the solvent and swollen polymer regions. 

Fig. 4 and 5 show the initial and long time density profiles for the 400,000 atom systems.  In this 
case, the interfacial region only occupies a small fraction of the total box length, and so only the 
interfacial regions have been plotted.  For the case N = 10, both the solvent and polymer 
components exhibit profiles characteristic of Fickian diffusion.  In the case N = 100, the 
polymeric nature of the polymer component has become apparent.  There is no inflection point in 
the polymer density profile. 

We analyzed the interdiffusion by measuring the depth of penetration as a function of time.  We 
define the location of the polymer and solvent fronts as the point where the concentration of each 
component drops below ρpen ≡ 0.2σ -3.  An example of the resultant front trajectory is shown in 
Fig. 6.  The slowly decaying oscillations in the front positions are due to traveling pressure 
waves caused by the initial pressure imbalance between the solvent and polymer layers.  These 
pressure waves did not show up in the 40,000 atom simulations, presumably because the 
characteristic wavelength was longer than the periodic box length.  The amplitude of the 
oscillations decayed by about an order of magnitude from the beginning to the end of the 
simulation.  The diffusion behavior was consistent throughout each simulation (see below), and 
so we conclude that the oscillations had no effect on diffusion behavior.  

We defined the following average penetration depth, using both components and both the left 
and right interfaces 
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where xp,l, xp,r, xs,l, and xs,r are the locations of the polymer and solvent fronts on the right and left 
interfaces, respectively.  For comparison, we model the evolution of the polymer and solvent 
concentration profiles as ideal Fickian diffusion into a semi-infinite slab, for which the analytic 
solution is10 
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where t is time, x is distance from the interface, ρ is the concentration of either component, ρ0 is 
the concentration in the pure phase, and D is the diffusivity.  Inverting this equation we can write 
xpen as a linear function of t1/2. 
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In Fig. 7 we plot xpen versus t1/2 for the 100 segment polymers with Ntot = 40,000 and 
Ntot = 400,000.  The linear relationship with zero intercept provides clear evidence that in both 
cases the interdiffusion of the polymer and solvent is well represented by the ideal Fickian 
diffusion model.  In particular, there is no evidence of an induction period or formation of an 
interphase between the solvent and the polymer phases.  The most surprising result is the 
significantly slower rate of penetration for the larger system.  To quantify this, we assumed 
ρ0 = 0.85σ--3

 in Eq. 5, and calculated diffusivities for the 40,000 particle and 400,000 particle 
simulations.  The polymer and solvent films in the 4,000 atom simulations were too thin to 
extract a diffusivity.  The results are given in Table 1.  The 400,000 atom simulations exhibit 
substantially lower diffusivities than the 40,000 atom simulations.  In addition there was a small 
decrease in diffusivity in going from N = 10 to N = 100.   

The strong effect of system size on diffusivity can not be attributed to thickness-induced 
differences in the polymer films, since it occurred for both entangled and unentangled polymers. 
Instead, we believe the cause is density changes induced by adding an interface to the system at 
constant volume.  This can be seen from the data in Fig. 8, which shows the time variation of the 
polymer and solvent densities in the core region of each phase, for Ntot = 40,000.  In the first 
1000 timesteps, there was a rapid compression of the polymer and expansion of the solvent, as 
described above.  After this, for a period of about 500,000 timesteps, the solvent density rises 
and the polymer density falls.  The densities then reach a plateau until the core region is 
penetrated by the other species, at which point the densities start to decrease from the plateau 
value.  This behavior was not observed in the 400,000 particle simulations (not shown).  Apart 
from the slowly decaying oscillations due to pressure waves, the core densities remained 
constant throughout the simulations.  The time average values from the 400,000 atom 
simulations are displayed as horizontal lines in Fig. 8. 

This system-size dependence can be explained by the fact that the solvent near the interface is 
somewhat denser than the bulk solvent density far from the interface.  In the case of the 40,000 
particle simulations, the interfacial region occupies a substantial portion of the total simulation 
volume, and so results in a corresponding expansion of the polymer phase, since the total volume 
is conserved.  In the case of the 400,000 particle simulations, the effect of the interface on the 
core polymer density is much weaker, because the volume occupied by the interfacial region is 
only a small fraction of the total system volume. 
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Figure 5  Plot of locations of the polymer (full line) and solvent (dotted line) fronts at the right 
interface versus time for the case (N = 100, Ntot = 400,000) 

Figure 6  Plot of average penetration depth versus square root time for the cases (N = 100, 
Ntot = 40,000) (open circles) and  (N = 100, Ntot = 400,000) (filled circles) 
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Figure 7  Plot of polymer density (top) and solvent density (bottom) versus time in the core 
regions.  Results are shown for the 40,000 particle simulation with N = 10 (dashed line) and 
N = 100 (solid line).  The horizontal lines are the corresponding time averages from the 400,000 
particle simulations.  The polymer densities were averaged on the range (-10σ, 10σ) for 
Ntot = 40,000 and (-200σ, 200σ) for Ntot = 400,000.  The solvent densities were averaged on the 
range (123σ, -123σ) for Ntot = 40,000 and (1100σ, -1100σ) for Ntot = 400,000.  One timestep 
corresponds to 0.005τ.  The initial density was 0.85σ -3 in all cases. 

The plateau values of the polymer core density ρp,eff are given in Table 1.  It is clear that the core 
polymer densities in the 40,000 particle simulations were significantly lower than those of the 
400,000 particle simulations.  We believe that this is the cause of the smaller diffusivities in the 
larger system.  Interestingly, there is also a small effect of chain length on the core density.  The 
roughly 10% increase in the number of bonds between the 10 segment and 100 segment chains 
caused a contraction of the polymer film and expansion of the solvent.  The increased core 
density of the longer chains may account for most of the small decrease in diffusivity relative to 
the shorter chains.   

Conclusions 
The goal of this work was to look for non-Fickian behavior in the early stage of polymer 
dissolution.  On the contrary, the analysis of the data in the previous section shows conclusively 
that the initial stage of dissolution conforms well to the Fickian model.  Moreover, going from a 
non-entangled to an entangled melt did not cause any reduction in diffusivity, beyond that 
expected by the accompanying increase in bulk polymer density.  The large reduction in 
diffusivity in going to a thicker film was also probably due to the significant increase in bulk 
polymer density.  Hence, for the current polymer/solvent model, non-Fickian effects will occur, 
if at all, at much longer time and length scales, putting them beyond the reach of current 
molecular dynamics simulation capabilities.  This does not rule out the possibility of simulating 
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interesting dissolution behavior using a different model, e.g. lowering the temperature to render 
the polymer glassy.  One unexpected aspect of this work was the importance of controlling the 
polymer and solvent densities during the course of the simulation.  This could be done by using 
volume fluctuations to maintain constant pressure.  The use of grand canonical molecular 
dynamics would be even more effective, as it has the added benefit of eliminating the need for a 
large solvent reservoir.11 
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