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Abstract 

The focus of this work is to develop a two-phase spray model for application to unsteady fire sim- 
ulation for the dispersion of dilute liquid fuel or fire suppressant sprays. The model is based on a 
stochastic separated flow (SSF) approach for which droplet transport equations are integrated in 
time to account for mass, momentum and energy transfer to the liquid phase. Turbulence models 
for parcel and sub-parcel droplet dispersion, spray breakup and spray collision are also developed 
and implemented. Two-way coupling between the liquid spray and the gas phase is accomplished 
through a numerical sub-cycling procedure. A strategy plan for spray model verification and vali- 
dation is summarized and results presented for selected cases. The problems examined thus far in- 
dicate that the approach provides a robust and accurate means to solve dispersed phase spray 
transport problems for application to fire phenomena. 
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NOMENCLATURE 

, .  

Roman Symbols 

I '  

Ad 

Fbj 

FDj  

gj 

G or G* 

hk 

h 

h 

hm 
H 

k 

k 

Le  

rn 

2 
= Droplet surface area [ rn ] 

= Injector cross sectional area [rn ] 

= Gas phase surface area in a phase averaging volume [ rn ] 

= Droplet surface area in a phase averaging volume [ rn ] 

= Mass transfer or Spaulding number 

= Thermal transfer number 

= Transition Biot number parameter 

= Coefficient of drag 

= Taylor Analogy Breakup (TAB) model constants 

= Specific heat at constant pressure [ J / K g  - K ]  

= Specific heat at constant volume [ J / K g  - K ]  

= Droplet diameter [ rn ] 

= Molecular difksivity [ m2/s ] 

= Droplet body force [kg - m / s  ] 

= Droplet drag force [kg - m/s  ] 

= Acceleration due to gravity [kg - rn/s ] 

= Spatial filtering function 1 / r n 3  1 
= Heat of vaporization [ J / K g  ] 

= Heat transfer coefficient [ J / ( r n  - s - K )  ] 

= Total enthalpy (ie., h = hsensible + hchemical ) [ J / k g  ] 

= Mass transfer coefficient [ rn/s ] 

= Heaviside function 

= Turbulent kinetic energy [ rn /s ] 

= Thermal conductivity [ k g / K  - s - rn 3 
= Characteristic turbulent eddy length scale [ rn ] 

= Mass [ kg ] 

2 

2 

2 

2 

2 

2 

2 

2 2  

2 
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NOMENCLATURE (continued) 

= Droplet mass loss rate [ k g / s ]  

= Mass flow rate [ k g / s ]  
= Number of drops per computational parcel 

= Number of statistical realizations 
= Total number of computational parcels 

= Total number of drops 

= Total number of drops in a cell volume 

= Pressure [ k g / (  m - s ) ] 

= Rosin-Rammler drop size distribution parameter 

2 

rn 
MFR 

nd 

N 

NP 

N d c E L L  

Nd 

rd 

RN 

si 
Si* 

' d  

T 
u . , u  ,v ,w J 

Qc 

Qe 

Qcomb 

Qrad 

X 

*i 

VC 

VT 

Y 

2 
= Heat conduction [ J / ( m  - s) ] 

= Mass diffusion [ K g / ( m 2  - s) ] 

= Droplet radius [ m ]  

= Random number 

= Spray source terms due to non-evaporative processes 

= Spray source terms due to evaporative processes 

= Total spray source terms, s d  = s d  + S ,  

= Temperature [ K ]  
= Velocity [ m / s ]  

* **  

= Droplet heating or cooling rate due to convection [J/s] 

= Droplet cooling due to evaporation [J/s] 

= Heat release due to combustion [ J / s  ] 

= Heat gain or loss due to radiation [ J/s ] 
= Rosin-Rammler drop size distribution parameter 

= Mass fraction of the ith species 

= Non-dimensional droplet displacement in the TAB model 

= Volume of the computational cell volume [ m ] 

= Phase averaging volume [ m ] 

3 

3 
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NOMENCLATURE (continued) 
Greek Symbols 

a 

a, 
at? 

' i j  

Af 

AfT 

Axj 

At 

E 

= Film temperature weighting parameter 
= Start angle for spray injector [radians] 

= End angle for spray injector [radians] 

= Kronecker delta function 

= Phase averaging filter width [m] 

= Phase averaging filter width in transformed computational space 

= Grid cell dimension in the j t h  direction [rn] 

= Numerical time step [ s ]  

= Rate in change of turbulent kinetic energy [ rn /s ] 

= Density [ kg/rn3 ] 

= Void fraction, V,/V, 

= Angles [radians] 
= Square root of standard deviation or root mean square 

2 3  

ZC 

' d  

= Droplet cross trajectory time [s] 

= Droplet relaxation time [s] 

P 

V 

0 

= Turbulent eddy turnover time [ s ] 
2 

= Viscous stress tensor (ie., T~~ = - ,p(au,/ax,) + p(auj /axi  + a u j / a x , ) )  

[ k g / ( m  - s >  1 
= Molecular viscosity [ k g / m  - s ] 

= Kinematic viscosity [ m /s ] 
= Droplet frequency used in TAB model [Hz] 

2 

Nondimensional Parameters 

Bi = Thermal Biot number 
Le = Lewis number 
Pr  = Prandtl number 

Re = Reynolds number 
S C  = Schmidt number 
St = Stokes number 
We = Weber number 
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NOMENCLATURE (continued) 

Subscript Symbols 

C 

d 

f 
g 
T 
inj 
I 
II 
1 

2 

Abbreviations 

ARL 
CDF 
CE 
DSF 
P D F  
LES 
LHF 
NRL 
PDF 
PDPA 
RANS 
RMS 
SIMPLE 
SGS 
SSF 
SET 
SEET 
TAB 
V&V 

= Concentration 
= Liquid property 
= Droplet film property 

= Gas property 
= Transformed computational space 
= Injector property 
= Direction perpendicular to droplet trajectory or spray injector 
= Direction parallel to droplet trajectory or spray injector 
= Property before drop collision 
= Property after drop collision 

= Army Research Laboratory 
= Cumulative Probability Distribution Function 
= Commutation error 
= Deterministic Separated Flow 
= Joint Probability Density Function 
= Large Eddy Simulation 
= Locally Homogeneous Flow 
= Naval Research Laboratory 
= Probability Density Function 
= Phase Doppler Particle Anemometry 
= Reynolds Averaged Navier Stokes equations 
= Root Mean Square 
= Semi-Implicit Pressure Linked Equations 
= Subgrid Scale 
= Stochastic Separated Flow 
= Surface Exchange Term 
= Surface Exchange Error Term 
= Taylor Analogy Breakup Model 
= Verification and Validation . 
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NOMENCLATURE (continued) 

Mathematical Operators 

P' 
P 
( P) 

= Turbulent time fluctuation of the P quantity from p 
= Time average of the quantity P 
= Phase average of the quantity P 

= Intrinsic phase average of the quantity P , note, P = (P)/+ 

= Density weighted intrinsic phase average, Le., P = pP/P 

o r F  
* - n A  

P 

Constants 
7c = Pi [3.14159 ........I 

. 
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CHAPTER 1 INTRODUCTION AND MOTIVATION 
The use of computational fluid dynamics (CFD) is quickly becoming a useful tool for predic- 
tion of fire phenomena. One example is the VULCAN fire physics code jointly developed by 
Sandia National Laboratories and the foundation for scientific and industrial research at the 
Norwegian Institute of Technology (SINTEF). The code is based on a Reynolds averaged 
Navier Stokes (RANS) formulation employing a standard k - E for turbulence model [l], the 
eddy dissipation concept (EDC) combustion model[2], soot model [3], and a radiation [4] 
model for participating media. Previous studies using VULCAN have ranged from large out- 
door open fires [6] to smaller enclosed dry bay fires [7]. The focus of this work is to incorpc- 
rate a spray modeling capability into VULCAN to account for the dispersal of fuel spray or 
liquid fire suppressants. In addition, the same modeling explored in this study could also be 
adapted to other codes using similar, or alternative formulations, such as the use of Large 
Eddy Simulation [98]. 

The targeted application for the spray model development is to address the thermal threat 
from a fire induced by a live fire event in dry bay and cargo crew compartments of DoD mil- 
itary vehicles. The long term objective is to predict the lethality and the likelihood of compo- 
nent failure due to fire thermal loading. It is expected this information will provide guidance 
to future experimental live-fire tests and detailed data for probabilistic vulnerability assess- 
ments studies. A live-fire event test consists of the penetration of a military vehicle by an 
incendiary ammunition round, resulting in a punctured fuel tank or possibly a pressurized 
hydraulic line. The flash from the incendiary combined with the highly atomized fuel spray 
can result in an ignition event that may lead to a sustained pool fire as illustrated in Fig. 1-1. 

potentially a two-phase liquid suppressant on-board fire 
1 r /  system 

mitigation delivery 

liquid fuel dispersal due to 
hydro-ram cavitation 
in the fuel tank or 
the puncturing of a 
pressurized hydraulic line 

exterior shell of DoD vehicle 

bal1istic:ound trajectory 

4 

flash from incidiary round 
resulting in fuel vapor 
ignition and subsequent 
sustained pool fire 

leak in fuel tank serves to 
feed pool fire 

Figure 1-1 Live-fire event illustrating liquid fuel spray ignition and sustained pool fire. 

Once a fire is detected in the dry bay, or cargo compartment, then a fire mitigation delivery 
system is activated. Some of the newer agents considered for f i i  suppression have higher 
boiling temperatures and may be released in a liquid state. The transport of liquid f i  sup- 
pressant agent, as opposed to a total flooding gaseous agent, is highly sensitive to the local 



thermo-physical flow environment and requires careful attention to the modeling of droplet 
processes for numerical simulation of this event. 

Droplet transport and exchange of mass, momentum and energy with the surrounding gas 
from evaporation occurs at time and length scales on the order of mircoseconds and microme- 
ters, respectively. Resolving these processes from first principals is currently not computa- 
tionally feasible for any engineering problem of interest in the forseeable future. Subgrid 
scale models (SGS) are therefore required to account for droplet transport and evaporative 
processes. Modeling spray transport requires several subcomponent modeling assumptions to 
account for the exchange of mass, momentum and energy between the liquid and gas phases. 
In order to gain confidence that these approximations are valid for the live-fire problem, ver- 
ification and validation (V&V) testing is needed. Verification is the process of ensuring the 
CFD program is free from any errors due to coding (Le., bugs). Validation is the process of 
assessing the uncertainty in the predictive capability of the models. Formal V&V of a new 
models is a necessary, but often time intensive process [8]. The scope of the current study is 
not to present a formal V&V of the spray submodels, but rather demonstrate the capability of 
the approach and suggest problem sets that may be used in future studies for a more rigorous 
V&V effort. 

The next chapter defines the mathematical treatment of two-phase sprays in VULCAN and 
the modeling assumptions in detail. Chapter 3 discusses the numerical implementation of the 
spray model into VULCAN and user input parameters for controlling numerical stability of 
the solution. Chapter 4 defines a preliminary plan for the spray model verification and valida- 
tion and results presented for a selected number of problems. The information in this strategy 
could serve as a basis for a more comprehensive V&V effort in the future. Lastly, summary 
and conclusions are drawn in chapter 5 and areas for future improvements are outlined. 
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CHAPTER 2 MATHMATICAL FORMULATION AND MODEL 
DEVELOPMENT 

aeveral approaches can be used to formulate a two-phase system using either space averaging 
[91-981 or probabilistic descriptions [35,99,100]. The approach taken here is based on a spa- 
tial or phase-averaging. The specifics of phase-averaging are summarized in appendix A. In 
this approach, the governing equations of mass, momentum and energy are averaged in space 
introducing additional terms requiring explicit SGS modeling, and source terms that account 
for mass, momentum and energy transfer from the droplets to the gas phase. These source 
terms are determined from the liquid phase transport equations that track the evolution of 
droplets as they are transported in the carrier gas. The following subsections detail the rncdel- 
ing of the droplet transport as well as on of the spray source terms needed for the 
phase averaged transport equations. 

2.1 Spray Transport Equations 
A stochastic separated flow (SSF) model [9] is used to represent the liquid phase of the flow. 
The SSF model is implemented using Lagrangian particles which can either represent indi- 
vidual droplets or groups of droplets referred to as parcels or elements [ 101. The dynamics of 
these droplets are governed by a set of ordinary differential equations (ODE‘S) accounting for 
conservation mass, momentum and energy. Derivations of these ODE’s can be found in sev- 
eral excellent texts on droplet transport [10,19] and so are not repeated in this report. 

A “thin film” assumption [13] is used to approximate the two-phase liquid-gas interface at 
the surface of each droplet. The following subsections summarize the transport equations for 
evaporating droplets. In these equations, the subscripts “d”, “g”, and “f ” denote properties of 
the droplet, gas and film, respectively, as shown below in Fig. 2-1. 

Figure 2-1 Property variation in droplet using a thin skin model. 
Skin 
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2.1.1 Conservation of Mass and Species 
The loss of mass from evaporation of the liquid droplet is described using the following 
transport equation: 

where md is the mass of the droplet and p f  and vf are the density and kinematic viscosity at 
the film thermodynamic state. The film being defined as the liquid-gas interface on the drop- 
let surface is shown in Fig. 2-1. The parameter, B,(= ( Yf - Y g ) / (  Yd - Y f ) )  , is the Spaulding 
or mass transfer number and characterizes the concentration gradients at the film interface. 
The Sherwood number, Shf (= h,Dd/D ), accounts for evaporation due to convection 

and is expressed in terms of the particle Reynolds number, Red (= pgDd(UgJ-Ud,l /pg), and 

film Schmidt number, Scf (= v f / D  ) using the Ranz-Marshall correction [24]: 

Shf = 2[ 1 + R e d  /3]log( 1 + B, ) /B , .  The properties at the film conditions still 
need to be specified and will be discussed on the evaluation of the film thermophysical state 
in section 2.2. 

mf 

mf 
1/2 1 / 3  

Scf 

2.1.2 Conservation of Momentum 
The momentum equations for a small rigid sphere in non-uniform flow are derived by Maxey 
and Riley [ 141. The momentum source terms for these equations include aerodynamic drag, 
static pressure gradient, virtual-mass, Basset, Saffman lift and body forces [ 111. As discussed 
by Faeth [ 131, if the ratio of particle to gas densities is large (ie., p d / p ,  >> 1 ), then the pre- 

dominate forces consist of only the drag, F , and body forces, Fb , leading to considerable 
simplification of the momentum equations to the form: 

Dl I 

(2-2) 
dud 7 c 2  

m% I = FDJ + Fbl = ~ ~ g D d C D I U g l  - udj(ugl  - udJ) + gjmd 

where u and ugl are the droplet and gas phase velocities, Dd , is the droplet diameter, and p g  
is the gas phase density. The last term on the right hand side is the body force term due grav- 
ity. As a starting point, the coefficient of drag, C D  , is modeled using the standard drag coeffi- 
cient relations for a sphere in uniform flow [13, 141, 

4 

More sophisticated treatments could be pursued to account for non-spherical particles [ 151 
and dense spray regimes [35]. 



2.1.3 Conservation of Energy 

The droplet energy expressed in terms of droplet temperature, T d ,  accounts for the heat trans- 

fer due to convection (Qd, ) and evaporation (Qd, ) processes and has the form: 

where Cydis the liquid droplet specific heat, h l g ,  is the heat of vaporization and 

Prf (= Cppf/kf)is the film Prandtl number. The thermal transfer number, 

B,  = C Tg - T f ) / h l g ,  characterizes the temperature gradient at the film surface and can be 

expressed in terms of the Spaulding number under steady-state heat and mass transfer condi- 

tions as: B, = ( 1  + B,) ’- 1 , where Lef (= Scf/Prf  = kf/(pFpjD, , ) )  is the film Lewis 

number [16]. The film Nusselt number, Nuf (= hdDd/kf) ,  accounts for heat transfer due 
convection and is modeled similar to the Sherwood number as: 

pf( 

Le 

11’2 1/3 
N U f  = 2[ 1 +Red S C f  /3]10g( 1 + B, ) /B , .  

2.2 Evaluation of Film Properties 
In Eqs. (2-1)-(2-4), the film properties are required to complete the description of the source 
terms to account for mass, momentum and heat exchange with the gas phase. The thermody- 
namic properties at the film for liquid (species A) and surrounding gas (species B) interface 
are determined using one of two approaches. The first is based on a quasi-steady-state droplet 
heat and mass transfer process and the second assumes quasi-steady-state droplet mass trans- 
fer. Both models are considered “thin skin” approximations [9] where the temperature and 
species distributions in and around the droplet are broken into three regions, as shown in Fig. 
2-1. These regions consist of the temperature and species conditions at the droplet center 
( Y  , T d ) ,  at the film interface or droplet surface ( YAj, YBj,  T f ) ,  and in the surrounding gas 

( YA, , YBg , Tg ), as illustrated in Fig. 2- 1 .  
A d L  

2.2.1 Thin Skin Model for Quasi-steady-state Heat and Mass Evaporation 
The first model to determine the thermodynamic film state is based on assuming steady-state 
mass and heat transfer to the droplet. By neglecting the internal circulation of the droplet, 
assuming saturation conditions at the film surface, and only considering the mass and energy 
transfer at the droplet surface due to diffusion and evaporation, then coupling functions 
between mass and energy can be obtained allowing for a closed form solution of the species 
and temperature distribution as a function of droplet radius [16]. Using this solution, along 
with assuming a Clausius-Clapeyron relation to describe the change in saturation conditions, 
then an iterative procedure can be devised to determine the film surface thermophysical prop- 
erties as follows: 
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1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

Guess an initial value for Y 3 * 
Determine mass (Spaulding) and thermal transfer numbers: 

B,  = ( YAf - YAg)/(  YAd - Y and B, = (1 + - 1 . 
A f )  

Calculate film temperature assuming saturation conditions: Tf = Tg - B,hlgA/C 

Calculate the heat of vaporization using the relation from Watson [17,18]: 

h l g A  - - hlgAref [ ( TcA - T f ) / (  TcA - Tref)]o'38 where TcA is the critical temperature for spe- 

cies A and h is a user specified reference heat of vaporization for species A at a given 

reference temperature, Tref ,  and partial pressure, PA . 
Calculate saturation partial pressure using Clausius-Clapeyron relation: 

ln(P / P A  ) = -hlgA 

Note: If P > P , then P 
Af Af 

Watson relations to find T f ,  Le., the fluid is boiling at the droplet surface. 

. 
pAf 

'''ref 

ref 

- - - / R  where RA is the gas constant for species A. 

is set equal to P and iterate using Clausius-Clapeyron and 
Af ref ((if .t,) A) 

where = - - 
Af P MWmixf 

' A f  MWA 
Recalculate species mass fraction using partial pressures: Y 

MW,~~. = ( Y A / M w A  + (1 - Y / M W , ) - ' .  '4 
Compare calculated Y 

using a Newton-Raphson-Secant iteration until convergence is achieved. 
Once convergence is achieved then calculate mixture film surface density: 

from step 6 with guessed value from step 1. and repeat steps 1-6 
Af 

P - P A  - - ("i. - f ) /Tf .  
RA RB 

Pmix,. 

2.2.2 Thin Skin Model for Quasi-steady-state Mass Evaporation 
The quasi-steady-state heat and mass evaporation model works well for gradual changes in 
droplet temperature (i.e., d T / d t  = 0 ). However, the quasi-steady-state heat transfer assump- 
tion breaks down when the drops are suddenly exposed to either extremely high gas tempera- 
tures (e.g., a spray flame) or when there is significant heat and mass loss due to evaporation 
(e.g., suppression). For these cases, non-physical temperatures may result at the film surface 
using the procedure outlined in section 2.2.1, or the iteration solution procedure may not con- 
verge at all. More sophisticated treatments of the internal flow dynamics of the droplet are 
available, such as the Hill's vortex model [12,19], and may help alleviate these problems. 
These approaches require numerical spatial descritization of each drop, requiring substan- 
tially more computational expense. Rather than increasing computational cost, an alternative 
simpler procedure is devised to prescribe the temperature at the droplet surface using a linear 
weighting of the droplet temperature and the surrounding gas temperature, expressed as: 



Tf = ( 1 - a ) T d  + a T g  . The weighting function, a, may be either set to a fixed value such as 

a = 1 / 3  leading to the so called “1/3 rule” [ l o ]  or is set based on a local thermal Biot num- 
ber, Bi (= hD,/k,) , as: a = MZN( CBiBi, 1 ) .  The constant CBi defines the transition Bi 
number for which the droplet film temperature is equal to the surrounding gas temperature, 
i.e., Tf = Tg , as shown below in Fig. 2-2. 

Tf I 
I 
I 
I 

Td I 

Figure 2-2 Film temperature as a function of droplet thermal Biot number. 

In general, the choice of a is application specific and should be calibrated using either exper- 
imental data or detailed simulations of single droplet evaporation. Through numerical trial 
and error, a value of CBi = 0.5 has shown to provide reasonable results over a wide range of 
evaporation time scales. 

Physically, these approximations assume that mass diffusion is fast enough that evaporation 
processes are in steady state while the thermal diffusion processes are not, which is consistent 
with the fact that Lef < 1 for many of the spray applications of interest [ 191. This second 
scheme has proven to be robust for determining the film conditions and is used for all the 
examples in this study that require heat and mass transfer from the drops due to evaporation. 
The overall procedure to determine film thermophysical state properties is summarized as 
follows: 

1. Calculate film temperature using a weighted average: Tf = ( 1 - a )  Td + a T g  , where a is 

either set to a fixed value or determined from a = MZN(C,,Bi, 1 ) .  
2. Calculate the heat of vaporization using the relation from Watson [ 17,181: 

= h [ ( TcA - T f ) / (  TcA - Tref)]o.38 where TcA is the critical temperature for spe- 

is a user specified reference heat of vaporization for species A at a given 
h l g A  ‘gAref  

cies A and h 

reference temperature, Tref ,  and partial pressure, PA . 
3. Calculate saturation partial pressure using Clausius-Clapeyron relation: 

lgAref  

ref 
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4. 

5. 

6. 

7. 

Note: If P > P , then set P 
Af Af 

Watson relations to find T f ,  i.e., the fluid is boiling at the droplet surface. 

Calculate thermal transfer number: B, = Cpr(Tg - Tf) /h lg  

is set equal to P and iterate using Clausius-Clapeyron and 

Calculate mass fraction of species A at surface: 

Calculate mass transfer number or Spaulding number: B, = ( YAf - YAg)/( YA, - YA) . 
Note: If P > P , then set PA = P (Le., droplet surface is boiling, so dT/dt  = 0 )  and 

B, + 00 so instead B ,  is set equal to (1 + B,) 
state heat and mass transfer approximation of 2.2.1. 
Calculate molecular weight and density at the film surface: 

Af f 

1/Le 
f -  1 which is the same as the steady- 

2.3 lbrbulence Models 
The relations given in Eqs. (2-1)-(2-4) are expressed in terms of the local instantaneous ther- 
modynamic states around each droplet. In a RANS formulation, these quantitates are 
unknown since only time averaged values are available. Turbulence models are introduced at 
the parcel and sub-parcel level to account for local fluctuations in the velocity field while the 
rest of the thermophysical variables are set equal to their corresponding time averaged values 
for lack of established models. These models serve to increase the droplet dispersion, mim- 
icking the effects of unresolved turbulent eddies. These unresolved turbulent motions are 
especially significant for release of a high pressure spray that generates high levels of turbu- 
lent kinetic energy. These unresolved turbulent motions are decomposed into parcel and sub- 
parcel models. 

2.3.1 parcel turbulence model 
The parcel turbulence model accounts for the effects of turbulent eddies perturbing the parcel 
trajectory and is based on the random walk model of Gosman and Ioannides [20], as modified 
by Shuen et al. [21], and is illustrated in Fig. 2-3. 
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Figure 2-3 Random walk parcel turbulence model. 

The model assumes a Gaussian probability density function (PDF) for gas phase fluctuations 
that are isotropic and parameterized by a zero mean and a variance that is proportional to the 
kinetic energy, 

2 1  

J PDF,, = - exp{-u?gj/(20 
gi J2 

> (2-5) 

which can be integrated and randomly sampled for each velocity component using the 
expression, 

where the RMS, o , is set equal to and RN is a random number between 0 and 1. The 
sampled fluctuating velocities are used to determine one of two outcome events. In the first 
case, the particle is light enough it will be captured by the turbulent eddy and transported as a 
fluid particle over a time equal to the eddy lifetime ( ie . ,  S t  << 1 ). In the second case, the parti- 
cle has sufficient momentum that is will follow a ballistic trajectory and cross the eddy. The 
total time the particle interacts with the turbulent eddy, 7 ,  is chosen as the minimum time of 
the eddy lifetime, 7, , and the particle cross trajectory time, T ~ ,  using the expressions [21]. 

where Le (= C 3 ’ 4 k 3 ’ 2 / ~ )  is a characteristic turbulent eddy length scale and 

zd (= 4pgDd/[3pdCDludj - u , l ] )  is the droplet relaxation time (determined from a linear- 
izing Eq. (2-2)). 

P 
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23.2 sub-parcel turbulence model 
The effects of unresolved turbulent motions on droplet dispersion within a parcel is based on 
the group modeling concept of Zhou and Yao [22]. In this model, the sub-parcel distribution 
of droplets within a parcel is assumed to have a Gaussian distribution as shown in Fig. 2-4, 

Figure 2-4 Sub-parcel turbulence model. 

and can mathematically be expressed as a PDF of droplet distance from the parcel center: 

exp - -+-+- (2-8) { [ 20,  x22 2ay y22 20: 
PDFNd = nd 

(Jz-)30x0,0, 
where nd is the total number of droplets in the parcel and x , y and z is the displacement for 

a droplet from the center of the parcel. The variances, ox,  oy and ciz are the mean square 
displacements of the droplets from the center of the parcel over a time period, 
T = 6,, + 6, + 6,  + ... , which can be calculated from [22]: 

2 2  2 

- - -  
2 2 2 2  0x=6,1+6 XZ +t ix3+ . . .  
- - -  

(2-9) 2 2 2 2  
OY = sy, + sy2 + 6y3 + . . . 
OZ = ?iZ1 + liZ2 + 6 ,  i. . . . 

- - -  
2 2 2 2  

2 2  2 where 6, , SY and 8, are the mean square displacements over a time interval, 6,,  and can be 

calculated from turbulence diffusion theory as [22,23]: 
- 

2 2 2  
'x8 = ' d6t, 

(2-10) 

In Eq. (2-lo), dd,, are the instantaneous fluctuating parcel velocities that are determined 



from transport equations obtained by subtracting an average momentum droplet transport 
equation from the instantaneous equation of motion resulting in the following [22]: 

Non-evaporating source 
terms, Sd* 

0 

(2-11) 

Evaporating source terms, 
Sd** 
N, 

where u’ is the instantaneous fluctuating gas phase velocity determined from Eq. (2-6) and 

z d  (= 4 p g D d / [ 3 p d c D 1 u d ,  - u g j ] )  is the droplet relaxation time. The PDF of Eq. (2-8) can 
be integrated over the CFD grid to determine the number of droplets that lie within a given 
computational cell, N d c e l l ,  expressed in terms of error functions, 

gj 

3 

(2-12) N = nd - n [erf(Axi /( d o i ) )  - erf(Axi,/(.$2oi))l dceii 8 
i =  1 

where Axi and Axiz are the distances from the parcel center to the lower and upper edges of 
the computational cell of interest as shown in Fig. 2-4 for one of the three directions. 

2.4 %o-way Coupling to the Gas Phase 
In order to account for the effects of the spray on the gas phase, source terms are introduced 
into the gas phase equations. These source terms arise when the conservation equations are 
phase averaged (see appendix A) and are summarized below in Table 2-1. Source terms are 

broken into contributions associated with non-evaporating, s d  , and evaporating, s d  , pro- 
cesses. The sum of these two terms is the source term in the gas phase transport equations, 

* ** 

Table 2-1 Summary of two-way source terms. Total contribution, Sd=Sd*+Sd**. 

Gas Phase 
Equation 

mass 

momentum 

energy 

I n = l  

Nd 

n = l  

I Nd 

n = l  I 
N d  

n = l  

I N d  

26 



2.5 Spray Injector Specification 
The parameters which control the spray injection and are summarized in Table 2-3. The vari- 
ables are read into VULCAN using a FORTRAN namelist format and denoted in the text 
using a t e rmin a 1  text font. The parameters include the location of the injector (I NJ P-X, 
I NJ P Y and I NJ P Z), liquid properties of the spray, and the type of injection method to 
determine initial drop size (I N J P - Dd i s  ) and velocity (I N J P - Vd i s  ) . 

user-specified 
distribution with 

velocitypolynomial 
fits 

2.5.1 Drop size 
The initial drop sizes are chosen from prescribed PDFs for each injector location. The PDFs 
can be either a normal (Gaussian), log-normal, Rosin-Rammler or a user specified PDF or 
JPDF of velocity and diameter. The PDF and cumulative distribution function (CDF) for each 
of these options are summarized below in Table 2-2 and specified in the code with the FOR- 
TRAN namelist variable I N J P  - D d i s  (see Table 2-4). 

Nbrns Nbrns 

Wi [H(Dd-  (ADdt) /2) -H(Dd + ( A D d , ) / z ) l  wiADd, 

i = 1 i = l  

Table 2-2 Summary of drop size PDF/JPDFs used for injection of parcels. 

Distribution PDF/JPDF CDF 

normal/Gaussian 

Rosin-Rammler 
D q  

1 - exp-(+) 

The normal and log-normal distributions are parameterized by the first two moments of the 

PDF, representing the mean, Dd , and RMS, oDd, of drop sizes. The first two moments of the 

Rosin-Rammler distribution are set by the parameters, X ,  representing some mean parameter, 

and q , that controls the spread of the distribution and can be related to Dd and oDd by taking 

- 

- 
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the first and second moments of the PDF. 

&= xn(1 + 41/41 
[2-13) 

The user-specified PDF (or PDF)  is prescribed as a discrete sum of specined weight func- 
tions, Wi ( Wi, j ) ,  for each of the intervals, ADd (ADd, ,  Aud,), and are mathematically repre- 

sented by Heaviside functions, H. The user defined droplet size and velocity intervals along 
with the associated weight functions for those intervals are read in using the FORTRAN 
namelist variables INJP-DBINS, I N J P  VBINS and INJP-JPDFDV, respectively. As an 
example, Fig. 2-6 shows an example of auser input and associated normalized PDF. Note, 

user defined weight functions are re-normalized to satisfy the property, jPDdD = 1 

P dDdu = 1). D , u  

User input Resulting PDF and CDF 

I N J P  D B I N S ( 3 , 1 ) = l . e - 6  
I N J  P D B I  NS ( 3 , 2) =I 1 . e - 6 
I N J  P D B I N S  ( 3,3) =2 1 . e - 6 
I NJ PIDBINS ( 3,4) =31. e - 6 
I N J P  DBINS(3 ,5 )=41 .e -6  

INJP-DBINS(3,7)=61.e-6 

I N J P  DBINS(3 ,9)=91.e-6  

INJP-DBINS(3,11)=201 .e -6  

INJP-JPDFDV(3,2,1)=7170. 
INJPJPDFDV(3 ,3 ,1 )=4756 .  
INJP-JPDFDV(3,4 , 1 ) =2869. 
INJPIJPDFDV( 3,5,1 ) = I  850. 

INJPJPDFDV(  3,7 , 1 ) =708. 
INJPIJPDFDV(3,8,1)=261,  
INJP-JPDFDV(3,9,1)=101. 
I N J P  JPDFDV( 3,10,1) =41,  
INJPIJPDFDV( 3,11,1)=0 . 

~ 1 

INJP IDBINS(3 ,6 )=51 .  e - 6  U' 

INJP-DBINS( 3,10)=106. e - 6  - 
INJP-JPDFDV(3,1, 1)=2094. 11) r 

INJP-DBINS(3,8)=76.e-6 

M S O  rm rm. 
0. (111 ..__ 

0 0 1  

oa 

0.L ~ 

a0 ma 100.0 rmu .W&O :/ D. (w) 

I N J P  JPDFDV(3,6,1)=865. k- 

Figure 2-5 User input specification of drop size distribution and resulting PDF and 
CDF. 
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25.2 Drop velocity 
Once the droplet size is determined for each parcel then a parcel velocity is assigned. The 
spray injection velocity for the droplets can be specified one of four ways: 1) spray angle 
specification, 2) prescribed velocity in Cartesian coordinates, 3) prescribed velocity in cylin- 
drical coordinates or 4) from a joint probability density function of droplet size and velocity 
These velocity injection modes allow for parcels to be injected using data sources ranging 
from detailed PDPA information (e.g., mass flow rate and the P D F  of drop size and velocity: 
to less detailed nozzle performance specifications (e.g., mass flow rate and a spray angle) 
The specification of these different injection options are specified by the I NJ P-Vdis FOR- 
TRAN namelist variable (see Tables 2-3 and 2-5). 

2.5.2.1 spray angle specification 
For this injection method, the magnitude of the parcel velocity is determined by dividing the 
specified mass flow rate ( M F R , , )  by the injector cross-sectional area (A i f l j )  and the mass 

concentration of the parcel (p,), Iu I = MFR,fl j / (A,f l jp , ) .  Note, if the injector contains 

only liquid then p, = pd.  The injection direction of the parcel is determined from the start 

(a,) and end (a,) spray angles using the namelist input variables INJP-SPANGS and 

I N J P  - SPANGS, respectively. Prescribing the spray angle using a, and a, allows for drop- 

di 

let distribution patterns that can range from a hollow cone spray (i.e., a, 5 a, 
2-6, to a full cone spray (k, a, = 0). 

), shown in Fig. 

Figure 2-6 Spray injection using a spray angle specification. 

The droplets are injected with velocity u into a ring bounded by a, and a, using me 101- 

lowine relations, 
dl 

' d X  = I'd,l(d*+dL*)/(ld,+d,,l) 

' d , =  lud,l(dy+d-L.)'(ld,+d,,l) (2-14) 

' d Z  = Iudj (dz  + dLz) / ( ld j  + dL,l) 
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where dj is a user specified normalized directional vector for the injector (see Fig. 2-6) and 
read in using the FORTRAN namelist variables INJP-dirX, INJP-dirY and 
I NJ P - d i r Z  (Note, if a non-normalized directional vector is specified by the user, i.e., 

is a randomly oriented direc- 

tional vector in the plane perpendicular to dj and defined by the following coordinate trans- 
formation relations: 

# 1 then it is automatically normalized). In Eq. (2-14), d 4 

(2-15) 

where R N ,  is a random number between 0 and 1, and the angles e ,  y~ and + are defined as: 
e = asin(-dz/ldjl) 

y = asin(dy/[ldjlcos(0)]) (2- 16) 

$ = 2n(RN2) 
where RN,  is another independently chosen random number between 0 and 1. Note, when 

R N ,  = 0 then the drops are injected at an angle a, and if R N ,  = 1 then the drops are 

injected with angle a,. 

2.5.2.2 prescribed velocity in Cartesian coordinates 
For this case, the parcel velocities are injected with a given velocity obtained from specified 

polynomial curve fits of velocity as a function of drop size: U d j  = UKDd, ,  where Npoly 

is the order of the polynomial fit and aK are coefficients specified by the user with the speci- 
fication of the I N J P  upo ly  INJP-vpoly and INJP-wpoly namelist variables (see 
Fig. 2-8 for an example of input). This injection procedure is useful for verification studies 
where the conditionally averaged droplet velocity on droplet size is measured at locations in 
the flowfield. 

% o b  

K = O  

2.5.2.3 prescribed velocity for cylindrical coordinates 
This method is similar to the previous case except the polynomial curve fits of droplet veloc- 
ity are expressed in a cylindrical coordinate system. The components of velocity vector, U d z ,  

UdR and U d ,  are specified by the user specified variables INJP-UpOly INJP-VpOly 
and INJP-wpoly as shown below in Fig. 2-7, 
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fectPdparcel with velocity,ud(u,, uZ, ue) 

Figure 2-7 Spray injection using polynomial fits for velocity in cylindrical coordinates. 

and are used to prescribe a Cartesian velocity for the parcels using the expressions: 

"d, = dxudz + dl.xudR + (dzdh - d y d l ) " d ,  

"dY = dy"dz + d h u d R  + ( d z d l z  - dzdlx)"d,  

"dZ = dzudz+ dz"d, + c d y d l x -  d zd l , )ud ,  

where dj is the user specified directional vector for an injector and d., is the sam 

fied in Eq. (2-15). The droplets are injected along in a circle in a plane normal to the injector 
direction with radius, rtnj (INJP - rad), as shown in Fig. 2-7. This parcel injection method 
is often useful for validation studies of the axisymmetric round sprays when the drop size dis- 
tribution and conditionally averaged droplet velocities are known as a function of jet radius, 
as illustrated in Fig. 2-8. 

User input for INJP-upoly 

INJP-upoly(1,2)=199429.398 
INJP-upoly(l,3)=-7.04936948e+09 
INJP-upoly(1,4)=3.85819672e+13 
INJP-upoly(2,1)=2.64192633 
INJP-upoly(2,2)=459191.213 

Velocity fits (solid lines) to 
Experimental Data (symbols) 

INJP-upoly(1,1)=3.3147623 200 r ~ - 

INJP-upoly(2,4)=7.892235e+12 r 
INJP-upoly(3,1)=4.12972716 * r = O m m  
INJP-upoly(3,2)=259065.189 1 r = 5 m m  
INJP-upoly(3,3)=-1.97313203e+09 
INJP-upoly(3,4)=4.74792824e+12 O O L  - _ _  .. ~ 

00 50.0 100 0 150.0 200.0 
D (urn) 

Figure 2-8 Spray injection using polynomial fits for velocity in Cartesian coordinates. 
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2.5.2.4 prescribed droplet velocity and diameter using a JPDF 
In some applications, the joint probability density function (JPDF) of droplet diameter and 
velocity magnitude are known for a particular spatial location from detailed PDPA experi- 
mental measurements. This data may be used for specification of initial droplet size and 
velocity by sampling from the experimentally derived JPDF. In this case, the velocity magni- 
tude (tu1 ) of the injected droplet is specified from the sampling and with direction, dj . 

The injection location of the droplet may be displaced by a user specified radius 
(INJ P-rad) similar to the procedure used for injecting a droplet using the polynomial fits in 
cylindrical coordinates. 

2.6 Droplet Breakup Model 
Often in practical spray applications, drop size and velocities are not known sufficiently well 
for complete specification of the spray model using one of the injection methods discussed in 
section 2.5. For a plain orifice atomizer (Le., a liquid jet), phenomenological models are 
available to predict droplet breakup sizes and velocities. Existing models of droplet breakup 
include wave breakup model of Reitz et al. [26,27], the Taylor Analogy Model (TAB) of 
ORourke and Amsden [28] and extensions [32] and the stochastic spectral relaxation model 
of Gorokhavski et al. [33,34]. The TAB model is adopted in this study. The model assumes a 
direct analogy between the oscillation of a droplet and a forced spray-mass-damper system as 
illustrated below in Fig. 2-9. 

Figure 2-9 Taylor Analogy Breakup model. 

This analogy is cast in terms of a second order linear ODE representing the non-dimensional 
displacement of the droplet radius ( A r d )  from its equilibrium position ( rdeq) ,  y = Ard/rdeq 
[28]: 

(2-151 2 Y  - cFPglud,-u '1 1' -md3y-md-- cko Cdkdy 

plrZ dt 
mdi - md-- - L?fl/ -- 
inertia driving force spring damper 

2 
dt cbPl  r pir 
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where pI ,  I[ and G are the liquid droplet density, molecular viscosity and surface tension, 
respectively. The model constants C, , C, , C, and C, are calibrated using a combination of 
theoretical considerations of droplet oscillation frequencies and experimental data leading to 
the values of 1/3, 1/2, 8 and 5, respectively [25]. Both y and i are updated and stored for 
each parcel during the course of a simulation. The analytical solution to Eq. (2- 19) is that of a 
simple harmonic oscillator where y and i) at time t are advanced to t + At using the follow- 
ing relations [25]. 

- ““7 sin (oAt)}eXp(-At/‘Tb) (2-20) 
‘h 

We 

wexp(-At/cb) (2-21) 
‘b 

y ( t + A t )  = - 

In Eqs. (2-20) and (2-21), C (= C,C,/C, = 12) is a grouping of the TAB modeling con- 

stants, T, (= 2p,r2/(Cd lz)) is a droplet oscillation relaxation time, and 

3 2 o (= ~ C , G / (  plr ) - ( 1 IT,) ) is the droplet oscillation frequency. 

The implementation details of Eqs. (2-20) and (2-21) is provided in Ref. [25] and expanded 
on here for additional clarity. The numerical procedure consists of first calculating the value 

of o . For very small drops, 0 < 0 and distortions in the drop are negligible. For this case, 

y ( t  + At) and i ( t  + At) are simply set equal to zero. When o > 0 ,  then the oscillation 
amplitude of the undamped oscillation is first determined using the relation: 

A = d ( y ( t )  - W e / C ) 2  + (y(t)/m) (i.e., assume T, + 00 and the add the squares of the 

factors in front of the sine and cosine terms of Eq. (2-20)). If A + W e / C  < 1 , then the ampli- 
tude of the disturbance can not cause droplet breakup over a time period, t + At ( i e . ,  set 
y (  t + At) = 1 in Eq. (2-20), allow T~ + 00, and then combine sine and cosine terms into a 

single cosine term with phase, @ , as: y (  t + At) = We/ C + A cos ( o A t  + @) ). In this case, 

Eqs. (2-20) and (2-21) are used to update the values of y and i for the current time step. If 
A + W e / C  > 1 , then breakup is possible and the breakup time, tbu , is determined from solv- 

ing for the smallest root of the equation: W e / C  + Acos( J o A t  + @ I )  = 1 , where @ is deter- 

mined from the relations: cos(@) = ( y ( t )  - We/C)/A and sin(@) = -y(t)/(Ao) [25]. 
If At < tbu , then no breakup occurs and y and i are updated. If tbu < At then breakup occurs, 
as illustrated in Fig. 2-9, with the size and number of the newly formed drops determined 
from mass and energy conservation principles [28]. 

2 

2 

2 

nd(t + At) = [ r , ( t ) / r , ( t  + At)I3 
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The model constant K in Eq. (2-22) represents the ratio of the total energy in the distorted 
droplet to the droplet oscillation energy in the fundamental mode and takes on a value of 1013 
WI. 

The velocity of the new drops are set to that of the parent drop plus a breakup velocity com- 
with magnitude ponent normal to the parent droplet trajectory, u 

IuI,I = (C,C,r( t)yDd)/2 and a direction chosen randomly in a plane normal to the path of 
the parent drop. 

4 ’ 

ulx = IuL1I[- cos(@)sin(v) + sin(@)sin(e)cos(y~)] 

uly = I uI,I [cos (@) cos (v) + sin (@) sin (e) sin (v)] (2-23) 

u l z  = l u p n ( 9 ) c o s ( e > 1  

The angles 8 (= asin(-udz/IudI)), and v (= (asin(udy/ludI))/cos(e)) are expressed in 

terms of the velocities of the parent drop and the angle $( = 27cRN) is a random angle in the 
plane perpendicular to the parent drop trajectory having a value between 0 and 27c. After 

breakup, y and y of the newly formed droplets are initialized to zero where they may grow 
and eventually breakup again if the We numbers of the new droplets are sufficiently large. 

J I 

2.7 Droplet-Droplet Collision Model 
Droplet-droplet collisions often occur during the atomization of a liquid jet. For some appli- 
cations, accounting for these collisions may be important in reproducing observed mean drop 
sizes downstream of primary atomization. The collision model used in this work is adapted 
from the work of O‘Rourke [35]. This approach only accounts for either droplet-droplet 
bouncing or coalescence and not droplet-droplet shattering effects which may become impor- 
tant at higher impact velocities [36]. Collisions of pairs of computational parcels are treated 
using a statistical process description. The procedure starts by checking to see if two parcels 
occupy the same computational cell. If they do not share the same cell, then it is assumed that 
collisions cannot occur. If they do share the same cell, then the parcel containing the larger 
drops are designated as the collectors and parcel containing the smaller drops designated as 
the donors. The expected frequency of collisions between one collector and all the donor 
droplets is assumed to obey a Poisson process with frequency parameter h having the follow- 
ing function form. 

(2-24) 

The subscripts “1” and “2” represent the properties associated with the parcel containing the 
donors and collectors, respectively, and V ,  is the volume of the computational cell. For a 

Poisson process, the likelihood that a collector undergoes n collisions is defined with the fol- 
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lowing probability density function (PDF) distribution, - 
(2-25) e-“(;)” 

PDFc,&) = - n!  

where n is the average number of collisions per unit time, At ,  and is related to the frequency 
parameter using the relation, n = hAt . Setting n = 0 in Eq. (2-25) we can see that the prob- 

ability of no collisions over the time period At is e-”. The Poisson PDF is sampled by’ 

ing a random number, RN, , that lies between 0 and 1. If RN, < e?, then no collisions occu 

for that particular droplet-collector pair. If RNI > e-“, then it assumed that all the collector 
drops in parcel “2” undergo collision with the donor droplets of parcel “1”. The model out- 
come of the collision is based on the experimental and theoretical work of Brazier-Smith et 
al. [37] concerning the collision of water droplets. In the Brazier-Smith study, three regimes 
of droplet collision behavior are identified and found to be dependent on an impact parame- 
ter, b , defined as the perpendicular distance between the center of one drop and the unde- 
flected trajectory of the other [37] (see Fig. 2-5). These impact regimes consist of 1) grazing 
collisions with satellite drops, 2) grazing collisions without satellite drops and 3) complete 
coalescence. The collision model of O’Rourke only accounts for grazing droplet impacts an< 
coalescence events without satellite drop formation. 

- 

- 

. 

Figure 2-10 Spray droplet collision model. 

The model assumes that at impact if b is less than some threshold value, bcntical, then the 
drops will coalescence, otherwise a grazing collision event is assumed to occur. Since indi- 
vidual droplets are not tracked in the code, but rather clouds of drops, then the exact position 
of the drops are not known. The value of b for every droplet-droplet impact therefore can not 
be directly calculated, and instead, a statistical description is devised. In this approach, a coa- 

lescence efficiency is first defined, E,,,, = ( bcritical/( rd, + rd,)) and determined by a curve 

fit of the experimental data of Brazier-Smith [35] leading to the following relation: 

2 

c (2-26) 
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3 2 where f( y,) (= yr - 2 . 4 ~ ~  + 2 . 7 ~ ~ )  is a function of the ratio of collector to donor droplet radi, 

yr , and We is a critical impact Weber number defined as: We = ( pl ludi l  - udj21 r d , ) / ( T .  The 

outcome of the droplet-droplet collision is determined by first choosing an additional random 
number, 0 e RN,  < 1 , representing a sampling of the coalescence efficiency. A correspond- 
ing impact parameter is then determined using the definition of the coalescence efficiency 

2 

parameter: b = $W2( rdl + rd2) . If b e b c r i t i c a l ,  then the collision results in a coalescence 

otherwise a grazing collision is assumed. Once the outcome of the collision is known, then 
the number of collisions that occur are determined by finding the value of n for which the 
following inequality is satisfied. 

n - 1  n 

(2-27) 

k = O  k = O  

Once the type of collision and the number of drops for the collision are determined, then 
properties of collector and donor parcels are updated based on mass, momentum and energy 
principles for which the details can be found in refs. [25] and [35]. These relations are sum- 
marized below for first a collision event resulting in coalescence, 

‘dj2’ = (udj2md2 + udjlmdln)’md,o, 

Td2y = ( Td2md2 -k Td,mdln)’md,o, 

md2’= m + m n = m d2 dl d,,, (2-28) 
1/3 

Dd2’ = [6mdt,t /(”P12)1 

nd,’  = n d ,  - n 

where the primed quantities and md,,, denote parcel properties and total mass of the collector 

droplet after collision, Le., md,,, = nm + m Note, if nnd2 > n d ,  then there are physically dl d2‘ 
not enough drops in the donor droplet parcel to accommodate all of the collisions with the 
drops in the collector parcel. In this case, n is reset to n d l / n d 2  and the mass of the drops 
associated with the droplet parcel are set equal to zero and eventually removed from the cal- 
culation. 

In a grazing collision event, only momentum exchange is considered since the time scales 
associated with heat exchange are much longer then the collision event. For this case, if 
nd ,  > n d ,  then droplet velocities after collision are set as follows [35]: 

)[ b -  ‘critical 1 
mdludj, md2udj2 + md2(udjl - dj2 ‘d, .+ rd, - bcritical - 

(2-29) ‘djl’ - 
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otherwise n d ,  > n d ,  and the droplet velocities are given as [35]: 

'L 

u ' =  
dl2 md, md, (2-30) 

nd2ud11 + (ndl  - nd2)udj,  
u # =  4 1 

ndl 

It should be emphasized that the collision model of O'Rourke is based solely on the interac- 
tion of water drops and so is only appropriate for use on water spray suppression applications. 
Use of this model for other liquids such as hydrocarbon fuels is not recommended without 
first modification of the impact regime criterion [29-3 I]. 

2.8 Droplet Boundary Conditions 
When a drop passes through an open boundary of the computational domain, the mass of the 
particle is set to a small value and then eliminated by the re-ordering procedure that occurs at 
the start of each spray sub-cycling routine. 

If the drop approaches a solid boundary of the domain, then a simple hard sphere model is 
used to determine the trajectory of the drop after it impacts the surface using the following 
expressions: 

(2-3 1) 

where the primes are the velocity after impact with the wall and the subscript "n '' and ''t " 
denote the normal and tangential velocity components of the droplet with respect to the wall. 
The quantities R ,  and R,  are user specified coefficients of restitution. 

This boundary condition treatment is fairly crude. Advanced models would account for more 
realistic droplet bounce as well as account for droplet shattering and adhesion to the solid sur- 
face. The inclusion of these more advanced boundary condition treatments will be the focus 
of future efforts to be discussed in Chapter 5 

2.9 Spray Statistics 
During a spray simulation, data is gathered for post-processing and statistical analysis. Both 
Eulerian and Lagrangian statistical quantities are collected for making comparisons to exper- 
iments and for engineering analysis. This type of information is particularly useful for a sta- 
tistically stationary flows for which higher order statistical information, such as droplet 
dispersion, are useful for code verification and validation checks. Note, the spray model is 
currently set up for collecting quantities over a single simulation so time averaged quantities 
may be calculated. A capability for collecting ensemble statistics by re-running simulations 
has not yet been incorporated into the model, however, for statistically stationary flows, time 
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averaging and ensemble averaging are equivalent since the processes are ergodic. 

2.9.1 Eulerian statistics 
Eulerian statistics is information gathered at a specified location in the flow. The sum and 
sum of the squares of droplet and gas phase properties are stored and updated at user pre- 
scribed time intervals during a simulation for later post-processing. This information is used 

at the end of the run to determined mean (( . . . ) ) and root mean square (RMS) ( o( ... ) of 
droplet and gas properties at every grid point in the domain using the following relations: 

- 

(2-32) 

where ( @ ) d ,  oQd and ( @)g, o@, are the mean and RMS of the droplet and gas phase proper- 

ties, respectively. The parameter N is the total number of flowfield realizations or “snap- 
shots” taken at user specified time intervals, ( d t p s t a t ) . The variable, Nd , represents the 
total number of drops and is equal to the sum of droplets per parcel over all parcels and over 

all realizations, i.e., Nd = x x n d .  

N NP 

2.9.2 Conditional Eulerian statistics 
In addition to mean and RMS droplet statistics for all drops, information for conditional sta- 
tistics is also gathered during a simulation for later post-processing. These statistics provide 
mean and RMS information on droplet properties binned according to drop size. These statis- 
tics are calculated in the same way as the ensemble mean and RMS except the sums are 
grouped into bins corresponding to different size drop diameters. Conditional statistics are 
especially useful when comparing model predictions to phase doppler particle anemometry 
(PDPA) measurements of droplet size and velocity. 

2.9.3 Lagrangian statistics 
Data required to calculate Lagrangian dispersion statistics can also be gathered during the 
simulation. Lagrangian dispersion statistics provide information on the mean droplet spatial 
displacement over a given time interval. The Lagrangian dispersion statistics are calculated 
using: 
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where T is the time over which a parcel has travelled to position, x ~ ( T ) ,  from a user pre- 

scribed reference position, xi(7 = 0) , that is user specified using the dstatsXpos, 
d s t a t  sY po s, d s t a t  sZ po s, d s t a t  s t o 1 and d s t a t  s t ime input parameters. 
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Table 2-3 Summary of input parameters for spray injector. 

Namelist Variable 

n i n  j ec 
I N J P  - LABEL(i) 

- 
Parameter Description 

Number of spray injection locations 

Name of fuel for the ith injector. 

I N J P  - X ( i )  

I N J P  - P P I M I N ( i )  

X-location of ith injector. [m] 

Number of parcels injected at the ith injector. 

I N J P  - Y ( i )  

I N J P  - M F R ( i )  

I N J P  - A R E A ( i )  

I N J P  - D E N p ( i )  

Y-location of ith injector. [m] 

Mass flow rate of the ith injector. [kg/s] 

Cross-sectional area of the ith injector. [m2] 

Density of the fluid for the ith injector. [kg/m3] 

I I N J P  - Z ( i )  

I N J P  - SPRANGSE(i) 

I N J P  - d i r X ( i )  

I N J P  - d i r Y ( i )  

Z-location of ith injector. [m] 

~~ ~~ 

End of spray angle for the ith injector. [degrees] 

X-direction of the spray for the ith injector. 

Y-direction of the spray for the ith injector. 

I N J P  - V d i s ( i )  

I N J P  - aveDp ( 1 )  

I N J P  - r m s D p ( i )  

I I N J P  - P P P M I N ( i )  

~~ 

Type of droplet velocity selection for the ith injector. 

Average droplet diameter for the ith injector. [m] 

RMS of droplet diameter for the ith injector. [m] 

Min no. of particles per parcel for the ith injector. 

I I N J P  - PPPMAX( i )  Max no. of particles per parcel for the ith injector. 

I N J P  - C O N p ( i )  Concentration of paricles for the ith injector (i.e., 
INJP-CONp(i)=INJP-DENp(i) for a pure fluid). [kg/rn3] 

I N J  P - SPRANGS (1) I Start of spray angle for the ith injector. [degrees] 

I N J P  - d i r Z ( i )  I Z-direction of the spray for the ith injector. 

I N J  P - r a d  ( i) I Radius of the injection for the ifh injector. [m] 

I NJ P - Dd i s  ( i ) I Type of droplet diameter selection for the ith injector. 

I N J P  - T p ( i )  Initial droplet diameter temperature for the ith injector. 
[KI 

I N J P  - MWp(i) Molecular weight of liquid for the ith injector. [kg/gmol] 
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Table 2-3 Summary of input parameters for spray injector. 

Parameter Description Namelist Variable 

INJP-Clp ( i )  Specific heat of liquid for the ith injector. [Jkg-K] 

I I N J P  - Emp(i) Surface emissivity of liquid for the ith injector. 

Droplet film Schmidt number for the ith injector. 

Droplet film Prandtl number of the ith injector. 

Reference saturation pressure for the liquid from the ith 
injector. [Pa] 

I I N J P  - T r e f v a p p ( i )  Reference saturation temperature for the liquid from the 
ith injector. [K] I I N J P  - H v a p r e f p ( i )  Reference heat of vaporization for liquid from the ith 

injector. [Jkg-K] 

I I N J P  - T l c p ( i )  Critical temperature of the liquid from the ith injector. [K] 

I INJP-Dminp(i) Minimum droplet size from the ith injector. [m] I I N J P  - T A B f l a g ( i )  Toggle for the breakup model for droplets coming from 
the ith injector. I I N J P  - TAByp(i) Initialization of y for the TAB model used for drops from 
the ith injector. 

I N J P  - TABydotp( i )  I Initialization of for the TAB model used for drops from 
the ith injector. I INJP-COLLflag(i) Toggle the droplet-droplet collsion model for drops corn- 

ing from the ith injector. 

Surface tension of liquid from the ith injector. [kg/m-s] I I N J P  - STp( i )  

- I INJP mup(i) Molecular viscosity of the liquid from the ith injector. 
[kg-dsl 

- I INJP axp(i) 
X-body force acceleration on drops from the ith injector. 

W S 2 1  

INJP-ayp(i) I Y-body force acceleration on drops from the ith injector. 
[ds21 

- I INJP azp(i) 
Z-body force acceleration on drops from the ith injector. 

Ws2l  
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Table 2-4 Summary of injection modes for droplet size. 

I N J P  - D d i s  
options 

1 

2 

3 

4 

5 

Type of Droplet Size Distribution 

Normal 

Log-Normal 

Rosin-Rammler 

User defined PDF for Drop size 

User defined JPDF for drop size and velocity 

Table 2-5 Summary of injection modes for droplet velocity. 

1 

2 

3 

I N J P  - V d i s  
options 

spray angle specification 

User defined velocity in Cartesian coordinates using drop size 
dependent polynomial fits 

User defined velocity in cylindrical coordinates using drop size 
dependent polynomial fits 

Type of Droplet Velocity Specification 

I 4 User defined using JPDF for drop size and velocity 
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CHAPTER 3 NUMERICAL IMPLEMENTATION 
Table 3-1 lists the timing control parameters for activation of the spray model. Input parame- 
ters, t p i n  j ecs tpsnaps and t p s t a t s  define starting times for injection of droplets, 
storing of Tecplot plot files, and the start time for data collection needed for later statistical 
analysis, respectively. The control variables d t p i n j  ecs dtpsnaps and d t p s t a t s  
define the time intervals of these events. The d t p i n j e c s and d t p s n ap s parameters 
can be modified midway through a simulation by specifying t p i n j e c s and t p s n a p s to 
times that are earlier than the current simulation time. The d t p s t a t s parameter can only 
be changed if statistical data collection has not been initiated. 

The remaining control parameters ( d t c l i p f a c  dtsubcycmin MSf rac  ESf rac  
and USf  rac  ) are associated with two-way coupling to the gas phase. These parameters are 
discussed in more detail in section 3.3 on numerical sub-cycling. The following subsections 
provide detail on numerical integration of the droplet equations, interpolation of gas-phase 
properties, and coupling the spray source terms listed in Table 2-1 with the gas-phase trans- 
port equations. 

3.1 Integration of Droplet Equations 
The system of ODE’S for droplet transport are numerically stiff when the droplet is undergo- 
ing rapid evaporation and if the diameter becomes too small (Le., D, I lpm).  Use of stan- 
dard explicit integration techniques for these cases will result in numerical instabilities. To 
avoid this problem, the LSODE (Lawerence Livermore solver for ODE’S) library [38] is used 
to integrate the droplet equations. This solver is specifically designed for integration of 
numerically stiff sets of ODE’S for which the details can be found in Ref. [38]. In addition to 
the LSODE library, a fourth order Runge-Kutta scheme [39] is also implemented for use for 
problems involving larger drops, (Le., D, > 100prn) undergoing little mass evaporation. 

3.2 Interpolation of Gas Phase Properties 
Interpolation of gas phase properties from the CFD grid are needed for integration of the 
droplet transport equations. High order Lagrange interpolating polynomials [39] are incorpo- 
rated for this purpose. The algorithm is devised so that an arbitrarily high order interpolation 
stencil may be employed with stencil shifting near boundaries to maintain formal accuracy. 
However for most applications, the order of the stencil is usually set to first order (linear) to 
be consistent with the convection discretization error in VULCAN. 

3.3 Coupling of Droplet Source Terms into Gas Phase 
The time scales associated with droplet evaporation are on the order of microseconds while 
the time scales of convection are on the order of milliseconds or larger. This large disparity in 
time scales can introduce numerical stability when the liquid and gas phases are coupled. For 
rapidly evaporating sprays and high mass loadings, simply integrating the gas-phase transport 
equations using the spray source terms will lead to at best nonphysical results, and at worst, 
numerical instability. Two different approaches may be used to mitigate this problem. The 
first is to solve the droplet and gas-phase equations using a fully implicit algorithm. This 
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would require several trial integrations of the parcels over a given time step until local con- 
vergence is achieved. The disadvantage of such a scheme is the excessive expensive re-inte- 
grating a large number of computational parcels and it is not pursued in this study. 
Alternatively, an explicit operator splitting procedure, similar to the work of Amsden et al. 
[40], is adopted to achieve tight coupling between the gas and liquid phase systems. In this 
approach, the convection and diffusion processes are frozen while the spray source terms are 
sub-cycled to update the gas phase mass, momentum and energy transport equations. After 
sub-cycling, the gas-phase transport equations are then updated by convection and diffusion 
processes using the SIMPLE algorithm. The time interval for sub-cycling is determined 
dynamically from estimates of the maximum mass, momentum and heat exchange that can 
occur over a given time step, At : 

- 
'Mass,,, = Pg(Yg - Yf,) 

- 
= p g (  ui - Ildj) (3-1) 

g 

AEnergym,, = PgCpg(Tg - Td,, 
- -  

where Yf, , Tf, and are the local average droplet film mass fraction temperature and drop- 4 
let velocity in a computational cell. The sub-cycling time step is chosen to allow for only a 
user-specified fraction (MSf rac,  ESf r a c  and USf rac)  of the current maximum to be 
exchanged over a given time step using the following relation: 

I- 

** * * 
where Sd, , Sd and Sd, are the spray source terms for mass, the contribution to momen- 
tum due to droplet drag and the contribution to energy due to convection heat transfer as 
defined in Table 2-1. For some applications, the physical sub-cycling time step is much too 
small to be computationally practical and is restricted to values that are greater than a user 
specified value (d t s u b c y cm in) .  

u, 

The sub-cycling algorithm estimates a future time step from the current spray source terms 
collected over the previous sub-cycling time step. Occasionally, this procedure will not 
respond quickly enough to a a sudden jump in the spray source term due to short lived tran- 
sients leading to non-physical results. This may occur in situations for which the physical 
time scales are very small, such as during the first few time steps of a rapidly evaporating 
spray, or when a future sub-cycling time step is determined to be smaller than d t Su bcyc - 
min. For these special cases, the future sub-cycling time step is correctly estimated to be very 
small, indicating that the current time step is much too large. Rather than resetting the posi- 
tion of the parcels and re-integrating them at a smaller time step, the source terms are simply 
clipped as follows: 

. 
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. 

where d t c l i p f  ac is a user specified sub-cycling clipping factor that controls the degree of 
clipping. Numerical testing of the sub-cycling indicates that reasonable values for d t c l i p  - 
f ac  are between 1 and approximately 10. If d t  c l i p f  ac is set equal to 1 , then the source 
terms are clipped every time Atsubcyc is reduced. If d t c 1 i p f a c is set equal to 10 , then the 
source terms are rarely ever clipped but will lead to numerical instability or non-physical 
results if a sudden transient event is encountered. Trial and error suggests that a value of 5 for 
d t c l i p f  ac allows for reasonable solution of the coupled gas-liquid transport equations 
over a wide range of flow conditions. 

. 

45 



Table 3-1 Summary of spray model control input parameters 

Namelist Variable 

t p i n  j e c s  

tpsnaps 

Parameter Description 

Start time for injection of spray(s) (s) 

Start time for taking graphical data dumps of the gas and liquid 
flow (s) 

t p s t a t s  

dtpsnap 

I d t i n j e c  I 

Start time for taking data for statistics (s) 

Time interval between graphical data dumps (s) 

Time interval between parcel injection (s) 

I d t p s t a t  I Time interval between sampling for statistics (s) 

d t c l i p f  ac I Clipping factor for two-way coupling - 5 
( l c d t c l i p f a c  10) 

I dtsubcycmin I Absolute minimum time interval for sub-cycling 

MSf rac  I Mass gas-phase source term sub-cycling parameter - 0.1 
(OcMSfrac 1 )  

ESf  rac  I Energy gas-phase source term sub-cycling parameter - 0.5 
(OcESfrac < 1 )  

USf  rac  I Momentum gas-phase source term sub-cycling parameter - 0.1 
(OcUSfrac 1 )  
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CHAPTER 4 RESULTS 
The scales for which mass, momentum and energy transfer from the liquid droplets to the gas 
phase are often order of magnitudes smaller then the mesh used for the gas phase computa- 
tion. As a result, much of the droplet-gas phase interactions are modelled using empirically 
based models that have been described in the previous sections. To build confidence in the 
predictive capability of these models, a verification and validation (V&V) effort is planned 
and summarized below in Table 4- 1. 

Table 4-1 Summary of verification and validation problems 

V&V Problem 

non-evaporating falling drop 
(analytical solution) 

evaporating drop with uniform flow 
(analytical solution) 

particle dispersion in grid generated turbulence 
(analytical solution, Snyder and Lumley, [41] and 

Wells and Stock [42], Chen and Faeth [43]) 

particle dispersion in turbulent round jet 
(Yuu et al., [48]) 

non-reacting non-evaporating spray 
(Skaggs et al. [ S I )  

non-reacting, evaporating spray 
(Skaggs et al. [ S I ,  McDonell et aZ. [51]) 

combusting fuel spray 
(Skaggs et al. [ S I ,  McDonell et al. [52], Widmann et 

al. [53]) 

spray suppression using liquid agent 
(Sheinson et al. [56]) 

Motivation 

assess transport algorithm and 
drag model 

assess mass and heat evapora- 
tive and thin-skin film property 

models 

assess turbulence models for 
uniform sized particle with 

prescribed turbulence (i.e., pre- 
scribe values for k and E 

assess turbulence models for 
uniform sized drops with 

solved turbulence (i. e., solve 
for k and E using transport 

equations) 

assess turbulence models for 
non-uniform drops with two- 

way momentum coupling 
effects 

assess droplet transport, evapo- 
ration, turbulence coupling 

~ ~~~ 

assess droplet transport, evapo- 
ration, turbulence, gas-phase 
combustion model coupling 

assess droplet transport, evapo- 
ration, turbulence, gas-phase 

combustion and gas-phase sup- 
pression model coupling 

The table is arranged so that the physical complexity of the problem increases with descend- 
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ing order through the table, with the first row being the simplest and the last entry being the 
most difficult. The first three tests allow for simple verification of the droplet transport algo- 
rithm, evaporation model and turbulence models for which analytical solutions are available. 
The last five rows of the table are validation problems for which data is available from well- 
controlled experiments. The focus of the future work using the spray model is to run these 
problems and ascertain the predictive capability of the VULCAN spray model for application 
to the live-fire problem. Effort has already been started in performing V&V assessments of 
the spray model. The following sections provide additional details of the cases listed in Table 
4- 1, and presentation of results where work has already begun. 

4.1 Falling Particles 
For the special case of a free falling single particle in air, a terminal velocity is reached due to 
the balance of gravity forces with the drag on the sphere. In this limiting case, the terminal 
velocity can be determined by solving for U d  in the following non-linear equation, 

where CD is given by Eq. 2-3. The particle types are chosen to be the same as those used in 
the experiments of Snyder and Lumley [41]. The VULCAN simulations are conducted by 
injecting a single particle into a quiescent flow and allowing for the solution of the droplet 
transport equations until the particle achieves a terminal velocity. A comparison of the termi- 
nal velocity using Eq. (4-1) and using VULCAN for several particle sizes are summarized 
below in Table 4-2. 

Table 4-2 Summary of droplet terminal velocity verification problem. 

Particle Properties 
(taken from Ref. [41]) 

hollow glass 
Dd = 46.5ym 

Pd = 0.26g/cm 3 

solid glass 

pd = 2.5g/cm 
Dd = 87ym 

3 

corn pollen 

pd = l.Og/cm 
Dd = 87pm 

3 

Terminal velocity ( c d s )  
(analytical result using Eq. 

(4-1), with p = 1.184 
and 

pg = 2.1622~10- ) 5 

1.3920 

38.2042 

16.6908 

Terminal velocity ( c d s )  
(VULCAN numerical 

result, with p = 1.184 
and 

pg = 2.1622~10-~ ) 

1.3920 

38.2042 

16.6908 
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Particle Properties 
(taken from Ref. [41]) 

41.3686 
copper 

Dd = 46.5pm3 
p d  = 8.9g/cm 

41.3686 

Terminal velocity ( c d s )  
(analytical result using Eq. 

(4-1), with p = 1.184 
a n i  

pg = 2.1622~10- ) 5 

Terminal velocity ( cds )  
(VULCAN numerical 

result, with p = 1.184 
a n t  

pX = 2.1622~10-~ ) 

A comparison of the terminal velocities indicate that the VULCAN predictions match the 
analytical result within at least single-precision error tolerances. This relatively simple verifi- 
cation check provides confidence that the transport equations for droplet momentum and use 
of the LSODE library and drag model are correctly coded. 

4.2 Single Evaporating Drop 
This V&V problem is designed to assess the evaporative heat and mass and droplet film 
property models described in sections 2.1 and 2.2. The problem is to examine the transient 
response of a single droplet suddenly exposed to a uniform velocity field. The results from 
the numerical study will be compared to detailed single droplet numerical solutions and 
experimental measurements of this problem taken from the open literature [12,54]. In addi- 
tion, analytical solutions of the steady-state behavior of the droplet mass evaporation rate can 

be derived [ 191 (Le., the “D; law”) and compared to the steady-state VULCAN droplet solu- 
tion. 

4.3 Particle Dispersion in nrbulent Flows 
In this section, the droplet turbulence models, described in section 2.3, are tested. Two model 
problems are chosen. The first is particle dispersion in grid generated turbulence experiments 
of Snyder and Lumley [41]. The experiment best approximates the conditions for homoge- 
neous turbulence allowing for VULCAN predictions to be compared to both experimental 
data as well as theoretical predictions based on consideration of turbulence theory for the dis- 
persion of fluid-marker particles [23]. The turbulence input parameters to the spray turbu- 
lence models, k and E ,  are known directly from experimental measurements and used 
directly rather than being solved. This prevents the inaccuracies of using the standard k - E 
model clouding the assessment of the spray turbulence models. The second model problem is 
the dispersion of fly ash in a turbulent air jet measured by Yuu et al. [48]. This experiment 
allows for the additional complexity of non-homogeneous turbulence to be introduced for 
which the k - E turbulence model is used and shown to produce reasonable results. 

4.3.1 grid generated turbulence 
The conditions for the Snyder and Lumley experiment [41] consists of releasing four differ- 
ent particle types downstream of grid generated turbulence in a wind tunnel and measuring 
the Lagrangian dispersion displacement statistics or each case. The particles used were hol- 
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low glass, corn pollen, solid glass and copper and their properties are summarized in table 4- 
2. The turbulent kinetic energy and its dissipation were measured in the experiment and can 
be described using the empirically derived expressions [46]: 

k=c[ 1 
2 42.4(x/M- 16) + 39.4(x/M- 12) 

-2 (4-2) 

where U = 6.55 m / s  is the mean flow speed in the tunnel and M = 1” is the mesh spacing 
of the grid. Figure 4-1 shows the Lagrangian particle dispersion from the experiment and the 
prediction from VULCAN using Eqs.(4-2) for k and E .  Also on the plot is the analytical 
result from Maclnnes and Bracco [44] for particle dispersion of a fluid-marker particle in 
homogeneous turbulence using Taylor’s hypothesis for the random walk turbulence model of 
section 2.3.1. I 

The time scale, 2, (= J3/2Cr4k/&) is the large eddy turn over time and is assumed con- 

stant for homogenous turbulence. The k and E taken from the experiment for this expression 

are 0 . 2 6 2 6 ~ ~  /s and 12.542m /s and corresponds to the first measurement location of 
x / M  = 20. This curve (marked with an X) can be thought of as the maximum possible dis- 
persion that the random walk turbulence model can predict for this problem. In the other 
extreme a completely deterministic solution approach without any random walk turbulence 
model of particle transport would result in the particle dispersion being identically zero. 

2 2  2 3  

The analytical result using Eq. (4-3) and the VULCAN marker particle prediction are almost 
identical for all time with a slight 4% maximum error at 400 msec providing a high level of 
confidence that the random walk droplet turbulence model is properly coded. The small dif- 
ferences in particle dispersion for numerical predictions of the analytical result as well as the 
appearance of the slightly higher values of dispersion for the hollow glass and corn pollen 
cases than the theoretical maximum may be attributed to statistical error due to the finite 
number of realizations taken (20,000) and will be further investigated in future studies. 

Comparing the results experimental measurements to the VULCAN predication indicates that 
the model does well for the heavier particles were cross-trajectory effects are predominant. 
However, for the lighter particles the model under-predicts the dispersion for the hollow glass 
case and over-predicts for the corn pollen case when the particles are more likely to follow 
the flow field. The difficulties of predicting the dispersion of these very light particles (Le., 
low Stokes number) are consistent with previous studies using the same model and more 
sophisticated droplet turbulent dispersion models have been proposed [44-471. These models 
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come at an additional computational cost and since the application of the spray model will 
primarily be focused on transport of relatively large liquid drops (Le., D, > SOpm), the cur- 
rent turbulence model is sufficient since it appears to work well in that limit. 

Case 1 

Case 2 

Figure 4-1 Lagrangian particle dispemion from grid generated turbulence. Symbols 0, 

B, e, A are experimental results from Ref. [41], lines are numerical predictions and the 
X symbol is an analytical resuit osing Eq. (4-3) for homogenous turbulence 

4.3.2 turbulent round jet 

particle itpur, loading ratio 
( w / s  ) ( i t pd i t sas  1 U S U S  'PU, concentration 

( g / m 3 )  
( m / s )  ( m / s )  

100 54 0.8 2.17 0.00043 

20 14 4.0 2.82 0.0028 

The second set of validation problems used to test the droplet turbulence models are the 
experiments of Yuu et al. [48] concerning the dispersion of 20 pm fly ash particles from a 
fully developed turbulent round jet. The experimental setup consists of a mixture of air and 
fly ash emitting out of an 8 mm diameter orifice for which several cases were examined with 
various air velocity and mass loadings. ' b o  cases are selected to compare against and the 
experimental conditions are summarized in the table below. 
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Comparisons of the numerical predictions using VULCAN to the experimental data (as 
reduced by Shuen et nl. [49]) for these two cases are shown in Figs. 4-2 and 4-3. 

--7 12  - - - -~ ~~ ~ 
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Figure 4-2 Normalized concentration versus n o r m a l i  radius for case 1. Symbols are 
experimental data and l i e s  are numerical predictions using LHF, DSF and SSF model- 

ing approximations. 
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Figure 4-3 N o d i  concentration versus normalized radius for case 2. Symbols are 
experimental data and lies are numerical predictions using LHF, D6F and SSF model- 

ing approximations. 

In these comparisons, three spray modeling methodologies are explored. In the first 
approach, the particles are treated as a continuous media for which the concentration of the 
particles are related to the transport of a passive scalar. Or in other words, the spray is trans 
ported as a gas with the equivalent mass loading. This approximation has been termed as thr 
locally homogenous flow (LHF) approximation [9] and is valid in the limit of very fine parti 

52 



cles where the local Stokes number of the particle are always much less than one. Employing 
this approximation for cases 1 and 2 shows that the use of a LHF approximation results in a 
large over prediction of the spread rate for both cases 1 and 2. The agreement is better for 
case 2 than case I due to reduced effects of slip allowing for a better approximation of the 
LHF limit. 

The second spray modeling approach is based on a deterministic separated flow (DSF) 
approach for which the effects of subgrid turbulence are neglected [9]. In all cases, the spread 
rate of the particle concentration is severely under predicted indicating that the particles fol- 
low a more ballistic trajectory. Lastly, in the cases where the use of a turbulence model is 
employed in the stochastic separated flow (SSF) approximation, the prediction of particle 
concentration profiles are in reasonably good agreement with the experimental data. These 
results indicated that even for relatively simple particle laden flows it is important to account 
for the effects of subgrid turbulence and the need for a turbulence model in the spray trans- 
port. 

4.4 Non-evaporating Sprays 
The purpose of the non-evaporating spray experiments is to test the spray model where there 
is a spectrum of drop sizes to keep track of without the added complexities of droplet evapo- 
ration and combustion processes. Surprisingly, there is only limited experimental data in the 
literature on well-controlled experiments appropriate for model validation for this relatively 
simple case. This part of the spray modeling effort will be in close collaboration with the 
Army Research Labs (ARL) to define and compare the predictions of the VULCAN spray 
model with detailed experimental measurements of water sprays using phase doppler particle 
anemometry (PDPA) [55]. Specifically, the study will help to address or provide guidance to 
the following questions. 

1. Which of the boundary conditions for the spray injector discussed in section 2.5 is suffi- 
cient for matching with a PDPA measurement? 

2. How many measurement locations are necessary to completely define a downstream mea- 
surement plane to account for all of the liquid mass flux? 

3. Given the initial conditions of the joint probability density function (JPDF) of droplet size 
and velocity from a PDPA measurement, can the spray model predict the subsequent 
down stream development of the JPDF? 

4. Is is possible to modify the droplet breakup and collision models to predict the drop size 
and velocity JPDF distributions for simple atomizers? 

4.5 Evaporating sprays 
The step to evaporating sprays introduces the unknown of whether the simple evaporation 
model used for a single droplet is also applicable to a large group of drops. The modeling 
again will be in close collaboration with the experimental program at ARL using diesel 
sprays. The results of this effort will help to address or provide guidance to the following 
questions. 

1. How important are subgrid spatial variations in mass fraction to the group evaporation 
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from a collection of drops? 
2. If local fluctuations in species and temperature are important, then can a local turbulent 

mixing can be formulated to account for these effects analogous to the random walk 
model used for particle dispersion? 

4.6 Combusting Sprays 
Some limited published data on combusting sprays are available from McDonald and Samul- 
son [51,52] and Widmann et al. [53]. Numerical simulations of VULCAN for these cases 
along with the collaborative work with ARL will provide the necessary information to pro- 
vide some level of assessment as to the utility of the current spray model for application to 
the live-fire problem. Some of the outstanding issues for these cases are summarized below. 

1. Are group combustion (see Refs. [79-811) effects important? If so, how to extend the cur- 
rent modeling methodology to accommodate some of those concepts? 

2. How important are the effects of radiation transport heat transfer to pre-vaporization of 
the spray before it is advected into a combusting region? 

3. What are the effects of solid blockage on droplet size due to impact as well as on the com- 
bustion event? 

4.7 Combusting Sprays and/or Pool Fire with Spray Suppression 
The most complicated problem scenario for the use of the two-phase spray model is when 
both the fire source and the suppression agent are in a liquid phase. The most likely scenarios 
are a fuel spray or fuel spill fire and a liquid fire suppressant is released. The specific issues to 
be addressed are summarized below. 

1. What are the effects of water dilution in modeling fire suppression of pool fires using 
water sprays or mists? How to account for these effects? 

2. Is it important to account for droplet-droplet interactions between a fuel spray and a liq- 
uid suppressant? If so, how to properly model these events? 

3. How important is it to account for thermal radiation in vaporizing a liquid fire suppres- 
sant before it reaches the flame zones? 

Preliminary work in this area has been initiated using the data being collected at the Naval 
Research Laboratory (NRL) Chesapeake Bay Detachment Facility [56]. The details of this 
study are provided in the following section for a case study on assessing the sensitivities of 
fire suppression to spray nozzle configurations. 

Case Study: Fire Suppression in Enclosures 

Current research in Halon alternatives for aircraft dry bays indicates that new suppression 
agents have higher boiling temperatures (ie., Tb > 330K) and will most likely be released in 
partially liquid state. One of the agents currently being considered for shipboard applications 
is the use of water mist and water spray technologies. Preliminary work has been taken in 
assessing the utility of the spray model for water spray suppression. The specific application 
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for this work is water spray of an enclosed pool fire currently being tested at the Naval 
Research Laboratory (NRL) Chesapeake Bay facility. A sketch of the NRL test facility is 
shown in Figure 4-4. The facility is ventilated using one inlet port located near the top of the 
enclosure and two exit ports that are located on the opposite corner. The volumetic flow rate 
is maintained at 7.1 m3/s allowing for one air exchange every four minutes. A 0.305 m (12”) 
square pool of heptane is simulated through constant mass flux boundary conditions at the 

bottom of the domain. The mass flux is chosen as h” = 0.0288kg/(rn - s) based on empir- 

ical correlations from Drysdale [57] (i.e., d’ = hTTm( 1 - exp(-kpD))) where for heptane 

I&”, = 0.101 and k p  = 1.1 ) resulting in a 123 kW fire. In attempt to reproduce conditions 
from existing experimental procedures at the facility, a constant mass flow condition is 
imposed on the inlet boundary while a constant pressure condition is used at the outflow 
boundaries. After 45 s, a constant pressure condition is imposed on both the inlet and outlet 
boundaries to simulate deactivation of the ventilation system. Two spray configurations, rep- 
resentative of the systems being explored at NRL, are considered in this study and are illus- 
trated in Figure 4-5. The first consists of a single high pressure spray nozzle located at the 
center top of the enclosure while the second uses four lower pressure nozzles that cover each 
quadrant of the cell. Unfortunately, the exact drop size and velocity distributions, as well as 
the spray distribution pattern, are not well known and could not be obtained from the system 
manufacturers. Based on estimates of the operating pressures and atomizer cross sectional 
areas, the same mass flow rate, 0.53 kg/s, was determined for both systems and droplet veloc- 
ities of 166 and 83 m/s for configuration 1 and 2, respectively were calculated. The spray 
injection is modeled as a solid cone spray that randomly injects computational parcels to 
cover the specified solid angle. The spray angles (a) are computed to allow for a spray to 
reach the corners of the room in configuration 1 or a cell quadrant in configuration 2 as if the 
droplet were to follow an outermost trajectory and are set equal to 35.3’ and 19.5’, respec- 
tively. Lastly, four different drop size classes of Dd = 25, 75, 150 and 300 pm are used for 
each configuration to explore the sensitivity of drop size and cover the range of plausible 
drop sizes expected in the experiments. 

2 

The VULCAN simulations presented here employ a 34 x 30 x 37 grid to discretize a cubical 
enclosure with a length of 3.05 m (10 ft) on a side. The simulations are first performed for 
8600 time steps to simulate 45 s of physical time to account for a typical preburn time for a 
fire to ignite and develop. The calculations are then advanced another 3500 time steps to 
allow for simulation of 10 s of physical time to elapse with the water suppression activated. 
During the transient period of spray injection, a total of 33,000 computational parcels are 
injected into the domain with approximately 2000 parcels at any given time in the simulation. 

Figure 4-6 (a) shows the volume averaged gas temperature for the lower half (Le., Z < 1.5 m), 
(n>, upper half (i.e., Z > 1.5m), <Tu>, and for the entire domain, <T>, during the preburn 
part of the simulation. As shown, <Tu>, rapidly increases by approximately lOOK in the first 
30 s of the preburn as the hot gases from the pool fire collect near the ceiling of the enclosure. 
After 30 s, all temperature averages appear to increase approximately linearly at the same rate 
of 2 Wsec. 



Figure 4-6 (b) shows temperature isocontours with velocity vectors superimposed for a cross 
section through the domain after the preburn period. At this time, the flow shows large vorti- 
cal flow structures that entrain air due to the periodic varicose puffing mode of the pool fire. 
In addition, the location of the peak temperature is shifted toward the outflow boundary 
resulting in the high temperature gases flowing on average along the ceiling to the exit 
boundary on the opposite wall. 

After the preburn time, the water spray is injected forming a jet of entrained hot gas near the 
ceiling as the local air is transported by droplet drag and directed downward. Figure 4-7 
shows instantaneous predictions of the gas phase velocity at the spray injection planes along 
with location and velocity of the droplets after 0.4 s of spray injection using 150pm droplets 
for (a) configuration 1 and (b) configuration 2. The maximum magnitude of the gas phase 
velocity for configuration 2 is approximately 15 m/s  and is about half the peak value of 30 m/ 
s for configuration 2. This difference is due to the lower mass flow and associated lower 
droplet injection velocities for the lower pressure four-nozzle system in configuration 2. 

Figure 4-8 presents volume averaged temperatures after the start of spray injection for config- 
uration 1 using all four drop size classes showing (a) <T1> and (b) <Tu>. In Figure 4-8 (a), 
the largest, 300 pm drops show an initial increase in temperature for the first 2.5 s after injec- 
tion. This surprising increase in temperature is due to the enhanced turbulent mixing of the jet 
and advection on the pool surface before enough water has evaporated to start to cool the 
flow near the base of the fire. This prediction is consistent with previous observations of 
Atreya et al. on the use of water sprays [58]. In contrast, the injection of the 25 pm drops 
results in a sudden drop of 40 K in the average temperature near the base of the fire in the first 
second, leveling off for another 3 s and then suddenly decreasing again. This temperature his- 
tory can be attributed to the transient jet development. A high concentration of small droplets 
are located at the leading edge of the jet offering effective suppression of the pool fire for a 
short (1 second) period followed by enhanced turbulent mixing that slows the suppression 
until the initial jet transient has passed at 48 sec. The intermediate, 75 and 150 pm, cases also 
show signs of the transient jet development with some short lived reduction in temperature 
due to initial injection of drops followed by an increase in temperature and then a more grad- 
ual decrease. Figure 4-8 (b) shows <Tu> time history and indicates that, in general, the 
smaller droplets allow for more effective suppression than larger drops with the 25 and 75 pm 
providing almost same initial reduction in <Tu> for the first 4.5 s after injection. 

Figure 4-9 show (a) <TI> and (b) <Tu> time history for the second spray system configura- 
tion. In this case, the enhanced turbulent mixing due to the starting jet from the sprays is not 
as pronounced as in configuration 1 due to the lower injection velocities of the droplets and 
the spatial offset of the spray injection locations relative to the position of the pool fire. The 
decrease in turbulent mixing, along with the longer residence time of droplets to interact with 
the fire, allows for the spray in configuration 2 to decrease the <Tu> temperature more 
quickly than in configuration 1 as shown by comparing Figure 4-9 (b) to Figure 4-8 (b). In 
addition, both Figure 4-9 (a) and (b) indicate an optimum drop size exists between 25 and 75 
pm that is sufficiently large to penetrate the high temperature fire plume, yet be small enough 
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to be an effectvt: suppmsant at the flame zones. ims ooservation is consistent with the pre- 
vious water spray suppression studies of pool fires [59]. 

In summary, a spray model applicable to simulating the effects of water mist on large scale 
pool fires has been developed and applied to a practical fire scenario representative of exper- 
iments at NRL. The findings from this study indicate a strong sensitivity of fire suppression 
to initial drop size where injection of larger drops may actually cause an increase in overall 
temperature due to enhanced turbulent mixing before enough spray can evaporate to provide 
sufficient cooling. In spray configuration 2, an optimum drop size was observed indicating 
that nozzles that generate very fine mist ({.e., Dd e 50 pm) will not always provide maximum 
suppression for these conditions. Lastly, within the assumptions imposed for the inlet spray 
conditions and the fire scenario studied, the spray configuration using several lower pressure 
nozzles appeared to be slightly more effective at decreasing the gas phase temperature shortly - 
after spray injection than a sinde high pressure nozzle. 

57 

Fix mass flow inlet 
condition of 
A = 0.0392 m2 
@e., 8“ duct) 

0.305~0305 (12”x12”) 
heptane fire, 123 k y  isre (Le., 6” duct) 

4 m” = 0.0288kg/(m -s )  3.05m(10’) 

Figure 4-4 Schematic of NRL facility 



spray parcels 
injected at 
Iudj = 166m/s 

mass flow rate L m = 0.53kg/s  

injected at kdj = 8 3 m / s  

mass flow rate 
m = 0.13kg/s  

(b) 

Figure 4-5 Schematic of spray system configurations using (a) one single high pressure 
nozzle (configuration 1) and (b) quadrant approach using four lower pressure nozzles 

(codiguration 2). 
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Figure 4-6 Temperature variations during preburn showing (a) volumetric average tem- 
perature versus time and (b) instantaneous snapshot of temperature isocontour slice 
through center of cell (Le., y=O) with superimposed velocity vectors at 45 seconds. 



(b) 

Figure 4-7 Instantaneous snapshot of water spray suppression 0.4 s after injection show- 
ing isocontours of gas and droplet phase vertical velocity at plane of injection for (a) 

spray confguration 1 (contour slice at y=O.O m) and (b) spray confguration 2 (contour 
slice at y=-0.8 m). 
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Figure 4-8 Volume averaged temperature for configuration 1 showing (a) cTb and 
cTu> verses time. 
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CHAPTER 5 SUMMARY 

5.1 Overview and Conclusions 
A two-phase spray dilute model is developed for application to fire phenomena. The model is 
based on phase-averaging principles resulting in transport equations for the liquid and gas 
phases. Analysis of the phase-averaging procedure identified several issues related to the 
application of volume averaging to multiphase flows 

The use of non-uniform filters is desirable from a CFD implementation standpoint. 
However, the introduction of non-uniform filters introduces two difficult to treat 
issues. The first is commutation error and the second is the surface integral term that is 
expressed in terms of transformed computational space for which constitutive proper- 
ties are not easily obtained. 
For these reasons, a uniform filtering approach is pursued to develop the phase-aver- 
aged transport equations. 

Phase averaging the transport equations results in a set of equations for the gas and liquid 
phases. The gas phase system is solved using existing algorithms in VULCAN and supple- 
mented with source terms representing the effects of the liquid droplets. The liquid phase is 
treated using a Lagrangian stochastic separated flow approach with submodels to account for 
droplet transport, evaporation, dispersion due to turbulence, breakup and collision as well as 
several injection methods are developed and implemented. 

A V&V strategy plan is presented for testing and evaluation of the spray model. The prob- 
lems in this plan are chosen to progressively add more complexity to the subgrid models as 
confidence is gained in the predictive capability. Results are presented for a subset of these 
problems ranging from simple particle dispersion in turbulent flows, to water spray suppres- 
sion of enclosure fires. Specifically the following conclusions are drawn from the cases 
examined. 

The simple random walk turbulence model performs well for heavier particles that are 
representative of drops that would exist for spray modeling that is applicable to fire 
simulation. In the limit of fluid particle dispersion, the random walk model matches 
well with published analytical solutions and experimental data for grid generated tur- 
bulence and turbulent free round jets. 
The major findings from water spray suppression of enclosure fires are: 1) application 
of water spray with large drops may actually increase the local temperature before 
cooling can take place due to accelerated burning from enhanced turbulent mixing and 
2) an optimum drop size for suppression was observed which allows for maximum 
decrease in gas-phase temperature for a given water mass loading. 

5.2 Recommendation for Future Work 
The primary need for future work is further V&V of the current spray model for the problems 
listed in Table 4-1. In addition, the spray model development discussed in this report is cer- 
tainly not comprehensive and the model would benefit from additional research. Some of the 
more important areas with regard to fire phenomena are summarized in the following subsec- 
tions. 



5.2.1 Radiation Transport 
The effects of thermal radiative heat exchange among the drops and to the surrounding is cur- 
rently neglected. Accounting for these effects may have an effect on the results for spray sup- 
pression where high levels of thermal radiation from fires will tend to enhance vaporization 
of droplets before they reach a flame zone. Recently, Consalvi et al. [ 1051 applied a formal 
phase-averaging procedure to the radiative transfer equation in particulate media. In their 
approach, the gas phase absorptivity and scattering is assumed constant over the phase-aver- 
aging volume and the particulate phase is treated as a collection of large diffusely reflecting 
spheres. This approach could be extended for use with water sprays by including scattering 
phase functions for water droplets and introducing anisotropic scattering into the discrete 
transfer method currently employed in VULCAN. Alternatively, gridless approaches, such as 
developed by Gritzo et al. [ 1061, could also be pursued to account for radiation exchange 
between clouds of droplets. In this approach the integral form of the radiative transfer equa- 
tion for emitting and absorbing media is used with algorithms based on multipole fast solvers 
and a binary tree domain decomposition for execution on massively parallel computing archi- 
tectures. Similar to the grid based schemes, the gridless radiation algorithm would have to be 
extended to include the effects of scattering media for application to sprays. 

5.2.2 Droplet Impact Model 
Due to its wide range of applicability, several studies have been conducted on droplet impact 
and discussed in the excellent reviews on the subject by Healy et al. [60] and Rein [61]. Pre- 
vious work on droplet impact has largely focused on the spreading rate and maximum splat 
size of individual droplets as a function of surface temperature, roughness, wetting conditions 
and initial droplet Weber number. These studies include detailed high-speed photography 
measurements and numerical simulations of water [62-701, heptane [7 1,721, molten metals 
[73,74] and, more recently, liquid fire suppressants [75,76]. However, to the authors’ howl -  
edge, there has not been a simplified phenomenological model for droplet impact that is suit- 
able for numerical simulation of sprays involving thousands of droplets. 

The impact of droplets with solid surfaces involves the large deformation of the droplet into a 
flat disc shape, and at high enough momentum, possible secondary atomization due to droplet 
shattering. These events all occur at time and length scales that cannot be possibly resolved 
from first principals for a large spray simulation. A phenomenological based model descrip- 
tion for droplet impact is therefore required. The model would have to be capable to account 
for the distinct physical processes of droplet adhesion, breakup and shattering, and bouncing, 
as illustrated in Fig. 5-2. These events will depend in general on many factors including the 
thermal properties of the agent (viscosity and surface tension), droplet momentum, angle of 
impact, surface temperature and surface roughness. 

, 

64 



incoming 
droplet 

I I 

bouncing 

shattering 

Figure 5-1 Illustration of possible droplet impact events. 

Preliminary work in this area can be found in the Ref. [77]. The impact model in this study is 
formulated using mass and energy conservation principles along with established correlations 
for breakup of individual droplets. Results using this model show the model is able to capture 
the distinct droplet impact regimes ranging from droplet bouncing to deposition to shattering. 

5.23 Droplet Group Vaporization and Combustion 
Most of the modeling approaches for two-phase sprays are based on single droplet evapora- 
tion. As in this work, a spray is then assumed to be simply a linear superposition of a large 
number of single drops. The influence of droplet-droplet drag wake effects on drag and evap- 
orative processes are usually not taken into account. For combusting sprays the effects of 
group combustion burning models have been investigated by Chiu er ~l [12,78-SO], Aka- 
matsu et QZ. [81], Coma and Sichel [83], Labowsky and Rosner [82] and Kerstein and Law 
[84]. Simply described, the basic idea behind these approaches is not to treat a spray as a col- 
lection of burning drops but rather as a cloud surrounded by a flame as illustrated in Fig. 5-2. @-D 

Figure 5-2 Illustration of group burning mode. 

The focus of th is  effort would be to adapt some of the concepts associated with group model- 
ing to the current SSF formalism. 

5.2.4 'hrbulence Modulation due to Droplet Wansport 
Previous studies have shown that the presence of drops or particles in a flow may signifi- 
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cantly modulate the turbulent intensity [85-891. Based on a compilation of many experiments 
on particle laden flows, Crowe et al. [85-871 observed that the change in turbulent kinetic 
energy is strongly dependent on the ratio of the particle size to the integral length scale, 
Dd/LT.  For flow regimes where Dd/LT c 1 , the effect of the particle results in a decrease of 
the turbulence intensity while an increase in turbulence intensity is observed for D d / L ,  > 1 . 
The physical reasoning provided for this observation is that often small droplets move with 
the turbulent eddies therefore draining energy from the larger eddies to carry the droplets. 
However, if the droplets are larger than they are less response to the fluid motion and actually 
create turbulent kinetic energy from the generation of wakes. 

The direct modulation of the turbulence due to droplets is not currently taken into account in 
the spray model, but only indirectly through the generation of shear from changes in gas- 
phase momentum. The effects of turbulence modulation can be readily incorporated into the 
future revisions of the model by introducing source terms into the k and E transport equa- 
tions which are functions of the local droplet field [87]. 
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APPENDIX A MATHEMATICAL THEORY OF TWO-PHASE AVER- 
AGING 

The phase averaged transport equations are derived to identify the source terms that are 
needed in the gas-phase transport equations to account for the effects of the spray. Phase- 
averaged transport equations can be obtained by either taking moments of the spray equation 
PDF transport equation [90] or alternatively by volume averaging the conservation equations 
directly. In this appendix, the latter approach will be discussed in detail. 

The following is a brief review of the mathematics of two-phase averaging for the benefit of 
the reader who is not readily familiar the background of volume averaging. In addition, new 
concepts related to commutation error presented in the LES literature [1,2] are adapted for 
application to two-phase averaging to show the errors introduced when the spatial averaging 
volume is allowed to change as a function of position. 

The formal averaging for two-phase media was first introduced by Anderson and Jackson 
[91] through the use of a local filtering function and later refined by Gray et al. [92] and 
Gough et ai. [93] as presented in text book form by Kuo [ 161. Alternatively, Slattery [94,95] 
and Crowe [lo] offer a different derivation based on a spatially dependent volume of integra- 
tion. The presentation here follows the outline of Kuo is somewhat different than have been 
developed in classical two-phase flow literature [96,97] and incorporates spatial filtering 
issues found in the LES literature such as commutation error. Figure A-1 illustrates a typical 
phase averaging volume showing the total volume of interest, V,, the total volume of all of 

the drops, V,,  and the volume of the gas, Vg . 

Figure A -1 Illustration of phase averaging volume with droplets. 

Phase averaged properties are obtained by first defining a spatial filtering function, 

G( (x i  - X’~)/AJ, with the normalization property: G( ( x i  - Y i ) / A  )dV ’ = 1 . f 
V_ 

15 



1 /3  For volume averaging using a cubic volume of length I, = ( V,) on a side then Af = I, 

and G is defined as G = - n [ H ( x ' ~  -xi  + Af/2) - H ( x T i - x i  - Af/2)] where H is the 

Heaviside function. Convoluting G with the a property of interest, P , yields the average gas 
phase quantity, 

3 
1 

i =  1 
VT 

and physically represents a spatially averaged property over the volume V T .  It should be 

emphasized that the volume of integration, Vg, , represents all of regions occupied by the gas 

and so does not depend on the location, xi,  where the averaging takes place. Of more value is 

the intrinsic average, s , defined as the local average of P over the gas phase volume, Vg , for 
which constitutive and thermodynamic properties exist. The intrinsic average is defined as: 

s = (P)/@ and is the variable of interest to solve for after phase averaging the transport 
equations for mass, momentum, species and energy (to be discussed in section A.2). The vari- 
able @ is the void fraction and is defined as the volume of the gas divided by the entire aver- 
aging volume, i.e., @ = V, /V , .  

A.l Temporal and Spatial Derivatives for Phase Averaging 
Applying the spatial filtering function to the transport equations requires expressing the phase 
averaged time and spatial partial derivatives in terms of temporal and spatial derivatives of 
phase averaged quantities. The volume of the gas phase is assumed to change as a function of 
both time and space due to droplet evaporation. 

A.l.l Time derivatives 
Relations for the temporal derivative are obtained by taking the partial derivative 
of (P). 

(A-2) 
' J '  

V,_(t)  

Since the volume of the gas is a function of time, Leibnitz rule [12] has to be applied to com- 
mute the temporal derivative term inside the volume averaging operator as follows: 

In Eq. (A-3), the first term on the right hand size is the definition of the phase averaged time 
rate in change of P , Le., (ap /a t )  . The second term is a surface integral that accounts for 
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material crossing the boundary of the phase averaging volume as a function of time, where 
vk is the velocity of the phase averaging surface (Ag with direction pointing into the drop- 
let). The gas phase surface is further broken into the contribution associated with the droplets, 
A , ,  and rest of the surface area associated with the phase averaging volume, A ,  - Since G 

goes to zero at the boundary on the surface A ,  - then that contribution of the surface integral 
can be ignored leading to the following relation for the phase averaged time derivative that 
will become useful when deriving the phase averaged transport equations in section A.2. 

(A-4) 

A.1.2 Space derivatives with uniform filter width 
Analogous to the time derivatives, a spatial derivative relation is obtained by taking the diver- 
gence of a phase averaged vector quantity. 

Since the volume averaging is independent of the location then the partial derivative can be 
brought inside the integration and applied directly to the filtering function G . 

For uniform filter size (ie., Af = const) and aG/dxj  = -aG/ax) (chain rule of differenti- 
ation) and Eq. (6) can be expressed as: 

The first term on the right hand size of Eq. (A-7) is the phase averaged pj gradient. The sec- 
ond term can be further expressed in terms of a surface integral using the divergence theorem. 
Rearranging terms leads to an expression for the phase averaged divergence of pj in terms of 

the divergence of ( pj) and a surface integral exchange term (SET) that accounts for the pres- 
ence of droplets. 

(A-8) a a 
axj J axj (-P.<x~>>= -( Pj(xi>)  + Pj(xi’)dA’jdA 

J 
SET 

An important assumption in the derivation of Eq. (A-8) is the filter width is assumed to be 
constant. That is, the filter width is assumed to be invariant with space and time. In practice it 
would be convenient to relate the filter width to a multiple size of the CFD grid in order to 
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readily determine the number of cells that constitute the local filtering region of interest. 
Since the CFD cells change size then the filter width size would change as well. Therefore, 
the use of a non-uniform filtering volume is investigated. 

A.13 Space derivatives with non-uniform filter width 
Alternatively, we can rederive Eq. (A-8) assuming the filter function is dependent on the 
local position, Le., A&;), following the work of Ghosal and Moin [loll for spatial filtering 
on non-uniform meshes for use with LES. This may be convenient in practice since for struc- 
tured grids the filter width is often associated with a multiple size of the local grid size. In 
order to derive an analogous expression as in Eq. (A-8) for non-uniform grids, we can define 

a filter in computational space, G [(qk-q;)/AfJthat is characterized by a fixed filter 

width, AfT in the transfomed space where the transformed coordinate variable, <, is related 

* 

to the physical coordinate, ;, through the relation < = F(x)  . A complementary transforma- 

tion from computational space to physical space is defined by the function, 3, defined as: 

x = 3(<). Figure A-2 illustrates the use of these transformations assuming a top-hat function 
for g of width, Afr = SAq , where Aq  is the discretization of the mesh. 

)r 

AXi 

n 
fT 

Physical Space Computational Space 

Figure A -2 Relationship between phase-averaging on computational space and physical 
space on non-uniform grids. 

The derivation of an expression that is equivalent to Eq. (A-8) for non-uniform filtering 
begins with the definition of the gradient of a phase averaged vector quantity in transformed 
space using the new definition of the filtering function, 

I 8  



(A-9) 

where the quantity, J ,  is the Jacobian defined as: J = laFp/ax,l and defines the ratio of the 

computational ( d  VT)to physical ( d  V )  differential volumes. Carrying the differential opera- 
tion inside the integral of Eq. (A-9) leads to, 

and observing that the partial derivative of G with respect to xj  defined as, 

* 
, is similar to the partial derivative of G with respect to aG* - aG* a( ...) - aG* aFk - - -- - -- axj a( ...I axj a( ...I axj 

p '  ax; a( ...I ax;, a ( .  . . ) a x l p  

, with the only difference being the change in signs aG* aFk x' ---- =--- dG* - aG* a( ...) 

and the grid metrics. Using this information, the following relation can be obtained. 

(A-11) 

Substituting Eq. (A-1 1) into Eq. (A-10) and dropping the dependency arguments leads to: 

(A-12) 

Integrating Eq. (A-12) by parts (Le., p,aG*/&; = a(p,G*)/&; - G*dpj/dx;) then the 
following expression is obtained. 

Recognizing the first term in Eq. (A-13) is not equal to the phase average derivative of p j ,  

Le., (apj/dxj) = I (apj/dx))G*JdV. The difference between these terms is defined as the 

vg, 

I 79 



2 commutation error, CE, and can be shown of O(AfT) in magnitude (see Appendix B for 

proof). One can minimize this error by choosing the filtering function, G , to satisfy certain 
moment conditions to diminish the CE to arbitrarily small levels [103, 1041. However, for 
this application this error can be ignored since the CE will most likely be less than the trunca- 
tion error associated with the convective schemes. Employing the divergence theorem to the 
second term in Eq. (A-13) then the volume integral can be expressed in terms of a surface 
integral along the liquid droplet surface, A , ,  for which we arrive at a surface integral that is 
analogous to the surface integral term in Eq. (A-8) so that Eq. (A-13) is expressed as: 

* 

(A-14) a aPj  - (p j )  = (-)+ axj axj 
1 

CE 
where the CE is explicitly noted. Also, note the area integral in Eq. (A-14) is not intuitive as 
the previous surface integral of Eq. (A-8). This term involves integration around the surface 
of the droplets in transformed space multiplied by a grid metric evaluated at the filtering 
point of interest, xi, and developing constitutive models for the effects of SGS spray would 
be exceptionally challenging. Adding and subtracting a surface integral involving integration 
in physical space then Eq. (A- 14) can be re-written as: 

a a P j  - ( P j )  = (-)+ axj axj 
(A- 15) 

J 
'A, Ai 

SET SEET 
-- 

for which the last two terms represent the surface exchange term (SET) that is independent of 
the transformation grid metrics and a surface exchange error term (SEET). The SET term is 
basically the same surface exchange term of Eq. (A-8) for uniform grids for which well 
known constitutive models exist. The SEET accounts for the error in approximating the sur- 
face integral in physical space. Further analysis could identify the leading order SEET error 
term using a Taylor series expansion, analogous to the CE. However, any error would be 
unacceptable since conservation of mass, momentum and energy would be violated between 
the phases. 

In summary, the use of non-uniform filters is desirable from a CFD implementation stand- 
point. However, the introduction of non-uniform filters introduces two difficult to treat 
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issues. The first is commutation error and the second is the surface integral term that is 
expressed in terms of transformed computational space for which constitutive properties are 
not easily obtained. The second of these terms can be simply expressed in terms of surface 
integrals in physical space, however then a SEET is introduced for which conservation prin- 
cipals would potentially be violated. For these reasons, a uniform filtering approach is pur- 
sued to develop the phase-averaged transport equations. 

A.2 Phase Averaged Conservation Equations 
Applying the phase-averaging relations summarized in Eqs. (A-4) and (A-8) to the governing 
transport equations of mass, momentum and energy results in the phase averaged transport 
equations. 

A.2.1 Conservation of Mass 

(A-16) 

mass transfer at the droplet surface 

A.2.2 Conservation of Species 

+ 
phase-averaged gas-phase reaction rate - 

subgrid macroscopic species dispersion 
- 
subgrid microscopic species dispersion 

T 

species mass transfer at the droplet surfaces 

(A- 17) 

81 



A.2.3 Conservation of Momentum 

A -  - a[ (pujuk) - +pujukl 

u- 
a( (zij) - ~ i j ( u i ,  uj, + + 

axk axi (A- 18) 

subgrid macroscopic momentum dispersion subgrid microscopic momentum dispersion 

+ [ puj(ui - vi) + p 6 i j  - ~ ~ ~ 1 G n ~ d A  
AI 

7 

momentum transfer at the droplet surfaces 

A.2.4 Conservation of Energy (low Mach number formulation) 

+ a(q ihu i )  - a($qk(k $1) - -  
at axi axk -- (A- 19) subgrid macroscopic thermal dispersion phase-averaged viscous dissipation rate 

--- 
heat and work transfer at the droplet surface 

( Q r a d )  + (Qcom) 

v 
phase-averaged gas-phase radiation and combustion 

As shown in Eqs. (A-16) - (A-19), the use of phase averaging introduces unknown subgrid 
correlations and surface integral terms that will require explicit closure models. The details of 
these closures for all of these various terms are not discussed in detail in this report. Many of 
the closures for the phase averaged non-linear source terms and second order dispersion cor- 
relation terms are either ignored or expressed in terms of phase-averaged quantities, which 
are appropriate for the relatively dispersed sprays used in fire simulations. The purpose of 
deriving Eqs (A-16)- (A-19) is to identify the surface integral terms responsible for the first 
order effects of mass, momentum and energy exchange between the gas and liquid phases of 
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the system. The velocity difference, uk - vk = w k  , in those equations represents the velocity 
of the mass, momentum and energy through the droplet surface with respect to a coordinate 
system fixed to the droplet surface. The integrated value of this quantity around a the surface 
of the droplet, A, ,  multiplied times an intrinsic property then represents a net gain or loss of 
that property for the droplet. These surface integrals can be related to the mass, momentum 
and energy droplet source terms of chapter 2 as follows: 

p ( uk - vk)  Gn,dA = -c Gm 
AI Itd 

j [ p u j ( u i - v i )  + p 8 i j - ~ i j ] G n i d A  = - C G [ u  4 +mdFD,] (A-20) 
AI nd 

j [ p h ( u i  - vi) - ~ ~ ~ ( a u ~ / a x ~ ) ] G n ~ d A  = - E G [ &  + 
AI Itd 

where the filter function, G , is evaluated at the of the drop since it is assumed that G doesn’t 
vary very much over the surface of an individual droplet. In addition, if G is taken at the vol- 
ume of the computational cell, then we recover the source terms that are shown in Table 2-1. 

It should also be noted that only principles of phase-averaging have been reviewed in this 
report. Implementation into VULCAN requires that the phase-averaged equations also be 
time averaged to be consistent with the RANS formulation. Deriving a closed form of phase 
and time averaged set of equations for two-phase flows is still an active area of research and 
the details are outside the scope of this report. Interested readers can find some of these 
details in Refs. [107-1111. 
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APPENDIX B COMMUTATION ERROR ORDER OF ACCURACY 
The following summarizes the derivation for determining the leading order terms for the 
commutation error, CE, introduced in Appendix A, defined as: 

x‘& 6. - - (x.)--(Fk(~‘p)) aFk afp 
AfT I p  ax, I aqk 

(B-1) 

C E =  ,G( ’k(xj) - F A x ’ J g  ( [ 
“L 

To find an estimate of the CE, the asj/&> and afp/lhlk terms are expanded about the point 

qk using the following definitions of Taylor series expansions in multidimensions [102]. 

where Aq’i (= - qi) is the difference between the filtering point of interest and a location 
within the filtering volume as illustrated in Fig. B-1. The differential terms in the summations 
of Eq. (3-2) are shorthand notations for a differential operator in three dimensions for a Car- 
tesian coordinate system. 

Figure B -1 

a 
Computational Space 

f T  

Taylor series expansion of functions in Eq.(B-1) around 
of interest. 

the fiitering point 

Substituting the expansions of Eq. (B-2) into Eq. (B-1) and redefining the expansion parame 
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ter as Aq' = kAfT where 0 < 5 < 1 , then the commutation error can be expressed in terms of 
two components with leading order terms explicitly expressed in terms of the filter width 
[loll.  

03-31 

Recognizing that for n = 0 ,  the second term in Eq. (B-3) term cancels the first term allows 
for the commutation error to be expressed as a single double summation. 

= O n = 1  

In addition, since G is an even function, then the first non-zero term of Eq. (B-4) is for 
2 rn = n = 1 resulting in a leading truncation error of O(AfT)  consistent with the findings of 

Ghosal et al. [ 1011. 
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