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ABSTRACT

Imaging systems such as Synthetic Aperture Radar collect band-limited data from which an image of a target scene is rendered. The band-limited nature of the data generates sidelobes, or ‘spilled energy’ most evident in the neighborhood of bright point-like objects. It is generally considered desirable to minimize these sidelobes, even at the expense of some generally small increase in system bandwidth. This is accomplished by shaping the spectrum with window functions prior to inversion or transformation into an image. A window function that minimizes sidelobe energy can be constructed based on prolate spheroidal wave functions. A parametric design procedure allows doing so even with constraints on allowable increases in system bandwidth. This approach is extended to accommodate spectral notches or holes, although the guaranteed minimum sidelobe energy can be quite high in this case. Interestingly, for a fixed bandwidth, the minimum-mean-squared-error image rendering of a target scene is achieved with no windowing at all (rectangular or boxcar window).
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FOREWORD

Synthetic Aperture Radar systems are being driven to provide images with ever finer resolutions. The General Atomics Ku-band Lynx SAR currently provides 4-inch resolution images, and systems on the drawing board are being asked to provide at least this and often even finer resolutions. This, of course, requires ever wider bandwidths to support these resolutions and often in other frequency bands across the microwave (and lower) spectrum.

The problem is that the spectrum is already quite crowded with a multitude of users, and a multitude of uses. The FCC undoubtedly faces enormous pressures to minimize interference between the various spectral users. For a radar system, this manifests itself as a number of ‘stay-out’ zones in the spectrum; frequencies where the radar is not allowed to transmit. Even frequencies where the radar is allowed to transmit might be corrupted by interference from other legitimate (and/or illegitimate) users, rendering these frequencies useless to the radar system. In a SAR image, these spectral holes (by whatever source) degrade images, most notably by increasing objectionable sidelobe levels.

For contiguous spectrums, sidelobes in SAR images are controlled by employing window functions. However, those windows that work well for contiguous spectrums don’t seem to work well for spectrums with significant gaps or holes. The investigation reported herein was commissioned with the question “Can some sorts of window functions be developed and employed to advantage when the spectrum is not contiguous, but contains significant holes or gaps?”
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1 Introduction

Imaging systems such as Synthetic Aperture Radar collect band-limited data from which an image of a target scene is rendered. The band-limited nature of the data generates sidelobes, or 'spilled energy' most evident in the neighborhood of bright point-like objects. It is generally considered desirable to minimize these sidelobes, or at least reduce them to some more tolerable level. An image quality specification might limit the peak sidelobe level in comparison to the mainlobe response, and further limit the relative energy outside of the mainlobe. This is often desirable even at the expense of requiring some generally small increase in system bandwidth, or alternately suffering some degradation in image resolution. This is accomplished by shaping the spectrum with window functions prior to inversion or transformation into an image. A myriad of window functions exist in the literature, all with different attributes, and each with its proponents.¹

Wideband imaging systems are often prohibited from using a contiguous spectrum, thereby forced to deal with perhaps one or more spectral notches or regions of missing data. Even relatively small notches of perhaps ten percent of the overall bandwidth can degrade the image with substantially enhanced objectionable sidelobes. A fundamental question arises that “Can window functions be developed to minimize sidelobe levels for data containing spectral notches?”

The purpose of this study is to investigate the merits of using a maximum energy constraint as a basis for the development of windows for a spectrum that contains one or more notches (stop-bands). The maximum energy constraint consists of seeking a solution for a window that maximizes the energy in an interval equal to or greater than
the resolution (in some cases the interval could be less than the resolution). This approach is based on the idea that maximizing the energy in an interval, or equivalently minimizing the energy outside the interval, tends to strongly minimize the peak-to-sidelobe ratio. Clearly as the energy outside the interval approaches zero, the peak-to-sidelobe ratio would approach infinity. This approach has had some success in edge enhancement filter design.\textsuperscript{2,3} The maximum energy criterion is basic, straightforward, and offers an intuitive appeal. Nevertheless we do not know of its prior application to the windowing problem. In the next section we investigate the potential of the maximum energy criterion by applying it to the standard windowing problem. The maximum energy solution is compared to the standard Taylor window, and it is shown that the Taylor window compares favorably with the rigorously derived Maximum Energy window. In Section 3 we apply the maximum energy criterion to the problem of SAR data with stop-bands. Numerical solutions to the resulting integral equation are presented. Section 4 briefly addresses the interesting, but not commonly recognized, fact that the minimum-mean-squared-error imaging of the target scene precludes windowing of the data. Finally, a brief summary of the paper is given in Section 5. Although the analysis in this report was developed specifically for the SAR problem, it is generally applicable to multiple aperture optical telescopes and antenna arrays for radio astronomy.
2 Maximum Energy Windowing

While the intent of this paper is to deal with data containing spectral notches, it is reasonable (and instructive) to ask “What about the case of no notches at all, that is, a contiguous passband?” This is the traditional windowing problem. As a precursor to dealing with spectral notches, we next develop the Maximum Energy window for the contiguous spectrum case and compare it to a more familiar Taylor window.

2.1 The Solution for a Contiguous Passband

The solution to the simple windowing problem is readily obtained in terms of prolate spheroidal wave functions. They are especially suited to the problems involving simultaneous constraints on the space-width and bandwidth of a function. For convenience we give the main properties of the prolate spheroidal wave functions, \( \psi_n(x) \), here.

1) The \( \psi_n(x) \) are band-limited, orthonormal on the real line and complete in the space of band-limited functions (bandwidth \( 2W \)):

\[
\int_{-\infty}^{\infty} \psi_i(x) \psi_j(x) dx = \begin{cases} 
0, & i \neq j \\
1, & i = j
\end{cases}.
\]  

(1)

2) The \( \psi_n(x) \) are orthogonal and complete on the interval \( -X/2 \leq x \leq X/2 \):

\[
\int_{-X/2}^{X/2} \psi_i(x) \psi_j(x) dx = \begin{cases} 
0, & i \neq j \\
\lambda_i, & i = j
\end{cases}.
\]  

(2)

3) For all values of \( x \), real or complex,
\[
\lambda_n \psi_n(x) = \int_{-X/2}^{X/2} \sin(2\pi W(x-y)) \frac{1}{\pi(x-y)} \psi_n(y) dy.
\] (3)

4) The \( \lambda_n \) are real and positive with the property,

\[ 1 > \lambda_0 > \lambda_1 > \lambda_2 > \cdots \] (4)

This notation conceals the fact that both the \( \Psi \)'s and the \( \lambda \)'s are functions of the product \( WX \). That is, \( \lambda_n = \lambda_n(c) \) and \( \psi_n(x) = \psi_n(c, x) \), where

\[ c = \pi WX. \] (5)

Equivalently, the \( \psi_n(x) \) can be defined as

\[ i\Omega \sqrt{\frac{\lambda_n(c)}{2\pi c}} \psi_n(c, x) = \frac{1}{2\pi} \int_{-\Omega}^{\Omega} e^{iax} \psi_n(c, \omega X/2\Omega) d\omega, \] (6)

where we have used the notation of Slepian and Pollak.\(^4\) In terms of the previous notation, \( \Omega = 2\pi f \) and \( 2c = \Omega X \). Taking the Fourier transform of both sides of Eq. (6) makes explicit the band-limited nature of the prolate spheroidal wave functions. We will use this notation in what follows.

We can define the simple windowing problem as finding the band-limited function, \( f(x) \), that maximizes the energy ratio

\[ E = \int_{-\infty}^{\infty} \frac{|f(x)|^2}{|f(x)|^2} dx. \] (7)

Using 1) we can write the solution to the problem as

\[ f(x) = \sum_n a_n \psi_n(x). \] (8)
Substituting Eq. (8) in Eq. (7) and using Eqs. (1) and (2) gives

\[ E = \sum_n \frac{\lambda_n |a_n|^2}{\sum_n |a_n|^2} . \]  

(9)

It is easily established, using 4), that Eq. (7) is a maximum for

\[ f(x) = a_0 \psi_0(x), \]  

(10)

where \( a_0 \) is arbitrary, and the maximum fractional energy is

\[ E_{\text{max}} = \lambda_{00} . \]  

(11)

It remains to relate this solution to that for the non-windowed sinc function response. Specifically the problem is to compare bandwidths. To do this we have computed \( \psi_0(c) \) for \( c = 0.5, 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0, 9.0, \) and 10.0. Four prolate spheroidal wave functions are shown in Fig. 1 for \( c = 0.5, 1.0, 2.0, \) and 4.0. The remaining functions are reproduced in Fig A-1 and Fig A-2 in Appendix A for completeness. We have written a Chebyshev collocation program to numerically obtain the eigenvalues and eigenfunctions of the integral equation defining the prolate spheroidal wave functions. We do not know of a literature source for the curves beyond those shown in Fig. 1. It can
be seen that, for the functions plotted the functions narrow and the peak-to-sidelobe ratio increases with increasing $c$. The space-bandwidth-product, $c$, is well defined for the prolate spheroidal wave functions; however, its definition is generally arbitrary. For example, if one is interested in the uncertainty principle, root-mean-square widths are appropriate. We can define $c$ for the sinc function as $c = x_0 \Omega = \pi$ where $x_0$ is the distance to the first zero of the sinc function. In terms of the half-power width of the sinc function, we have

$$\Omega_s = \frac{0.88\pi}{X_s}, \quad (12)$$

where $X_s$ is the full width at the half-power points. The value of $c$ for the solution given by Eq. (10) is arbitrary. The problem is to now relate this to the bandwidth of the prolate spheroidal wave function.
We look for a solution where the half-power points fall in the interval $X$ and the peak-to-sidelobe ratio is acceptable. For the data in Fig. 1, the curve for $c = 4$ is close. For this curve, the peak-to-sidelobe ratio is $R_{ps} = 28.2$ dB. The energy ratio given by Eq. (7) can be computed from tables of eigenvalues\(^5\) to be $E = 0.99588549$, which corresponds to a ratio of the energy in the interval to energy outside the interval to be $23.8$ dB. The bandwidths of the sinc function and the prolate wave function can be related by considering solutions with the same half-power widths. It can be seen from the $c = 4$ curve in Fig. 1 that $c$ is given by (approximately) $c = \Omega'X' = 4$, where $X'$ is the full width at the half-power points for $\psi_0$. This gives

$$\Omega_{ps} = \frac{4}{X'}.$$  \hspace{1cm} (13)

The ratio of the bandwidths can be obtained by equating $X$ and $X'$, giving

$$\frac{\Omega_{ps}}{\Omega_y} = \frac{4}{0.88\pi} = 1.45.$$  \hspace{1cm} (14)

This is the amount that the bandwidth must be increased to implement a maximum energy windowing corresponding to $c = 4$. Increasing $c$ would result in a further improvement in the peak-to-sidelobe ratio and energy ratio at the expense of increased bandwidth. The relation is not linear. The peak-to-sidelobe ratio is plotted as a function of $c$ in Fig. 2. The slope of the curve in the linear portion is approximately 7. In the next section we compare the energy ratio for this approach to that for the Taylor window.
Using Eq. 7 and Eq. 11 we can write the ratio of the energy in the interval \( X \) to that outside the interval \( X \) as

\[
R = \frac{\lambda(c)}{1 - \lambda(c)}.
\] (15)

The energy ratio of Eq. 15 is plotted in Fig. 3. It can be seen from the figure that there is an approximate 8 dB gain in the energy ratio for each integer increase in \( c \).

In the argument leading to Eq. 14 for the relative bandwidths of the sinc functions and the prolate spheroidal wave functions we needed to relate the half power widths for the prolate spheroidal wave functions to the to the interval \( X \). This relation is plotted in Fig. 4 as \( c \) ranges from 0.5 to 10. In the figure \( x \) is plotted relative to the unit interval \( (X = 1) \).

A maximum energy windowing design for specific SAR resolution/bandwidth parameters is given in Appendix B. In the appendix, an algorithm is given for
determining the value of $c$ and a plot of the windowing function, $\psi_0(c, x)$, which is also the impulse response when appropriately scaled.

Fig. 3 The ratio of the energy in the interval X to the energy outside the interval (in dB).

Fig. 4 Half-power point relative to the unit interval.
2.2 Comparison to the Taylor Window

A window function that minimizes mainlobe width while maintaining a peak sidelobe constraint is the Dolph-Tschebysheff window. A popular window function for Synthetic Aperture Radar data processing is the Taylor window. The Taylor window approximates the Dolph-Tschebysheff window near its mainlobe, but unlike the Dolph-Tschebysheff window allows sidelobes to decay at a $1/f$ rate beyond some distance from the mainlobe. Sidelobe levels and the point beyond which sidelobes roll off are parameters to the Taylor window.

As a reference, we choose the Taylor window with peak sidelobe value of −35 dBc (dB with respect to the center of the mainlobe), and nbar = 4. This window requires a bandwidth extension of approximately 1.18 to maintain a mainlobe half-power point equal to $\frac{1}{2}$ the distance from the origin to the first zero of the corresponding sinc function (before bandwidth extension). Appendix B discusses the selection of a corresponding Maximum Energy window, and presents a solution with parameter $c = 4.1432$. These windows are compared in Fig. 5.

Corresponding impulse responses are shown in Fig. 6 along with a typical SAR sidelobe limit specification.
A cursory comparison shows that the impulse response of the Maximum Energy window has slightly higher sidelobes immediately adjacent to the mainlobe, but lower sidelobes thereafter. Additionally, there is slightly more headroom between the impulse response and the sidelobe limit specification for the Maximum Energy window.
We also note that the interval width $X$ over which the impulse response of the Maximum Energy window was optimized (to maximize its energy content) corresponds to 2.24 times the half-power width (from an abscissa value of zero to 1.12 in Fig. 6). Some additional parameters are compared in the following table.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Taylor -35 dB sidelobes $nbar = 4$</th>
<th>Maximum Energy $c = 4.1432$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Required bandwidth extension to maintain $-3$ dB width to one unit</td>
<td>1.18</td>
<td>1.18</td>
</tr>
<tr>
<td>Impulse response $-18$ dB width relative to $-3$ dB width</td>
<td>2.21</td>
<td>2.18</td>
</tr>
<tr>
<td>Impulse response first null position relative to $-3$ dB width</td>
<td>1.41</td>
<td>1.34</td>
</tr>
<tr>
<td>Signal to Noise Ratio (SNR) gain relative to no windowing</td>
<td>$-0.91$ dB</td>
<td>$-0.89$ dB</td>
</tr>
<tr>
<td>Peak sidelobe level relative to mainlobe peak</td>
<td>$-35.2$ dB</td>
<td>$-29.2$ dB</td>
</tr>
<tr>
<td>Integrated sidelobe ratio (relative energy beyond 1.12 units from mainlobe peak)</td>
<td>$-24.1$ dB</td>
<td>$-25.0$ dB</td>
</tr>
</tbody>
</table>

This data suggests that the Taylor window exhibits very nearly optimum performance from a maximum energy standpoint, and is an excellent choice for Synthetic Aperture Radar processing. An image processed with the Maximum Energy window is shown in Fig. 7.
Fig. 7 Synthetic Aperture Radar image of Sandia National Laboratories robotic test range at 4-inch resolution, processed with a Maximum Energy window.
3 Maximum Energy Windowing With Stop-Bands

The solution to the problem of windowing with stop-bands requires the solution to a new eigenvalue problem. In this case, we want to maximize an energy ratio given by Eq. (7) with \( f(x) \) given by

\[
f(x) = \frac{1}{2\pi} \int_{B} F(\omega) e^{i\omega x} d\omega ,
\]

where \( B \) is the domain that defines the range of integration. Generally, \( B \) can be represented as a sum (union) of closed intervals. Equivalently, we can write Eq. (16) as

\[
f(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} S(\omega) F(\omega) e^{i\omega x} d\omega ,
\]

where \( S(\omega) = 1, 0 \) is an indicator function defining the support of the range of integration. It is assumed that \( S(\omega) = 0, |\omega| > \Omega \), where \( \Omega \) defines the spectral width without notches. \( S(\omega) \) can generally be written as a sum of rect functions. A representative plot of \( S(\omega) \) is shown in Fig. 8. Note that the stop-band need not be centered and its width and position are design parameters that affect the solution.

![Fig. 8 Representative spectrum with stop band.](image_url)
Substituting Eq. (16) into Eq. (7) gives

\[
E = \frac{\int_{-\infty}^{X/2} \int_{-B}^{B} \int_{-\infty}^{\infty} F^*(\omega) F(\sigma) e^{i(\sigma-\omega)x} d\sigma d\omega dx}{\int_{-\infty}^{\infty} \int_{-B}^{B} \int_{-\infty}^{\infty} F^*(\omega) F(\sigma) e^{i(\sigma-\omega)x} d\sigma d\omega dx}.
\]  

(18)

We can perform the integration in the numerator with respect to \( x \) to obtain

\[
D = \int_{-X/2}^{X/2} e^{i(\sigma-\omega)x} dx = \frac{2\sin(\sigma - \omega) X/2}{\sigma - \omega} = \frac{X}{\pi} \sin \left[ \frac{(\sigma - \omega)X}{2\pi} \right].
\]  

(19)

Also, from the last relation in Eq. (19) we can see that \( D \) approaches a delta function as \( X \) approaches infinity. That is,

\[
\lim_{X/2 \to \infty} D = 2\pi \delta(\sigma - \omega).
\]  

(20)

Equation (19) and (20) can be applied respectively to the numerator and denominator of Eq. (18) to obtain

\[
E = \frac{\int_{-\infty}^{\infty} \int_{-B}^{B} \int_{-\infty}^{\infty} F^*(\omega) F(\sigma) \frac{\sin(\omega - \sigma) X/2}{\omega - \sigma} d\sigma d\omega}{\pi \int_{-B}^{B} \int_{-\infty}^{\infty} F^*(\omega) F(\sigma) d\omega d\sigma}.
\]  

(21)

This result can be, equivalently, written as

\[
E = \frac{(AF, F)}{\|F\|_B^2},
\]  

(22)

where the operator \( A \) is defined by

\[
AF(\omega) = \frac{1}{\pi} \int_{-B}^{B} \frac{\sin(\omega - \sigma) X/2}{\omega - \sigma} F(\sigma) d\sigma.
\]  

(23)
Since $A$ is a (linear) compact, self-adjoint, positive definite operator on $I$, we know that a unique solution exists, and the maximum is given by the largest eigenvalue of the equation

$$A\psi = \lambda \psi ,$$

(24)

and the windowing function is given by the corresponding eigenfunction. Of course, this solution gives the result of Eq. (10) when there is no stop-band. The above development closely follows the formulation for the antenna problem in Harger.\textsuperscript{11}

### 3.1 Solution for the Centered Stop-Bands

In the following we develop solutions to Eq. (23) for the case of a stop-band that is centered in the system spectral band. That is, the system the bandpass consists of the following interval,

$$\omega \in B \iff \epsilon \Omega \leq |\omega| \leq \Omega .$$

(25)

In this case our integral equation, Eq. (24) can be written as

$$\frac{1}{\pi} \int_0^\pi \Phi(\alpha) \sin(c(\omega - \alpha)) \frac{X/2}{\omega - \alpha} d\alpha = \lambda \Phi(\omega) ,$$

(26)

where

$$c = \Omega X / 2 ,$$

(27)

and

$$\omega \in B \iff \epsilon \leq |\omega| \leq 1 .$$

(28)

This integral equation is symmetric with respect to reflections about the axis $\omega = 0$. This implies that if $\Phi(\omega)$ is an eigenfunction of this equation with eigenvalue $\lambda$
then $\Phi(-\omega)$ is also an eigenvalue of this equation with eigenvalue $\lambda$. If $\lambda$ is a simple eigenvalue, then we must have

$$\Phi(-\omega) = \mu \Phi(\omega). \quad (29)$$

Applying this inversion again we see that we must have

$$\mu^2 = 1, \quad (30)$$

and hence

$$\mu = \pm 1. \quad (31)$$

This shows that any eigenfunction associated with a simple eigenvalue must either be symmetric or anti-symmetric. Symmetric eigenfunctions satisfy

$$\Phi(\omega) = \Phi(-\omega), \quad (32)$$

and anti-symmetric eigenfunctions satisfy

$$\Phi(\omega) = -\Phi(-\omega). \quad (33)$$

Since our basic eigenvalue problem is real and self-adjoint, we know that the eigenfunctions $\Phi(\omega)$ must be real. It follows that the transform $\phi(x)$ of a symmetric eigenfunction will be real and even, and the transform of an anti-symmetric eigenfunction will be imaginary and odd.

We have written a Tchebychev collocation program to numerically obtain the eigenvalues of this integral equation. For $\varepsilon = 0$ we have the integral equation for the case with no gap. In this case the largest eigenvalue has a symmetric eigenfunction. Numerical calculations show that there is a critical value of $\varepsilon$ where the eigenfunction associated with the largest eigenvalue is antisymmetric. Fig. 9 shows a plot of the largest symmetric eigenvalue and the largest anti-symmetric eigenvalue for the case with $c = 4$. 
We see that for $\varepsilon$ between about .05 and .55 the largest eigenvalue has an anti-symmetric eigenfunction.

Fig. 9 A plot of the largest symmetric eigenvalue, and the largest antisymmetric eigenvalue as a function of the gap $\varepsilon$ for $c = 4$.

When the largest eigenvalue has an anti-symmetric eigenfunction, this means that the bandlimited function $\phi(x)$ that has the most energy in the interval $|x| \leq 1$ has no energy at $x = 0$, and is antisymmetric. Fig. 10 through Fig. 15 give examples of the largest symmetric and anti-symmetric modes for $c = 4$, and $\varepsilon = 0$, .1 and .2.

Unfortunately, at this point we effectively have a solution to windowing problem for a notched spectrum. The result is that the maximum energy criterion does not give a good solution to the windowing with respect to peak-to-sidelobe ratio. This is illustrated dramatically in Fig. 9. A good solution for a 35 dB peak to side-lobe-ratio would require an eigenvalue with something on the order of three nines after the decimal
point. It can be seen from Fig. 9 that a good solution would be obtained for extremely narrow notches. This is further illustrated in Fig. 10 through Fig. 15, where it is clear that a classical SAR impulse response is not obtained for significant notches in the spectrum. In the next section we address this result from the standpoint of perturbation theory. We also generalize the argument that the presence of notches in the system spectrum prohibits large peak-to-sidelobe ratios.
Fig. 10  Plots of (a) the eigenfunction $\Phi(\omega)$ and (b) the transform $\phi(x)$ for $\varepsilon = 0$ and $c = 4$. This is the even eigenfunction associated with the largest eigenvalue.
Fig. 11  Plots of (a) the eigenfunction $\Phi(\omega)$ and (b) the transform $\phi(x)$ for $\varepsilon = 0$ and $c = 4$. This is the odd eigenfunction associated with the largest eigenvalue.
Fig. 12  Plots of (a) the eigenfunction $\Phi(\omega)$ and (b) the transform $\phi(x)$ for $\varepsilon = .1$ and $c = 4$. This is the even eigenfunction associated with the largest eigenvalue.
Fig. 13  Plots of (a) the eigenfunction $\Phi(\omega)$ and (b) the transform $\phi(x)$ for $\varepsilon = .1$ and $c = 4$. This is the odd eigenfunction associated with the largest eigenvalue.
Fig. 14  Plots of (a) the eigenfunction $\Phi(\omega)$ and (b) the transform $\phi(x)$ for $\varepsilon = .2$ and $c = 4$. This is the even eigenfunction associated with the largest eigenvalue.
Fig. 15 Plots of (a) the eigenfunction \( \Phi(\omega) \) and (b) the transform \( \phi(x) \) for \( \varepsilon = .2 \) and \( c = 4 \). This is the odd eigenfunction associated with the largest eigenvalue.
3.2 Perturbation Theory

Let \( \lambda_0(c, \varepsilon) \) be the largest eigenvalue as a function of \( c \) and \( \varepsilon \). When \( \varepsilon \) is zero, this is identical to the eigenfunction with no notch. If \( c \) is large, and \( \varepsilon \) is big enough, then \( \lambda \) will be approximately the eigenvalue that we would get if we did our optimization by including only one of the pieces of the spectrum. This would be equivalent to doing the optimization with \( c = \hat{c} \) where \( \hat{c} = (c - \varepsilon) / 2 \).

When \( c \) is large, a very small value of \( \varepsilon \) will change \( \lambda \) from the value with the full bandwidth to that having only half the bandwidth. We now present an argument from the perturbation theory of eigenvalues that makes this calculation explicit.

Suppose we have a linear self-adjoint operator

\[
L = L_0 + \delta L
\]

where \( \delta L \) is a small perturbation to the operator \( L_0 \). We suppose that the operator \( L_0 \) has an eigenvalue \( \lambda_0 \) that goes to

\[
\lambda = \lambda_0 + \delta \lambda
\]

when we add the perturbation \( \delta L \) to \( L_0 \). Let \( \Phi_0(\omega) \) be an eigenfunction associated with the operator \( L_0 \), and the eigenvalue \( \lambda_0 \). The perturbation theory of eigenvalues shows that the perturbation \( \delta \lambda \) to the eigenvalue is given by

\[
\delta \lambda = \frac{\langle \Phi, \delta \lambda \Phi \rangle}{\langle \Phi, \Phi \rangle}
\]

In our particular case, we consider the operator \( L_0 \) to be
\[ L_0 \Phi = \int_{-1}^{1} \text{Sinc}(c(\omega - \alpha)) \Phi(\alpha) d\alpha, \quad (37) \]

and the operator \( \delta L \) to be

\[ \delta L \Phi = \int_{-\epsilon}^{\epsilon} \text{Sinc}(c(\omega - \alpha)) \Phi(\alpha) d\alpha. \quad (39) \]

If \( \Phi \) is a normalized eigenfunction, the perturbation theory of eigenvalues implies that

\[ \delta \lambda = \int_{-1}^{1} \int_{-\epsilon}^{\epsilon} \text{Sinc}(c(\omega - \alpha)) \Phi(\alpha) \Phi(\omega) d\alpha d\omega. \quad (40) \]

If we reverse the roles of the integrals, and integrate with respect to \( \omega \) first we get

\[ \delta \lambda = -\lambda_0 \int_{-\epsilon}^{\epsilon} \Phi^2(\alpha) d\alpha \approx -2\lambda_0 \epsilon \Phi^2(0). \quad (41) \]

This result has some interesting consequences. A small perturbation has very little effect on the eigenvalues associated with anti-symmetric eigenfunctions.

For large values of \( c \), the largest eigenvalue is very close to unity. The perturbations to largest eigenvalue will very quickly move the eigenvalue away from unity.

Fig. 16 shows the comparison between the perturbation theory of eigenvalues and the exact numerical results for \( c = 4 \). We see that perturbation theory gives excellent results for both the symmetric and anti-symmetric eigenfunctions up to about \( \epsilon = .05 \). This is a small value of \( \epsilon \), but we see that for the symmetric mode a lot of change takes place in this interval. The perturbation theory gives quite respectable results out to \( \epsilon = .2 \).
Fig. 16 A comparison between perturbation theory and the exact numerical results (dark line) of $1-\lambda$: (a) The largest symmetric eigenvalue, (b) The largest anti-symmetric eigenvalue. These results are for $c = 4$.

We can readily extend the result in Eq. (40) to include to the case when the notch is not centered. The result is,
δλ ≈ -2λ₀ε Φ²(ε₀),  \hspace{1cm} (42)

where ε₀ is the location of the center of the notch. The major result is that although the
decline in λ is a rapid function of ε the decline goes to zero (or a minimum) as ε₀
approaches a minimum or null of Φ². This implies that moving the notch to the edge of
the bandpass of the system would result in minimum impact on the system, which is what
one would expect. However, putting the notch at the end of the spectrum is not an
interesting problem.

Perturbation theory also gives a simple expression for the inverse Fourier
transform φ(x) of the eigenfunctions. The inverse Fourier transform is given by

\[ \phi(x) = \frac{1}{2π} \int_Φ^{x} \Phi(ω) e^{-iωx} \, dω. \] \hspace{1cm} (43)

When ε is small, the eigenfunctions Φ(ω) are close to those for the contiguous-
spectrum or unnotched case. In this case we can write

\[ \phi(x) = \frac{1}{2π} \int_{-1}^{1} \Phi(ω) e^{-iωx} \, dx - \frac{1}{2π} \int_{-ε}^{ε} \Phi(ω) e^{-iωx} \, dx. \] \hspace{1cm} (44)

Since ε is small, we can approximate this as

\[ \phi(x) = \phi₀(x) - \frac{Φ(0)ε}{π} \sin c(ε \times π), \] \hspace{1cm} (45)

where \( \phi₀(x) \) is the function for the unnotched case. Thus, for small ε we have the
windowed function minus a small sinc function. This sinc function is much wider than
\( \phi₀(x) \). Thus main lobe of the sinc function subtracts relatively flat (constant) plateau
from \( \phi₀(x) \). The effect is to significantly alter the sidelobe height in an adverse way
while having a small effect on the resolution.
3.3 The Iteration

The iteration described in Appendix B can be put in the following form. Let \( x(c) \) be the half power point of the function \( \phi(x) \) that maximizes the energy inside the interval \((-c/2, c/2)\) subject to the constraint that its Fourier transform is bandlimited to the region \( \varepsilon < |\omega| < 1 \). To avoid confusion we will limit ourselves to symmetric functions. As in the case with no notch we try to find a value of \( c \) that allows us to make a fair comparison to the Taylor window. In order to do this we choose the value of \( c \) such that \( \alpha(c) = 1 \), where

\[
\alpha(c) = \frac{2cx(c)}{3.71}.
\]  

Fig. 17 shows a plot of the function \( \alpha(c) \) for different values of \( \varepsilon \). We see that if \( \varepsilon \) is large enough, then the function never is bigger than one, and there is no solution to \( \alpha(c) = 1 \). Note that in the cases shown in Fig. 17 where there is a solution, there are two solutions. We see that extremely small values of \( \varepsilon \) dramatically change the appearance of the function \( \alpha(c) \)
This extreme sensitivity to $\varepsilon$ is consistent with our results from perturbation theory that show that very small values of $\varepsilon$ change the value of $\lambda$ significantly. For a given value of $c$, there is a crudely defined value $\varepsilon_c(c)$ where the eigenfunctions cease to look like the eigenfunctions with $\varepsilon = 0$. Beyond this value of $c$ the eigenfunctions are more like those we would get by only including one of our intervals, but then symmetrizing it to include both intervals. This value of $\varepsilon_c(c)$ is very small when $c$ is
large. The curves for $\alpha(c, \varepsilon)$ will look much like the curve $\varepsilon(c,0)$ up until we reach a value of $c$ such that $\varepsilon_n(c) > 0$.

Fig. 18 and Fig. 19 help explain the strange appearance of the curve $\alpha(c)$ for nonzero values of $\varepsilon$. In these figures we show the functions $\phi(x)$ for different values of $c$, and for $\varepsilon = 0$, and $\varepsilon = .01$. We see that for small values of $c$ the functions $\phi(x)$ with $\varepsilon = 0$, and $\varepsilon = .01$ agree with each other. Once $c$ gets to be bigger than a critical value they differ dramatically.
Fig. 18 The functions $\phi(x)$ for $\varepsilon = 0$ and (a) $c = 2$, (b) $c = 4$, (c) $c = 8$, (d) $c = 16$. 
Fig. 19 The functions $\phi(x)$ for $\varepsilon = .01$ and (a) $c = 2$, (b) $c = 4$, (c) $c = 8$, (d) $c = 16$.

The eigenfunctions of our problem must be either symmetric or anti-symmetric. For a given value of $\varepsilon > 0$, if $c$ is big enough, then the functions that minimizes the energy is very nearly equal to the function we would get by doing this optimization problem if we used only one of the humps. Given that all eigenfunctions must be either symmetric or antisymmetric, the only way we can achieve this is if we have two modes that have almost identical eigenvalues, one of them being symmetric and the other antisymmetric. By combining these modes we can get functions that exist on one hump or the other. If we transform the symmetric mode we get a real valued functions $\phi(x)$, if we
transform the anti-symmetric, we get an imaginary functions $\psi(x)$. The function $\phi^2 + \psi^2$ should be very close to the function we would get if we solved our optimization problem with a bandwidth of $c/2$.

### 3.4 Alternatives to Windowing for Sidelobe Control

As shown, the maximum energy criterion analysis indicates that windowing is unlikely to produce satisfactory peak to sidelobe ratios for significant spectral gaps. This begs the question “What are the alternatives to push down sidelobes?” The purpose is, of course, to render a more aesthetic image, and not necessarily a more accurate one. This suggests employing nonlinear and perhaps heuristic image processing techniques, in the vein of superresolution, to essentially fill in the missing spectrum with “nice” data. Such techniques can be quite effective in presenting an aesthetically improved image, but can also often yield unexpected results and introduce their own artifacts, which may ultimately render a less accurate image of the target scene.

As an example, one such technique is the CLEAN$^{12,13}$ algorithm first developed for astronomical imaging, and later adapted to microwave imaging by Tsao and Steinberg.$^{14}$ A similar algorithm used by Wahl, et al., resulted in substantial improvement to the visual appeal of fine-resolution L-band and S-band SAR imagery.$^{15}$ These techniques essentially identify and then subtract objectionable target responses from an image and replace them with more ideal responses. Other techniques often employ a similar presumption of point targets.$^{16,17,18}$ A more comprehensive inventory of such techniques is beyond the scope of this paper.
4 Least Squares Reconstruction

The windowing of SAR data prior to transformation into an image is a well-established technique. The primary impetus for windowing is to mitigate deleterious effect in the visual character of the image associated with the sidelobes of the system impulse response. However, it can be argued that the minimum-mean-squared-error imaging of the target is achieved with no windowing at all (rectangular or boxcar window). The purpose here is not to argue against (or for) windowing, but to point out a property of the image construction process that may have general applicability to image processing or pattern recognition.

The basic argument is as follows. It is well known that when a function is expanded in terms of an orthonormal set of functions $\phi_i(x)$, the best least-squares fit is obtained using the Fourier (expansion) coefficients $a_i$. That is, for a least squares fit with orthogonal functions the $a_i$ are determined independently and if we decide to change the number of the functions, $\phi_i(x)$, that we use in the expansion we do not need to redetermine the expansion coefficients. Further, since the SAR data is band-limited, the image inversion problem consists in determining the expansion coefficients in an expansion of the form,

$$s(x) = \sum_{0}^{N} a\phi(x), \quad (47)$$

where $\phi_i(x)$ normalized prolate spheroidal wave functions and $N = \Omega X / \pi$ obtained from superresolution considerations. Windowing the band-limited SAR data would result in different expansion coefficients than the inversion Fourier coefficient given in
Eq. (47) resulting in an inversion that is not optimal in a least-squares sense. The authors do not know of any reference to this simple, but surprising, result in the literature.
5 Summary

In this paper we have introduced a maximum energy criterion to the SAR windowing problem. This criterion provided a theoretical approach to the problem that is analytically very tractable. We applied the maximum energy criterion to the standard windowing problem and were able to show that the commonly used Taylor window exhibits characteristics very close to the optimal Maximum Energy window. Application of the maximum energy criterion to the windowing problem for SAR data with stop-bands in the spectrum showed that, except for very narrow stop-bands, the presence of stop-bands precludes obtaining large peak to sidelobe ratios by windowing. We further argue that this is a general result. We also present the simple, but surprising, result that a minimum-mean-squared-error inversion of the SAR data to form the image precludes windowing.
Appendix A

Plots of $\psi_0(c)$ for $c = 3.0, 5.0, 6.0, 7.0, 8.0, 9.0, \text{ and } 10.0$ are shown in Fig. A-1 and Fig. A-2. It is interesting to observe that as $c$ increases $\psi_0$ becomes increasingly flat in the region beyond the value $2x/X$ of the argument. This is due to the maximization of the energy in the interval $X$.

![Fig. A-1 Prolate spheroidal wave functions for $c = 3.0, 5.0, 6.0, 7.0$.](image-url)
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Fig. A-2 Prolate spheroidal wave functions for $c = 8.0, 9.0, 10.0$. 
Appendix B

The following algorithm determines the value of $c$ for a Maximum Energy window that corresponds to the Taylor window normally used in Sandia designed SAR systems ($-35$ dB sidelobes, nbar = 4).

1. Pick a value of $c$. The value can be based on the above theory. For example, the value $c = 4$ discussed above is a good start.
2. Calculate $\Omega = 2cx$, where $x$ is obtained from the data for Fig. 4.
3. If $\Omega = 3.71$, $c$ is determined by the equation in step 2. If this relation does not hold, go to step 1.

The value $\Omega = 3.71$ and the relation for $\Omega$ in Step 2 are determined as follows. For this particular case we want the windowed impulse response to have a half-power point that is $1/2$ the distance from the origin to the first zero of the corresponding sinc function. For a sinc function the distance to the first zero and the bandwidth $\Omega$ are related by $\Omega X = \pi$, where bandwidth $\Omega$ is defined by Eq. (6). We can arbitrarily set $X = 1$. For maximum energy windowing, we also require that the prolate spheroidal wave function have the same half power width. Using Fig. 4, the prolate spheroidal wave function solutions are scaled by the relation, $X = \frac{1}{2x}$. Substituting this result in the general relation, $2c = \Omega X$, we obtain $\Omega = 2cx$. Further, we let our bandwidth exceed that of the sinc function by a factor of 1.18, that is, $\Omega = 1.18\pi = 3.71$. The algorithm can be altered to fit a specific design problem using the above arguments.

The solution of the windowing problem for these conditions outlined above is $c = 4.1432$. The window function for this value of $c$ is given in Fig. B-1. The function
in Fig. B-1 represents both the window function and the corresponding impulse response. This is a consequence of Eq. (6). The window function is obtained by scaling the function so that the unit value of the abscissa corresponds to the upper cut-off frequency of the radar spectrum (the window function is an even function). Further, for this solution, $\lambda = 0.99683$, the peak-to-sidelobe ratio is $R_{ps} = 29.2$ dB, and the energy ratio given by Eq. (15) is $R = 25.0$ dB.

Fig. B-1 The prolate Spheoridal wave function for $c = 4.1432$
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