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Abstract 

Data mining involves the discovery and fusion of features from large databases 
to establish minimal probability of error (MPE) decision and estimation models. 
Our approach combines a weighted nearest neighbor (WNN) decision model for 
classification and estimation with genetic algorithms (GA) for feature discovery 
and model optimization. The WNN model is used to provide a mathematical 
framework for adaptively discovering and fusing features into near-MPE 
decision algorithms. The GA is used to discover weighted features and select 
decision points for the WNN decision model to achieve near-MPE decisions. The 
performance of the WNN fusion model is demonstrated on the first of two very 
different problems to demonstrate its robust and practical application to a wide 
variety of data-mining problems. The first problem involves the isolation of 
factors that cause hepatitis C virus (HCV) and requires the evaluation of large 
databases to establish the critical features that can detect with minimal error 
whether a person is at risk of having HCV. This requires discovering and 
extracting relevant information (features) from a questionnaire database and 
combining (fusing) them to achieve a minimal error decision rule. The primary 
objective of the research is to develop a practical basis for fusing information 
from questionnaires administered at hospitals to identify and verify features 
important to isolate risk factors for HCV. The basic problem involves creating a 
feature database from the questionnaire information, discovering features that 
provide sufficient information to reliably identify when a person is at risk under 
conditions with uncertainties caused by recording errors and evasive tactics of 
people answering the questionnaire. The results of this study demonstrate th.e 
WNN fusion algorithm ability to perform in supervised learning environments. 
The second phase of the research project is directed at the unsupervised 
learning environment. In this environment the feature data is presented 
without any classification. Clustering algorithms are developed to partition the 

1 



feature data into clusters based upon similarity measure models. After the 
feature data is clustered and classified the supervised WNN fusion algorithms 
are used to classify the data based upon the minimal probability of error 
decision rule. 
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1. INTRODUCTION 

The basic problem under investigation is the development of an information fusion system for 
both the supervised and unsupervised learning environments. In the supervised learning 
environment the feature data is presented with a ckssification and in the unsupervised 
environment the feature data is presented without classification. A WNN fusion algorithm is 
developed to evaluate and fuse classified feature data into minimal probability of error decision 
algorithm. The model provides a method to discover the important features in achieving MPE 
decision algorithms. To generalize the WNN model to handle unclassified feature data, clustering 
algorithms are developed to class@ the feature data based on skilaxity measures. The models 
developed are used to discover features for identifying the important factors that cause HCV. The 
goal is to develop a system with a high probability of detecting when a person is at risk of having 
HCV. The questionnaire administered has 185 questions (features) related to the general 
background, medical history, blood exposure, needle exposure, alcohol use, demographics, insect 
bites, sexually transmitted diseases, and sexual habits of the people entering the hospital. These 
features are investigated to evaluate their ability to detect whether a person has hepatitis C virus. 
The thrust of the research is to analyze the feature space of the problem and to establish the 
features that can be fused to reduce the complexity of the recognition problem, consequently 
reducing the error probability. 

Our approach involved extending our Weighted Nearest Neighbor (WNN) fusion model to 
improve its ability to fuse large feature spaces to develop minimal error decision monitoring systems. 
Two types of errors are used to describe the performance of a fusion monitoring system. The first 
error type is the failure to detect a person with HCV (miss) and the second involves issuing a false 
alarm when a person does not have HCV. A quantitative feature database was established from the 
questionnaire database. The WNN fusion model is used to discover and fuse features into near-MPE 
decision algorithm for detecting when a person is a high risk of having HCV.. 

The information fusion algorithm selects and weights the features based on estimates of the 
probability of error. Genetic selection algorithms are used to evolve a weighted feature vector and 
decision points to minim&e the probability of error. Genetic algorithms (GA) are very effective at 
finding near optimal solutions in complex, high dimensional problems. The properties that make 
the GA robust to local extrema also make it computational intensive. 

This report presents a description of the WNN fusion model with the new features added 
to improve its performance on a wide variety of data mining problems. Several clustering 
algorithms are implemented, extending the WNN fusion model to unsupervised learning 
environments. The WNN model is used to discover and extract relevant information (features) for 
the HCV data-minin g problem and fusing the important features to achieve a minimal error 
decision rule., A program was developed to read the HCV questionnaire to form a feature 
database for the fusion algorithm. The feature database was analyzed with a linear correlator to 
order the features based on their ability to identify a person at risk of HCV. The results of the 
WNN fusion process are presented to demonstrate its performance on the HCV data-mining 
problem. 
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2. WEIGHTED NRAREST-NRIGIIROR FUSION MODEL 

A mathematical framework is presented for the WNN fusion model. The problem is formulated 
in terms of a statistical hypothesis-testing problem. The model insures that the minimal probability 
of error cannot increase by adding more features [ 111. The problem of estimating probability density 
functions (PDF’s) in high dimensional spaces is converted to estimating PDF’s in a single nearest 
neighbor distance space. The WNN fusion model is used to fuse the features into a minimal 
probability of error decision algorithm. Genetic algoritbms are used to select and weight the 
features to obtain a near minimal probability of error solution. 

2.1 Problem Formulation 

Many decision and control problems can be formulated as a set of binary statistical 
hypothesis tests [7,8, lo], one for each decision class. For mathematical convenience, the decision 
and control problem is described here as a binary hypothesis test ln binary hypothesis testing, a 
statement or claim that something is true, called the null hypothesis l&, is tested against its 
alternative II8. to establish with confidence the most probable decision. Consider the features as a 
vector of random variables X = (xl, x2, . . . ,x,,) used to distinguish the decision class Cj from the other 
classes and let x = (XI, x2, . . . ,x,,) be a given measurement of these random variables When the 
features are measured y = (yi, y2, . . . ,y,,) from an unknown decision class and compared to 
measurements from a known class x = (x1, x2, . . . ,x”), the decision is formulated as: 

Ho: The features measurement y came from the known class. 
&: The features measurement y came from a different class. 

The feature measurements are perturbed by measurement noise and many random factors, 
including many environmental and perhaps information warfare factors. The conditional probability 
density functions (PDF’s) under the l-b and l-L hypotheses are represented as 
bt(xl,x2 ,..., XN 1 &)=f# b) and 6(X1,X2 ,..., xN 1 &,)=fx(xI b). If these PDFs are known and the a priori 
probabilities of occurrence of each hypothesis are also known, an optimal hypothesis test, in terms 
of minimizing the probability of making an error, can be formulated [7,8,10]. The probability of error 
for this optimal test can also be computed, giving a bound on the achievable performance associated 
with the chosen features. The difRculty lies in estimating the PDF’s. 

Approximating the minimum probability of error using estimates of &(x1 Ho) and &(x1&) 
requires a priori knowledge of the probability of occurrence of each hypothesis P(l&) and Pm). 
These a priori probabilities are often not known and an equally likely assumption is often used to 
estimate the minimum probability of error (MPE). The MPE is a measure of the overlap of two joint 
distributions in the feature measurement space that has proven to be an effective measure of the 
ability of a set of features to distinguish objects from different classes. For continuous random 
variables where R is the set of all x, the MPE parameter is defined in terms of these joint PDFs. For 
discrete random variables, the MPE statistic is defined in terms of the probability mass functions. 



The operator A selects the minimum. 

IcIpE(x)=~, P(Ho)fx(x I WAP(&)fx(x I fi) - 

MPE(x)=~ P&Jfx(x 1 Ho) A P(Era)fx(x 1 Ha)) - 
n 

2.2 Weighted Heare614eighbor Fusion Model 

The weighted nearest neighbor fusion model [2] provides a method for analyzing and fusing 
multiple features to design and optimize a decision process. The fusion process involves discovering 
the features that can be fused to obtain robust and minimal error decision algorithms. A weighted 
nearest neighbor (WNN) model is utilized to provide the mathematical tiamework for fusing features 
into near minimal probability of error decision algorithms. 

Training samples are used to guide the feature selection and fusion process. Each training 
sample x = ( xl, x2, . . . ,xxn ) represents a point in an n dimensional space. Nj training samples are 
used to establish a set of NDPj decision points, dpi, to characterize the statistical decision surface for 
each decision class Cj. A weighted distance dj=WNN@,dp) from an unknown sample y to the nearest 

neighbor decision point dpi of class Cj is used to fuse the features and decide class membership. 
An unknown sample y is given Cj membership if its nearest neighbor decision point is in class Cj 
and dj < Tj. The thresholds Tj are chosen to achieve the desired false acceptance and rejection rates. 
The weights w&O, 1.01 and the decision points dpi are chosen to minim& the probability of error of 
the decision process using a genetic algorithm search process. A weight of zero effectively eliminates 
the feature from the decision process and indicates the feature does not contribute to the minimal 
error solution. The higher the weight the more the feature contributes to the decision process. The 
key idea in using the WNN distance is to reduce the estimation of n-dimensional PDF’s to 2. single 
dimensional distance estimation problem. 

Training samples are used to estimate the one dimensional conditional probability density 
functions for the ~G.~G~Ain-~l~,~~d.istance f(dj ]Cj Vj)andthe minimalOUt-Of-classdiStanCef(djICk 
j +k). The probability of error is estimated by integrating the minimum of the conditional probability 
density functions over the observation space O(d) of the in-class and out-of-class distances. For 
discrete probability density functions the probabilily of error (pe) is given by 
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where the symbol A is a minim um select operator and the a priori probabilities are chosen equal 
P(cj)=P(ck)=‘h. The feature weights directly affect the distance measurements that S.ffeCt the 
conditional probability functions and the probability of error. The genetic optimization method is 
used to select the weights and decision points to minim& the pe given a set of potential features. 
The net result of these operations is to select and fuse the features to achieve a minimal probability 
of error decision algorithm. 

A key variable in the weighted nearest neighbor fusion process is the number of samples 
required for a minimal probability of error solution. Theoretical methods [7,17,18 Jcan be used to 
estimate the number of samples required under very stringent parametric estimation conditjons. 
These estimates of the sample size required for reliable parameter estimation are often 
unrealistically large. Our experience with the WNN decision process, however, indicates that a 
vastly fewer number of samples can be used to approach the minimal probability of error solution 
when the decision points are optimized with the GA to minim& the probability of error. Current 
research is centered on analyzing the training samples to establish on optimal set of decision points 
for each class to reduce the minimal probability of error. Recent results indicate that the number of 
decision points can be signiiicsntly reduced while at the same time reducing the minimal probability 
of error. 

2.3 Genetic Fusion Process 

Genetic algorithms are used to establish the feature weights and the decision points. Several 
methods have been developed to establish the initial population of decision points for each class. 
After the initial decision points are establish the GA evaluates the decision points based on the 
number of correct decisions and the number of errors associated with each decision points. Based 
on these evaluations new populations of decision points are generated and evaluated. Four methods 
are available to generate an initial population of decision points. The methods are given below 
selected by an opcode: 

0 => Cluster sample data 
1 =a Read DPs from a file 
2 =a Read partial DPs 
3 => Use class means of features 

The clustering method uses the sample database to find peaks in the feature space. A gradient 
peak-seeking algorithm is used to find the peaks using an n-dimensional sesrch cube. When a peak 
is found, the initial starting point for the next search is determined to be the sample point with 
maximum distance from all previous peaks found. This process attempts to find the peaks that are 
maximally separated. The process stops when no new peaks are found after repeated trials. This 
clustering method is relatively fast and provides a good starting population for the GA. The second 
method allows the user to select random samples from each class as an initial population. 
Experiments have demonstrated that from five to ten random samples from each class generates an 
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excellent starting population for problems with forty or more features. The third method allows a 
user to project a solution from a lower dimensional feature space to a higher dimensional space. 
Good solutions are easier to find in low dimensional feature spaces. Using this method, additional 
features can be added and solutions found, insuring the probability of error (pe) will not increase. 
The feature discovery process uses this approach to locate new features. When a feature is found to 
decrease the pe the feature is accepted and process of find finding another is repeated. The last 
method allows the user select the class means for generating an initisl population for the GA. The 
class means often provide a good starting point for the GA search process. Often all these methods 
lead to relatively similar solutions 

The genetic fusion process also allows the user to analyze a large feature space to evaluate 
the features and find the most significant features to minim& the probability of error. Very large 
feature spaces require extremely large sample data sets to properly characterize the decision 
surfaces. In msny applications there is not suBicient data to properly characterize the decision 
surfaces. In these situation one often asks is there a smaller feature set that approaches the MPE 
decision surfaces. A genetic feature search is provided to find a smaller set of significant features. 
The genetic feature search starts by snalyzing many populations of two features and selects the best 
two features. The feature search continues by adding randomly selected features to find the best 
three features. This process continues until no s&n&ant improvement in the probability of error 
can be obtained by adding more features. The feature search algorithms provide a method to 
evaluate and find the significant features in forming near MPE decision surfaces. 

The goal of the GA is to minimize the probability of error (pe) by generating a sequence of 
feature sets, decision point populations, and feature weights. The genetic algorithm attempts to find 
the best features and decisions points by continually evaluating different feature sets and decision 
point populations, replacing the poor performers that are causing errors and updating the feature 
weights to minimize the probability of error. The process continues until no improvements are made 
in the pe after repeated trial. 



3.0 ln!asuPERvlsKD LEARHIM GALGORITEMS 

Several clustering methods have been tested to classify sample data sets to find meanir&l 
clusters and isolate outhers for the data-minin g problem. The clustering algorithms provide a 
classified data set directly for the WNN fusion to produce an evaluation of the feature space or near 
MPE decision surface. 

3.1 K-KearestKeighbor ClusteringModel 

The K-Nearest Neighbor Clustering approach [19] uses simi&ity measures based upon 
mutually shared K-nearest neighbors to combine two feature samples. No assumptions are made of 
the underling probability density functions and the method works well with smaller data sets. There 
have been many s.im&rity measures developed to combine feature samples into clusters. Most of 
the measures are based on some visual concept of a cluster. The simikuity measur es based on the 
mutual nearest neighbor concept result in clusters that are visually appealing and work well with 
the WNN fusion model. Outber feature points that do not belong to any cluster are generally 
separated into singleton clusters. The detection of these feature samples is important to many data 
mining problems, since these samples often represent unusual situations. 

Let { x 0, x 1, . . . , XN } be the n-dimensional feature sample data set to be clustered into 
similar classes. Let KNN(x) be the K neatest neighbors of Xi and KNN(xj) be the K nearest 
neighbors of xj. 

KNN Similarity Defdtion: Two sample xi and xj are similar iff xi eKNN(xj) and q eKNN(x;). 

The only variable in this similarity measure is the size of K or the size the K nearest 
neighborhood. If K is small the nearest neighborhoods are small and similar samples are located 
geometrically close. When K becomes larger, the nearest neighborhoods get larger and similar 
sample can be located further apart. Some studies require additional members of the KNN(xi) and 
KNN(Xj) sets to match or require additional constraints on the distances to the nearest neighbors. 
These added complexities allow finer separation of the clusters but make the job of controlling the 
clustering process much more difficult. Having a single parameter K to control the clustering process 
greatly simplifies the clustering process. 

The KNN clustering algorithm uses the parameter K to refine the resolution of the clusters to 
obtain a given bound M on the number of clusters representing the data set. Select a K sufficiently 
large (KT= 15) to meet the bound on the number of clusters. 

Step 1: Form the KNN table KNNT(ij) with rows identified with the data points i = 0, 1, . . . . N 
and the columns representing the j th nearest neighbor j = 0, I, . . ., KI’ . Note that each point 
is its own O* nearest neighbor. Consequently, the first element in each row identifies the 
sample point and the remaining entries in the row represent an ordered list of its nearest 
neighbors. 

Step 2: Select K= 2 to produce the finest clustering of the data set. 
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Step 3: Copy the tist K columns of the KNNT table to a working table RKNNT. Reduced the 
RKNNT by applying the KNN sirnil&@ measur e to each pair of rows. Observe that two row i 
and j are similar if RKNNT(i,O) ,is in the set { RKNN(j,O), RKNN(j,l), . . . . RKNN(j,K) } and 
RKNNT&O) is in the set ( RKNN&O), RKNN(i, l), . .., RKNN(i,K)}. If two rows are similsr replace 
the largkt row label 

REPLACE= mr&RKNN(i,O),RKNN(j,O)) 

with the smaller row label through out the whole table. Continue applying the simikrity 
measure to row pairs until no pair of remaining rows are similar. The distinct row labels NC 
left represent the clusters and each sample x; belong to the cluster with label RKNN(i,O). 
Some of the clusters may contain just one or two sample points. These clusters can be 
removed as outliers with the corresponding reduction in NC. 

Step 4: If NC is greater than the expected number of clusters M then increment K and 
continue with Step 2, else the clustering process is complete and the data is labeled. With 
the data labeled the supervised WNN fusion process can be used to provide a MPE decision 
process. 

During the process of increasing K to reduce the number of clusters to the desired number 
M, the number of clusters may suddenly fall to well below M. In fact, if K is raised high enough the 
number of clusters approaches zero. When this occurs, the process must be stopped before the 
number of clusters is less than M. If the user still wants to further reduce the number of clusters, 
the clusters are compared to find the closest pair and merge them into one cluster. This process 
allows the user to obtain the desired number of clusters. 

3.2 Peak Clustering Model 

The Peak Cluster Model (PCM) uses a gradient seeking algorithm to f?nd the peaks in the n- 
dimensional sample data space. After the peaks are found, each sample point is labeled by the 
peak that it is attracted to by the gradient seeking algorithm. An n-dimensional cube is used in the 
peak search algorithm to count the number of sample points in the cube. The cube is moved along 
a trajectory to maximize the number of samples in the cube. When a new peak is found, it is 
labeled by a new cluster number and all sample points attracted to the peak are given the peak 
label. This process is continued until all peaks are found. 

PCM Similarity Definition: TWO samples q and Xj are .n’milat i.ff Xi and ~j are attracted to the 
same peak by the gradient search algorithm. 

There is only one parameter in the peak-clustering algorithm and it is the size of the n-cube 
(SC) used in the gradient search for a peak. If the size of the n-cube is small then less smoothing is 
done and more peaks are found. As the size of the n-cube is increased, more smoothing is done and 
fewer peaks are found. The size is a function of the number of data samples (N), the number of 
features (NF’) and the number of desired clusters (M). No direct relation has been found for SC so an 
iterative algorithm is used to adjust SC to obtain the number of desired clusters. 
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Step 1: Initialize the size of the n-cube 

SC(i)= step*( Dmax(i)-Dmin(i)) , 

where step= 0.1 and the quantity (Dmsx(i)-Dmin(i)) defines the range of the i* feature. The 
variable, step, is increased by 0.0 1 if fewer clusters are desired and decreased by 0.0 1 if more 
clusters are desired. 

Step 2: Randomly select any sample data point to start the peak-searching algorithm. 

Step 3: Use a gradient search algorithm to find and label the peak ifit is a new one. Find 
the sample data point that maxim&s the minimal distance to all peaks that have been 
found. Continue this process until 50 consecutive searches fait to Gnd a new peak. 

Step 4: If the number of clusters found is too large then decrement 

step= step - 0.01, . 

and go to Step 1. If on the hand the number of clusters found is too small then increase 

step= step +O.Ol, 

and go to Step 1. Finally, when the number of clusters is near your desired number, the 
process goes to Step 5. 

Step 5: Label the data by the peak that each sample data is attracted to by the gradient 
search algorithm. 

This process is relatively fast and produces nice clusters for a large class of problems. Data 
points located far from the other clusters form singleton clusters, defining the outhers or unusual 
situations often important to data mining problems. During the process of increasing the n-cube 
size to reduce the number of clusters to the desired number M, the number of clusters may 
suddenly fall to well below M. When this occurs, the process must be stopped before the number of 
clusters is less than M. If the user still wants to further reduce the number of clusters, the clusters 
are compared to find the closest pair and merge them into one cluster. This process allows the user 
to obtain the desired number of clusters. 

3.3 Furthest Neighbor Clustering Model 

The Furthest Neighbor Clustering Model (FNCM) [20] is an agglomerative hierarchical clustering 
method that merges together a large number of small clusters until it finds the desired number of clusters. 
The objective is to find the desired number of clusters each with the smallest diameter. The diameter of a 
cluster is the distance between the fixthest two members of the cluster. The method is time consuming 
since a very large number of clusters are analyzed to find the clusters with the smallest diameter. 
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Step 1: Assign each data point to its own singleton cluster. 

Step 2: Form a test cluster by combining individual clusters together. 

Step 3: Find the diameter of the test cluster. 

Step 4: Repeat Step 2 and Step 3 until every comb&ion of two separate clusters has been tried. 

Step 5: Permanently fuse the two clusters that formed the test cluster with the smallest diameter. 

Step 6: Repeat Step 2 through Step 5 until the desired number of clusters is reached. 

FNCM works well for clusters that are roughly the same size and spherically shaped. The method 
does not work well for string-like clusters or clusters of different shapes and sizes. 

3.4 Clustering Examples 

The KNN and PCM are both good clustering techniques that work on a large class of 
problems; however, all clustering techniques are data set dependent and one technique may work 
better than another in different situations. The examples given demonstrate the performance of 
these clustering algorithms on a variety of problems. 

The fist example demonstrates the how KN affects the KNN clustering algorithm Wti KN =3 
the clustering algorithm finds six clusters that are tightly bound. With RN=6 the clustering algorithm 
produces only two clusters that match the data produced and with KN=lO the data is clustered into only 
one cluster. 

KNN Clustering KN=31 
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(c) KNN Clustering (KW6) (d) KNN Clustering (KN=lO) 

The KNN clustering algorithm presented requires the user to provide an estimate the number (M) of 
the desired number of clusters. The algoritbm adjusts KN to get as near to M clusters as possible. 

The next example uses the data bridge data set often used to test clustering algorithms to 
demonstrate the relative performance of the KNN clustering, the peak clustering and the furthest 
neighbor clustering algorithms. All the clustering algorithms perform well on this problem. 
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(c) Peak Clustering (d) Furthest Neighbor 

The next problem is the string clusters. Both the KNN and Peak clustering algorithms easily 
separate the strings where as the fixthest neighbor algorithm tends to break up the strings. 
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(c) Peak Clustering (d) Furthest Neighbor 

The next data set was generated by randomly generating two clusters with a small overlap. The 
performance of the algorithms is again compared. All algorithms perform well. Observe that the KNN 
clustering separates one cluster into two visible clusters 

(a) Touchine Random 
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(c) Peak Clustering (d) Furthest Neighbor 

In the next example, the two random clusters are completely overlapped. The KNN algorithm still 
separates the clusters. The peak clustering and the fhrthest neighbor algorithms do not separate the 
overlapped clusters. 

(a) Overlapped Random Clusters (b) Iuw Algorithm (KN=6) 

. . . 
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(c) Peak Clustering (d) Furthest Neighbor 

ln summary, the KNN algorithm performs best in finding visible clusters and also isolates 
outlier points that are important to many data mining problems. The peak clustering algorithm 
works well with large data sets with Gaussian-like clusters. The furthest neighbor algorithm 
performs much like the peak clustering algorithm but is more computationally expensive. 
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4.0 HCV FEATURE EVALUATIOB 

The HCV questionnaire has 185 questions related to the general background, medical 
history, blood exposure, needle exposure, alcohol use, demographics, insect bites, sexually 
transmitted di seases, and sexual habits of the people entering several hospitals in New Mexico. 
Many of the questions related to alcohol consumption and other questions allow free form answers 
that are very difficult to read and quantify. For these responses, algorithms were developed to 
quantify the answers into the number of beers consumed per week or the number of ounces of 
whisky consumed per week. In tlie future, these questions should be developed to require the 
response to be mapped into a set of quantitative options. 

With a great amount of effort a program was developed to read the raw questionnaire 
database and form the quantitative feature database. Since many questions were related to the 
same behavior, the responses were mapped into a single composite feature to reduce the 
dimensionality of the problem. A program was developed to evaluate the features based on their 
linear correlation to whether or not a person has HCV. The linear correlation varies from +l (directly 
correlated) to a - 1 (inversely correlated). ‘Ihe program computes the false-alarm and miss- 
probabilities for each feature. The results are given where CORN column in the linear correlation, 
PFA is the false alarm probability, PMlSS is the miss probabilig, PERR is the total error probability 
and the last column defines the feature. The list is ordered based on the linear correlation. The 
best features in terms of the linear correlation are on top of the list. Observe the correlation with 
the probability of error. 

CORR PFA 
0.040 0.000 
0.026 0.003 
0.023 0.005 
0.022 0.018 
0.022 0.008 
0.022 0.008 
0.019 0.036 
0.019 0.010 
0.019 0.008 
0.016 0.025 
0.015 0.008 
0.014 0.066 
0.014 0.013 
0.012 0.010 
0.012 0.038 
0.010 0.030 
0.009 0.020 
0.009 0.043 
0.008 0.030 
0.008 0.048 
0.008 0.048 
0.008 0.041 

PMISS 
0.061 
0.058 
0.056 
0.041 
0,053 
0.053 
0.030 
0.053 
0.056 
0.046 
0.058 
0.028 
0.056 
0.058 
0.046 
0.05 1 
0.056 
0.048 
0.053 
0.048 
0.048 
0.05 1 

PERR Features 
0.061 Whiskey Drinker 
0.061 Drugs for sex 
0.06 1 HCV partners 
0.058 Heroin user 
0.06 1 Methadone user 
0.061 Tattoos done in prison 
0.066 Drugs by injection 
0.063 Shared needles 
0.063 Had Syphilis 
0.071 Smoked crack 
0.066 Sexually transmitted diseases 
0.094 Cocaine user 
0.069 Paid for sex 
0.069 Money for sex 
0.084 Amphetamines user 
0.08 1 Lived in prison 
0.076 Pierced with shared needle 
0.09 1 Hepatitis 
0.084 Shared other drug equipment 
0.096 Sexual relation with drug addict 
0.096 Relative with HCV 
0.091 Homeless 
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Feature Evaluation Continued 
0.008 0.013 0.058 0.071 Sexual behavior 

0.008 .183 0.018 0.201 Tattoos 
0.007 0.015 0.058 0.074 Needle User 
0.007 0.099 0.036 0.13 5 Tattoos done commercial 
0.006 0.010 0.061 0.071 Bedbugs bites 100-1000 
0.005 0.099 0.043 0.142 Accident with loss of blood 
0.005 0.063 0.05 1 0.114 Medical care outside US 
0.005 0.025 0.058 0.084 Had Gonorrhea 
0.004 0.102 0.046 0.147 Blood brothers 
0.004 0.058 0.053 0.112 Mosquito bites 100-1000 
0.004 0.124 0.043 0.168 Blood before 1992 
0.004 0.292 0.023 0.3 15 Hispanic 
0.003 0.015 0.061 0.076 Live with someone with HCV 
0.003 0.015 0,061 0.076 Had Venereal warts 
0.003 0.124 0.043 0.168 Blood transfusion 
0.003 0.086 0.051 0.137 Rheumatoid Arthritis 
0.003 0.556 0.008 0.563 Income <20k 
0.003 0.168 0.041 0.208 Anal sex 
0.003 0.401 0.020 0.42 1 Ibuprofen use 
0.002 0.119 0.048 0.168 Day care worker 
0.002 0.213 0.038 0.25 1 Jet used gun 
0.002 0.170 0.043 0.2 13 Blood transfusion 
0.002 0.363 0.025 0.388 Sex during menstruation 
0.002 0.398 0.023 0.42 1 Gender 
0.002 0.041 0.058 0.099 Had Chlamydia 
0.002 0.589 0.013 0.602 Oral sex 
0.002 0.003 0.061 0.063 Number of tattoos 
0.002 0.373 0.028 0.401 Sex with women 
0.002 0.023 0.061 0.084 Sexual relation with HCV partner 
0.002 0.175 0.046 0.221 Military service 
0.002 0.203 0.043 0.246 Single 
0.001 0.236 0.041 0.277 Live in country 
0.001 0.099 0,053 0.152 Shaved outside US 
0.001 0.025 0.061 0.086 Mosquito bites >lOOO 
0.001 0.081 0.056 0.137 Diabetes 
0.001 0.173 0.048 0.221 Drink well water 
0.001 0.058 0.058 0.117 Sexual contact outside US 
0.001 0.216 0.046 0.26 1 Lived outside US 
0.001 0.3 17 0.038 0.355 Mosquito bites lo-100 
0.001 0.061 0.058 0.119 Drink bottled water 
0.000 0.718 0.013 0.73 1 Operation/surgery 
0.000 0.561 0.023 0.584 Bedbugs bites <lo 
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Feature Evaluation Continued 
0.000 0.099 0.056 0.155 Traveled to Mediterranean 
0.000 -033 0.061 0.094 Bedbugs bites lo-100 
0.000 0.071 0:058 0.129 Shot to protect next pregnancy 
0.000 0.036 0.061 0.096 Other race 
0.000 0.000 0.063 0.063 Bedbugs bites >I000 
0.000 0.000 0.063 0.063 Previously married 
-0.000 0.264 0.046 0.3 10 Health care worker 
-0.000 0.75 1 0.013 0.764 Teeth cleaned 
-0.000 0.678 0.018 0.695 Currently in relationship 
-0.000 0.005 0.063 0.069 Beer Drinker 
-0.000 0.089 0.058 0.147 Cancer 
-0.000 0.416 0.038 0.454 Dental surgery 
-0.001 0.675 0.020 0.695 Married 
-0.001 0.678 0.020 0.698 Drink city water 
-0.00 1 0.543 0.030 0.574 Around animals 
-0.001 0.096 0.058 0.155 Received Gamma Globulin 
-0.001 0.472 0.036 0.508 Traveled outside US 
-0.001 0.320 0.046 0.365 Aspirin use 
-0.001 0.477 0.036 0.513 Tylenol use 
-0.001 0.058 0.061 0.119 Black 
-0.00 1 0.548 0.033 0.581 Pierced body part 
-0.001 0.119 0:058 0.178 Acupuncture in US 
-0.001 0.124 0.058 0.183 Acupuncture 
-0.00 1 0.140 0.058 0.198 Anemia 
-0.00 1 0.695 0.023 0.718 Live in town 
-0.001 0.434 0.043 0.477 Have children 
-0.002 0.513 0.038 0.551 Sex with men 
-0.002 0.264 0.053 0.3 17 Pierced at commercial 
-0.002 0.274 0.053 0.327 Traveled to Latin America 
-0.002 0.102 0.061 0.162 Traveled to Asia 
-0.002 0.107 0.061 0.168 Medications by injections 
-0.002 0.254 0.056 0.3 10 Income 20-40k 
-0.002 0.485 0.046 0.530 Mosquito bites cl0 
-0.003 0.003 0.063 0.066 Number/type of sexual partners 
-0.003 0.008 0.063 0.071 Wine Drinker 
-0.003 0.003 0.063 0.066 Had Non-gonococcal urethritis 
-0.003 0.003 0.063 0.066 Other relationship 
-0.003 0.003 0.063 0.066 Drink rain water 
-0.003 0.005 0.063 0.069 Live other 
-0.003 0.005 0.063 0.069 Drink other water 
-0.003 0.008 01063 0.071 Acupuncture outside US 
-0.003 0.015 0.063 0.079 Drugs this week 
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Feature Evaluation Continued 
-0.003 0.018 0.063 

-0.003 0.018 0.063 
-0.003 0.033 0.063 
-0.003 0.048 0.063 
-0.003 0.056 0.063 
-0.003 0.069 0.063 
-0.003 0.079 0.063 
-0.003 0.094 0.063 
-0.003 0.551 0.046 

. 

0.08 1 Drink river water 
0.08 1 Had Herpes 
0.096 Traveled to Mica 
0.112 Income >70k 
0.119 Long term relationship 
0.132 Steroids use 
0.142 Income 40-70k 
0.157 Acupuncture in NM 
0.596 White 

Using these features and their ranking, the WNN fusion process selected the following 
features to minimize the pe. Many attempts were made to establish new features to further 
decrease the probability of error. when the new features are added, the new feature is given zero 
weight by the GA optimization algorithm, which means the new feature does not lower the pe. The 
variable ans[i] represents the response to the i * feature in the database. These features are taken 
directly out of the C program that generates them. 

Feature 0 <=> Gender 

9ol=~r~l; // l=> male and 0 =>female 

Feature 1 <=> Needle and drug users 

411 =ans[74]*105; //drugs by injection 
f[l] +=ans[77]*95; //heroin user 
911 +=ans[81]*75; //shved needles 
411 +=ans[82]*50; //share drug equip 
911 +=ans[83]*35; //smoked crack 
Ql] +=ans[80]*20; //methadone 
Ql] +=ans[78]*10; //amphetamines 
411 +=ans[79]* 10; //cocaine 

Feature 2 <=> Blood transfusion 

q21 =ans[53]*100; 
q21 +=ans[52]*20; 

//before 1992 
//after 1992 
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Feature 3 <=> Sexual behavior 

431 = ans[172]*105; //sex with HCV 
@3] += ans[173]*95; 1 //sex with drug user 
f13] += ans[ 108]*75; //drugs for sex 
fl3] += ans[ 1071*50; //money for sex 
f13] += ans[ 1291*35; //sex outside US 
f13] += ans[177]*20; //anal sex 
f13] += ans[175]*10; //sex during menstruation 

Feature 4 <=> Social status and HCV friends 

941 = ans[147]*105; 
q4] += ans[145]*95; 
a43 += ans[ 1501*75; 
f14] += ans[149]*50; 

//lived with HCV person 
//relative with HCV 
//lived in prison 
//been homeless 

The weights associated with thecomposite features are chosen to help separate the clusters and place 
emphasis on the more important questions. During the feature selection process many other features were 
selected but were given weight of zero by the GA weight optimizing process, which effectively removes them 
from the decision process. During the early stages of the feature selection process, the alcohol consumption 
features performed well but as the needle and drug user features were added the weight of the alcohol 
consumption features went to zero, implying their HCV detection ability is contained in the other features. 
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4.0 HCV FUSION RESULTS 

The WNN fusion process was performed on the HCV feature database, resulting in a total 
probability of error PE = 0.023. The false alarm probability is PFA = 0.011 and the probability of miss is 
PMISS = 0.0 12. Five weighted-features and seventeen decision points were generated by the GA The five 
weighted features are given below with their associated weights. 

Feature 
f[O] <=> Gender 
411 <=> Needle and drug users 
423 <=> Blood Transfusions 
f[3] <=> Sexual behavior 
f[4] <=> Social status and HCV friends 

weights 
1.00 
2.00 
1.00 
0.50 
5.00 

The higher weights imply the features play a more important role in the decision process. Hence, the social 
status and whether a person has HCV friends play a dominant role in the decision process. The second most 
important feature is needle and drug users. Followed by blood transfusion before 1992 and gender. The 
gender feature is surprising until you consider the fact that the features helps select the decision points and 
often diierent factors place male and female samples in risk of HCV. 

Seventeen decision points are selected to implement the decision logic. Ten of the decision points are 
used to classify the samples not a risk of HCV (class=O) and seven are used to c1assi.Q samples at risk of HCV. 
Ifan unknown sample is closest to a decision point of class+.), then the sample is considered not to be at risk 
of HCV. However, ifan unknown sample is closer to a class=1 decision point, then the person is at risk of 
HCV. The decision points are given below. 

WI fill 421 @I WI Class 
0.18 0.00 0.00 171.6 128.0 0.00 
0.49 -60.80 96.00 109.40 0.00 0.00 
0.30 -60.80 151.20 -72.60 122.00 0.00 
0.33 345.80 -3.60 -6.60 62.00 0.00 
0.77 247.00 36.00 296.40 64.00 0.00 
0.52 243.20 138.00 148.60 -32.00 1.00 
1.60 0.00 0.00 132.00 0.00 0.00 
0.33 -64.60 36.00 -66.00 120.00 0.00 
-0.32 185.80 -13.20 235.20 48.00 1.00 
0.32 -60.80 115.20 150.80 128.00 0.00 
0.66 178.60 106.80 -130.80 63.00 1.00 
1.30 285.80 18.00 54.60 -64.00 1.00 
0.56 140.60 2.40 -71.60 187.00 1.00 
1.45 0.00 0.00 0.00 50.00 0.00 
0.15 -114.00 0.00 -99.00 0.00 0.00 
1.30 573.00 18.00 272.00 125.00 1.00 
1.00 402.00 0:oo 140.00 215.00 1.00 
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Under the best no risk condition of each feature, their value would be zero and their value increases as their 
probable risk increases. The decision points with class=0 class@ the people not at risk of HCV and the 
decision points with the class=1 class&s people at risk of HCV. Since the first feature is gender @+-female 
and I=>male), observe the different feature values of the other features of the decision are quite different for 
male and females. The estimated total probability of error is pe = 0.023 for the WNN fusion logic which is 
likely to be near the MPE given the uncertainties caused by recording errors and evasive tactics of 
people answering the questionnaire. The GA process of selecting and weighting the features and 
establishing the decision points is time consuming but the time required to perform the decision logic is very 
fast. An unknown sample is simple compared to each decision point and given the class of the closest. 
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5.0 c0lwLus10lps . 

The results support the conclusion that the WNN fusion model can be used to discover and 
fuse features from large databases to establish near-MPE decision and estimation models. The 
performance of the individual features is established in terms of their detection and false alarm 
probabilities. Individually, the features for the HCV database have relatively low detection 
probabilities. However, when fused together in a higher dimensional space their combined 
performance is much improved. The basic idea is that a few features can be easily confused but it is 
difficult to simultaneously confuse a large number of features. This concept is illustrated by fusing 
the HCV database into six features using the WNN fusion model to establish a near-MPE decision 
logic to decide whether a person has high risk of having HCV. Several clustering algorithms are 
developed to find clusters and isolate outlier samples. The KNN clustering and the peak clustering 
algorithms perform well on many sample problems. 
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