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Abstract

A numerical analysis of the deposition of gallium arsenide from trirnethylgallium (TMG) and mine in a horizontal
CVD reactor with tilted susceptor and a three inch diameter rotating substrate is performed. The three-dimensional
model includes complete coupling between fluid mechanics, heat transfer, and species transport, and is solved using
an unstructured finite element discretization on a massively parallel computer. The effects of three operating parame-
ters (the disk rotation rate, inlet TMG fraction, and inlet velocity) and two design parameters (the tilt angle of the
reactor base and the reactor width) on the growth rate and uniformity are presented. The nonlinear dependence of the
growth rate uniformity on the key operating parameters is discussed in detail. Efficient and robust algorithms for mas-
sively parallel reacting flow simulations, as incorporated into our analysis code MPSalsa, make detailed analysis of
this complicated system feasible.

1. This work was partially funded by the United States Department of Energy, Mathematical, Information, and
Computational Sciences Division under contract no. DE-AC04-94AL85000. Sandia is a multiprogram laboratory
operated by Sandia Corporation for the United States Department of Energy.
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1. Introduction

In this manuscript we study a horizontal reactor with a tilted susceptor and rotating

substrate that has been used for the chemical vapor deposition (CVD) of gallium arsenide (GaAs),

a material used in electronic and optical devices [1-4]. A quantitative understanding of how

operating and design choices effect the quality of the thin film has been difficult to achieve

because of the three-dimensional geometry and the high degree of coupling between the fluid

mechanics, heat Uansport, and species transport. Important examples include; the effect of large

variations in temperature and composition on the fluid properties, the effect of thermal diffusion

(the Soret effect) on mass transfer, and the existence of complex fluid motions cannot be

neglected in a model that strives to be predictive [2,4].

Previous modeling efforts have made significant contributions towards an understanding

of the phenomena involved in various horizontal CVD reactor configurations. These models have

consisted mostly of two-dimensional models, where a slice down the center of the reactor is

modeled. In a rectangular reactor (without a tilted susceptor or rotating substrate), Moffat and

Jensen [5] used a parabolized approximation to the flow and transport equations to show that

buoyancy forces can cause three-dimensional roll cells to develop, which seriously degrade the

uniformity of the deposition in the reactor. Using an 2D model, Jansen et al. [1] determined that

tilting the reactor only improved the uniformity moderately for systems with disk rotation. In a 2D

study, Ouazzani and Rosenberger [2] found that thermal diffusion was an important transport

effect, and that the 2D model agreed well with experimental results in reactors with a large widtld

height aspect ratio. In a three-dimensional study, Ouazzani and Rosenberger [3] found that tilting

the susceptor greatly improved the growth rate uniformity down the length of the reactor, and that

side walls had a significant effect on the flow in reactors with a small aspect ratio. They also found

that the choice of temperature boundary conditions on the side walls in the 3D calculations was

found to have a large effect on the deposition rate distribution on the susceptor. Kleijn and

Hoogendoom [4] used 2D and 3D calculations to model the horizontal reactor, and similarly

found that 2D models predicted growth rates along the center line well at conditions where roll

cells do not develop, that thermal diffusion could not be neglected, and that the thermal boundary

conditions at side walls have a significant effect on the predicted flow behavior.While the previous

studies modeled the reaction by the transport of a single reactive species, IUeijn and Hoogendoom

[4] included multiple species and looked at the effect of different multicomponent diffusion

formulations.

Due to the assumptions inherent in the 2D models and the structured grids used in the

previous 3D calculations, it was not possible for previous researchers to include the effect of disk

rotation on the flow. An unstructured grid is needed to mesh the circular region on the boundary.
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Also, it has not previously been feasible to carry out detailed analysis of 3D models to the extent

or speed where simulations are incorporated directly into the design process.

In a previous work [6], we showed how efficient utilization of massively parallel

computers can enable the rapid simulation of CVD reactors, with models that include accurate

representation of three-dimensional geometries through unstructured meshes, full coupling

between fluid flow, heat transfer, and the transport of several species, composition-dependent

physical properties, and detailed surface reaction mechanisms. The convergence to a steady-state

solution from a trivial initial guess in 10-15 minutes on a portion of a parallel computer opens the

door for detailed analysis of these complex models. The accuracy of the implementation of the

parallel algorithms in the MPSalsa code was verified by comparison with an infinite rotating disk

CVD code, SPIN [7], and the predictive capability at conditions where an accurate reaction

mechanism was available was demonstrated by comparison with experimental data.

The algorithms employed in this work are described in detail in Shadid et al. [8]. A

Galerkin Least Squares finite element method is used to solve the governing equations, which

include the Navier-Stokes equations for incompressible, variable-density flows. All physical and

transport properties vary as a function of temperature and composition, and are calculated using

the Chemkin [11], Surface Chemkin [12], and Tranlib [13] libraries and thermodynamic database.

A fully-coupled Newton’s method is used to solve the set of nonlinear equations, with the rows of

the Jacobian matrix stored fully-summed. This enables the use of domain decomposition

preconditioners, such as ILU(0), to be used in the iterative linear solver (Aztec [14]) which

provides the necessary robustness for the direct calculation of steady-states from a trivial initial

guess.

Section 2 of this paper briefly presents the geometry, model, and numerical methods for

the simulation of GaAs growth in a horizontal CVD reactor with a rotating substrate and tilted

susceptor. More complete descriptions of the numerical methods and their performance are found

in previous works [6, 8,15-16].

Section 3 presents results and a discussion of a series of parameter studies. FirsL the

solution at what we have termed standard conditions is presented. Then, we show the results of

five parameter studies centered around the standard conditions that give insight into the nonlinear

behavior of this system. Three operating parameters and two design parameters are studied: the

disk rotation rate, the inlet mole fraction of trimethylgallium (TMG), the inlet flow velocity, the

amount of tilt of the reactor base, and the reactor width.
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2. Model and Numerical Methods

2.1. Geometry

Figure 1 shows the reactor geometry and some surface elements of the 42721 element

mesh used in this paper, which was generated by the CUBJT package [17]. The horizontal reactor

is 4cm tall, 9cm wide, and 23.3cm in total length. The length includes a 4cm entrance region, and

a 10cm heated susceptor region that in turn contains a 3.8 lcm radius disk where 3-inch diameter

crystals are grown on a rotating substrate. The unstructured discretization along the reactor base

allows for the resolution of the circular region inside of the rectangular domain, which will be

crucial for applying boundary conditions and post-processing of the deposition rates. Two bands

of smaller elements were added at the beginning and end of the susceptor region, where

preliminary calculations showed that extra approximating power was needed to resolve the large

gradients in the surface deposition rate.

The initial reactor design used in this paper is taken from Jansen et al. [1], where the base

of the reactor is tilted at a 9° angle after the 4cm entrance region. The mesh in Figure 1 is not

tilted, because we wanted the freedom to vary the design of the reactor as a function of design

parameters, including the amount of tilt. It was decided to use one standard mesh from the mesh

generator, shown in Figure 1, and then for design modifications, to adjust this mesh within the

parallel code using algebraic transformations that leave the connectivity between the elements

unchanged. The option of using the mesh generation package to vary the reactor geometry for

every change in a design parameter was not chosen because each new solution would require

regenerating the mesh, re-partitioning the new mesh to run on multiple processors, and re-

distributing the new mesh across all the processors. The algebraic transformation of the mesh also

insures that the mesh varies continuously with the design parameters. An element quality

checking routine was added to make sure that each transformation of the mesh did not create

poorly formed meshes.

The transformations of the mesh are shown in Figure 2 and Figure 3. In Figure 2, three

side views of the reactor and surface elements show how the tilt of the reactor is parametrized by

the quantity TR, or tilt fraction, defined as

TR =
Reactor Height at Outlet
Reactor Height at Inlet

(2.1)

which has the benefit of the constraint OS TR<1, The tilt angle Cm be calculated from the tilt

fraction by the following formula,



(Tilt Angle= atan TR .
Reactor Height at Inlet

)Reactor Length after Tilt ‘
(2.2)

where for our problem the height to length ratio is fixed at 4.0/18.3. Tilt fractions of TR = 0.0,

TR = 0.5, and TR = 0.95 are shown in this figure. A value of TR = 0.725 corresponds to the

9° degree tilt angle that was investigated previously by Jansen et al. [1]. The decreasing height of

the reactor down the length of the reactor when TR >0.0 causes an acceleration of the flow since

the same volume of fluid must fit through a decreasing cross-sectional area. The impact of the

flow acceleration on the distribution of deposition rates will be discussed in detail in Section 3.

In Figure 3, two top-views of the mesh show how the mesh can be adapted continuously to

a wide range of widths. The structured rows of elements along each side of the reactor accordion

to match the appropriate width, leaving the circular section free from distortion. Reactor widths of

WR = 9.0 and WR = 11.0 are shown.

2.2. Governing Equations

The reacting flow system is governed by momentum, total mass, heat, and species mass

balances. All equations are coupled together through convection, thermal diffusion, and reaction

source terms as well as through the physical and transport properties, which are dependent on the

local fluid composition and temperature.

The steady-state equations are shown in Table 1. The unknown variables are the three

components of the velocity vector u, the dynamic pressure P, the temperature T, and the mass

fraction Y~ of each of the N~ species in the gas phase. The mixture-averaged formulation is used

to model species inter-diffusion, and is written terms of the mole fractions X~, each of which is

dependent on all the species Y~.

Except for the gravity vector g and the species molecular weights W~, all of the physical

and transport properties are dependent on the local values of Y~ and T. These are the density p,

the viscosity w, the heat capacity ~P, the thermal conductivity K, the species enthalpy hk, the

volumetric molar production rate of species k, @, the mean molecular weight ~, the mixture-

averaged diffusion coefficient D~, and the thermal diffusion coefficient D: . The values of each

of these quantities is calculated using the Chemkin library [11] and Tranlib database [13]. In the

momentum balance, c is the stress tensor, the quantity I is the identity (or isotropic) tensor, and

the superscript T indicates the transpose operation.

The boundary conditions for the momentum equations are as follows: plug flow inlet

velocity, no normal stress boundary conditions at the outlet, counter-clockwise rotation at the

rotating disk, normal flow into the reacting surface due to the surface reactions (Stefan velocity),
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Momentum Balance
(Navier-Stokes Eqns)

Total Mass Balance
(Continuity Eqn)

Heat Balance

Species Mass Balance
for species k
k 1,..., N~-1=

Constraint on Mass
Fractions:
k = N~

p(u’v)u = V.a+pg

where o = –PI + W(VU+VUT)–~IL(V ~u) I

V(pu)=o

Table 1. The governing equations for steady, reacting flows of incompressible, variable den.sity$uid. The unknown
variables are the three components of the velocity vec~or u, thedynamic pressure P, the temperature T, andthe

mass fraction Yk of eachof theNs Speciesin thew p~se.

and no-slip, no-penetration conditions everywhere else. ne heat equation has boundary

conditions of T = 300K at the reactor inlet, T = 913K on the susceptor, T = 675K on the top

wall directly above the susceptor. In the quartz, the temperature was fixed at

T = 913–238(1 –e-1”25y), (2.3)

which is a fit to the profile given in Figure 3 of Jansen et al. [1], after being adjusted to a 913K

susceptor temperature (where y is the distance from the susceptor). All other walls are modeled

as adiabatic. The mass transfer boundary conditions fix the inlet mole fractions at the inlet, match

the flux at the reacting susceptor to the surface reaction rate (see following section), and specify

no normal diffusive flux at all other boundaries.

2.3. Chemistry Model

The chemistry model from Moffat et al. [23] for the deposition of galliumarsenide

(GaAs ) from trimethylgallium (TMG or GaMe~ ) and arsine (AsH3 ) in excess hydrogen (H2 ) is

used. This mechanism involves four gas phase species, GaMe3, AsH3, H2, and metiane

( CH4 ), which is produced at the reactive surface.

This model does not include any gas phase reactions, but does include four surface

reactions shown in Table 2. The mechanism includes inhibition of the surface reactions due to a
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blocking effect of the adsorbed Arsine. The stoichiometry only allows for equal deposition rates

of solid Gallium and Arsenide, so no impurities can be predicted. The mechanism was fit using

data collected in a rotating disk reactor at a pressure of 70 torr and a surface temperature of 640C
.- and is not necessarily accurate at other conditions -- so these parameters were not vtied in the

following analysis. We have compared calculations of deposition rates in the rotating disk reactor

using this mechanism with experimental data and found excellent agreement [6].

Three surface species (denoted by the -(S) suffix in Table 2) are included in the model and

their surface site fractions are solved for using a quasi-steady approximation. By assuming that

the surface reactions equilibrate much faster than any changes in the gas phase, the surface

fractions can be solved for as a function of the gas phase concentrations and eliminated as

unknowns from the problem. This entails the solution of a small nonlinear system at every surface

node, at every Newton iteration, and at every new parameter value in the analysis. It has been

shown that this adds robustness over the option of solving for the surface site fractions of surface

species simultaneous with the global unknowns [25].

Surface Reactions Aork E. cal/mole

AsHz(S) + GaMe~ * 2CH4 +As(D) + GaMe(S) A = 0.015 0

AsHz(S) + AsHB * Block(S) A = 0.37 9000.

1310ck(S) - AsHz(S) +AsH3
k = 1013 44000.

GaMe(S) i- AsHq ~ CH4 -t-Ga(D) + AsH2(S) A= 0.20 0

Table Z. Surjace reaction mechanism for the deposition of GaAs from GaMe~ and AsH3, including surjace
inhibition. Reaclion rates expressed in terms of a sticking coefficient A or an Arrhenius pre-exponential factor k [7]

2.4. Numerical Methods

A large investment has been made into developing efficient and robust methods for

modeling chemically reacting flows on massively parallel computers. This work has been

incorporated into the MPSalsa reacting flows code and the Aztec linear solver package. Only a

brief overview will be included here. Shadid et al. [8] contains a detailed description of the

equations, finite element method, and parallel implementation in MPSalsa. Details on the

methods in Aztec can be found in [14]. Performance of the algorithms on some model problems

has been detailed in earlier papers [9, 10, 16]. Benchmarking of the solution against other codes

and experimental data can be found in Salinger et al. [6, 15].
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The governing equations in Table 1 are discretized using a Petrov-Galerkin finite element

method. The domain is divided into an unstructured mesh of hexahedral elements using the

CUBIT mesh generation package[17]. All variables are approximated by trilinear basis functions

within each element. The equal-order interpolation of pressure and velocity unknowns is enabled

by a Galerkin Least Squares stabilization formulation [18, 19], which adds a term to the

continuity equation that vanishes for any solution that satisfies Navier-Stokes equations.

To solve the model on P processors, the nodes of the mesh are partitioned into P equal

subsets using Chaco [20, 21], a generalized graph partitioning package. Each processor is then

assigned its own subset of the mesh without any processor having a knowledge of the complete

domain. A processor calculates the finite element residuals and rows of the Jacobian matrix (or

sensitivities) only for the nodes that it owns. The partitioned assigns equal numbers of FE nodes to

each processor to balance the computational load. In addition, the partitioned attempts to

minimize the amount of interprocessor communication needed to calculate the FE residuals and

other connectivity (mesh) based calculations. For the solutions presented in this paper we used

512 processors of the 1840 processor Intel Paragon located at Sandia National Labs.

Newton’s method is used to solve the resulting set of nonlinear residual equations. With

the 42621 element mesh shown in Figure 1 and the four-species chemistry mechanism written in

Table 2 (which contributes to a total of 9 unknowns per node), the finite element discretization

creates a set of 423468 coupled nonlinear equations and unknowns. The Jacobian matrix is

calculated analytically for all terms except for those pertaining to the gas and surface reactions,

which are calculated numerically using a simple one-sided difference. The dependence of the

physical properties on the solution is handled by successive substitution in the calculation of the

Jacobian matrix (except for the temperature dependence of the density in the buoyancy term

which is explicitly include in the Jacobian). This choice can increase the number of Newton

iterations needed for convergence of the nonlinear problem over what one wouId find with an

exact Jacobian when solving non-dilute problems. However, for the dilute problems presented

here this is a very efficient choice.

In the simulations presented in this paper each iteration of Newton’s method requires the

solution of a matrix problem of 423468 linear equations and unknowns, for which we use the

Aztec library of preconditioned Krylov methods [14]. In our solution method we row sum scale

our matrices and use an overlapped Schwarz domain decomposition method with an ILU(0)

subdomain preconditioned. The restarted GMRES iterative method [22] was used with a Krylov

subspace size of 150 and one restart allowed (for a maximum of 300 linear solver iterations). The

linear solver was required to reduce the scaled residual by a factor of 0.004 at each Newton step.
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With the combination of Newton’s method and the preconditioned linear solver, it was

always possible to reach a steady-state solution directly from a trivial initial guess or from a

previous solution at different conditions. This would not be the case if a simpler preconditioned

was used, such as block-Jacobi method [14], or if the Krylov subspace size for the GMRES

method was greatly reduced, perhaps below 50. If the advanced solution algorithms available in

the Aztec library [14] and the large computer memory of our parallel machine were not available

for this robust methodology, a steady-state solution would have to be reached through time-

integration. This transient process would likely take 10-100 times longer and make detailed

analysis impractical.

3. Parameter Study Results

3.1. Solution at Standard Conditions

Table 3 lists many of the operating and design parameters that can be independently varied

in the horizontal CVD growth of GaAs. Reasonable values of the parameters, which we will call

the standard conditions, are shown. For the five parameters whose influence is investigated in this

work, the ranges over which they are varied are also indicated. The standard values of the design

parameters come from Jansen et al. [1], the work that also guided our choices for the inlet

velocity, inlet temperature, and inlet mole fraction of trimethylgallium. The operating temperature

and pressure are fixed at the values where the reaction mechanism in Table 2 is valid [23], and the

arsine to trimethylgallium ratio was held fixed at 10 [24].

The disk rotation rate of 50rpm was chosen to be fast enough so that the length of time for

a typical growth run would be much larger than the period of revolution, which exposes each

sector of the disk to the same conditions. This assumption that the rotation period is fast compared

to the growth run together with the quasi-steady assumption that the surface reactions are fast

compared to the disk rotation rate, allow us to reduce the two-dimensional instantaneous

deposition rates over the disk to a one-dimensional, time-averaged radial deposition profile by

integrating over the azimuthal coordinate 9. That is, any point on the disk at a given radius will

experience the same deposition over an entire growth run as any other point on the disk at the

same radius, so the time-averaged growth rate at that radius can be calculated by the spatial

average of the instantaneous growth rate of all points at that given radius.

The calculation started from a trivial initial guess and reached a steady-state in 13 Newton

iterations. This number is larger than one might expect for Newton’s method for two reasons.

First, the variation of the physical and transport properties with respect to the local temperature

and vector of mass fractions was not included in the Jacobian (a.k.a. stiffness) matrix. Secondly,
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Parameter Description [units] Standard Range
Value

Q Substrate (Disk) Spin Rate [rPm] 50 0-500

x Inlet Mole Fraction of TMG 0.00010 0.00005-0.00020

v Inlet Flow Velocity [crn/see] 40 1o-1oo

T~ Tilt Fraction of Reactor Base 0.725 0.0-0.95

WR Reactor Width [cm] 9.0 8.7-13.0

H~ Reactor Height [cm] 4.0

R Substrate (Disk) Radius [cm] 3.81

T In Inlet Reactor Temperature [K] 298

TH Susceptor Temperature [K] 913

x ASH3 Inlet Mole Fraction of Arsine 10XX

P Reactor Pressure [torr] 70

Thble 3. List of operating and design parameters for the deposition of GaAs in a horizontal CVD reactor with
tilted susceptor and rotating substrate. The “standard” conditions are listed, as well as rangesforparanwters that

are varied in this work.

the iterative linear solver was only required to reduce the linear residual by 4.Oe-3, and not down

to zero as a direct solver would do. It has been found that setting this criterion rather loose, so that

the linear solver exits relatively soon at each Newton iteration (a technique called an Inexact

Newton method), can greatly reduce the total CPU time needed to reach a solution, even though

the number of Newton iterations is usually increased [10].

The time for MPSalsa to calculate the finite element residual equations and Jacobian

matrix was 11 seconds for each Newton iteration, while the linear solution time (in Aztec [14]) for

each Newton step had a range of 16-64 seconds. The total computational time to steady-state,

neglecting the I/O time, was 10 minutes. This robustness and short turn around time for solving

three-dimensional flow coupled with reactions make detailed analysis of this reactor feasible. The

following five sections use continuation method to investigate the effect of several key operating

and design parameters on the performance of the reactor.

Both the time-averaged radial deposition profile over the rotating disk and the

instantaneous deposition contours over the entire susceptor, which includes the disk, are shown in

Figure 4, which were calculated at the standard conditions. The deposition contours show very

large deposition at the leading edge of the disk. Also noteworthy is the slight left-right asymmetry

due to the counterclockwise rotation of the disk.
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The radial profile shows that the deposition rate is not very uniform, with a 6% drop in

the deposition rate from the center to the outer edge. The deposition contours show that the

deposition is fairly uniform along the flow direction, but there is decreased deposition at the edge

of the disk is due to the slow rates at the left and right sides of the reactor. The momentum

boundary layer from drag on the side walls, by decreasing the flow rate, also increases the size of

the boundary layer between the bulk fluid and the reactive bottom of the disk. This increase in

mass transfer resistance causes the decrease in deposition rates and the resulting non-uniformity

of the growth.

Since Figure 4 indicates that the bulk of the non-uniformity of the deposition rate is due to

the momentum boundary layers at the side walls, it would be expected that changes in at least two

parameters could be made to improve the performance of the reactor. One would be to alter the

design of the reactor to make it wider while keeping the disk radius constant, so that the boundary

layer is moved off of the disk. The second would be to increase the gas velocity through the

reactor to shrink the boundary layer so that less of it effects the disk. These changes will be

investigated in subsequent sections.

3.2. Disk Spin Rate, Q

The effect of the disk (or substrate) rotation on the deposition rate and uniformity is

investigated in this section. With all other parameters fixed at the standard values of Table 3, the

disk spin rate was varied from O-500 rpm in increments of 100. Simple zero-order continuation

was used, so that the solution at Orpm was used as an initial guess for the solution at 100rpm, and

so on. This reduced the number of Newton iteration needed to reach the solution to 8-10, as

compared to the 13 seen in Section 3.1 when starting from a trivial initial guess. Also, the loading

in of the mesh and load balance information needed to be done just once for the entire

continuation run, and it was not necessary to repeatedly wait for the 512 processors to become

available. The entire run required 40 minutes.

The result of the parameter study on the disk spin rate Q is summarized in Figure 5. As a

single measure of the solution we use the deviation from uniform growth of the time-averaged

deposition on the disk (which is a function of radial position only), defined as

Non-Uniformity=
Max Deposition Rate – Min Deposition Rate

Average Deposition Rate
(3.1)

Figure 5a shows that the non-uniformity deteriorates monotonically from 5.9 % at Q = O to

6.4% at C? = 500. (The Q = O result should be thought of as a limit, since this would violate

our assumption used in time-averaging the deposition rates that the period of revolution is fast
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compared to the time for the entire growth run. If there truly was no disk rotation and therefore no

time-averaging of the deposition profiles, the non-uniformity would be about 25%.)

The radial or time-averaged deposition profiles in Figure 5b show that the disk rotation

increases the deposition at the center of the disk while not significantly effecting the deposition

rate at the edge of the disk. Since the center of the disk already exhibited a higher growth rate than

the edge, this increase causes a corresponding increase in the non-uniformity. Figure 5c-e show

instantaneous contours of the deposition rate at three values of the spin rate. The spinning disk

distorts the deposition profiles from the symmetric contours when there is no spinning.

It is not clear from the three contour profiles what mechanism causes the increase in

deposition at the center of the disk. One possible explanation is that the rotation of the disk causes

a slight swirling and mixing in the flow, which pulls in reactant from the sides of the reactor where

they are not as depleted as in the center, further increasing the growth rate at the center.

Since this parameter study suggests that increasing disk rotation over the minimum needed

to time-average the deposition degrades the uniformity of deposition, a fixed value of Q = 50 is

used in subsequent parameter and ongoing optimization studies.

3.3. TMG Mole Fraction, X

The second parameter study involves the inlet mole fraction of the limiting reactant,

trimethylgallium, X, which is vaned in the range of 0.00005–0.00020 . The other parameters are

fixed at the standard conditions listed in Table 3, including the inlet mole fraction of arsine

(X~.~3 ) which floats at ten times the mole fraction of TMG. The zero-order continuation run

consists of 16 steady-state calculations, which required about 100 minutes on 512 processors of

the Intel Paragon.

Figure 6 summarizes the results of this study. The plot of the Non-Uniformity of the

solution (defined in Eqn. (3.1)) in Figure 6a shows that the there is a weak dependence of the

quality of deposition on X, with slightly better uniformity at higher inlet mole fractions. Three

radial deposition profiles at evenly spaced parameter values show that X has a large impact on the

magnitude of deposition. It also appears from this figure that the dependence is nearly linear.

The linear dependence of the growth rate on X is verified by looking at the instantaneous

deposition rate contours shown in Figure 6c-e. Notice how the 3.0, 3-5, and 4.0 contours at

x = 0.00006 lineup almost exactly with the 6.0, 7.0, and 8.0 contours at X = 0.00012 and

the 9.0, 10.5, and 12.0 contours at X = 0.00018. It is not clear from either the time-averaged

radial deposition profiles or the instantaneous deposition contours why increasing X slightly
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improves the overall uniformity of the growth, but it must be a nonlinear transport effect such as

the dependence of the diffusion coefficients on the composition.

The nearly linear dependence on X is expected since the deposition process is highly

mass-transfer limited. This is in part built into the reaction mechanism, which does not include

any gas phase reactions.

3.4. Inlet Velocity, V

The third and final operating parameter studied is the inlet velocity of the gases into the

reactor. The inlet velocity is assumed plug flow and the gas perfectly well mixed, which is a

reasonable approximation if the gas is forced to flow through a screen placed at the inlet to our

computational regime. The parameter study involved 17 steady state calculations for inlet

velocities in the range of 10 – 100 crrdsec, with all other parameters set at the standard conditions

from Table 3. The entire run required about 130 minutes on512 processors of the Intel Paragon.

The results showing the effect of the inlet velocity on the reactor performance are

summarized in Figure 7. The continuation run is shown in Figure 7a, using the non-uniformity of

the deposition rate over the disk (Eqn. (3.1)) as the measure of the solution. A highly non-linear

effect is seen, with a maximum non-uniformity of 6.9 VU at V = 30, a minimum of 1.3’%oat

V = 68, a steadily rising up to 4.2% non-uniformity at V = 100.

The time-averaged radial deposition profiles in Figure 7b show that the deposition rate

increases with increasing velocity. The mechanism for this is that faster flow causes a thinner

boundary layer along the base of the reactor, and therefore less resistance to mass transfer to the

surface. The deposition profiles switch from monotonically decreasing with radius at low flow

rates to monotonically increasing at high flow rates. In other words, the non-uniformity of the

deposition at low flow rates is due to slower deposition at the edge of the disk than at the center,

while at high flow rates it is due to faster deposition at the edge than at the center. The best

solution occurs at V = 68, where the center and edge are growing at the same rate. The jump in

the position of the minimum deposition rate from the edge to the center explains the discontinuity

in slope of the non-uniformity at V = 68 in Figure 7a.

To understand why the radial deposition profiles switch from decreasing with radius to

increasing with radius as the flow rate increases, and thereby understanding the nonlinear

phenomenon in Figure 7a, we look at the instantaneous deposition contours over the susceptor,

Figure 7c-e. At the slower flow rate, V = 30, we see that there are large sections of the left and

right edges of the disk that deposition rates below 5.0 Angstroms/sec. This is due to the large

boundary layer forming at the left and right walls of the reactor, that slow down the flow and
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decrease mass transport to the surface. This effect is not captured in 2D models. These regions of

low deposition rates compared to the center of the disk are partially balanced (when all deposition

rates at the same radius are averaged) by a deposition rate at the leading edge of the disk that is

much higher than that at the center, reaching 6.5 Angstroms/sec. Overall, the effect of the side

walls dominate and a 6.9 YO decrease in deposition is seen, which is unacceptable performance for

most applications.

If we jump to Figure 7e which shows the deposition contours at the highest flow speed

investigate, V = 100, we can see why the V = 100 deposition profile in Figure 7b increased

with increasing radius. First of all, the higher flow rate has condensed the boundary layers along

the left and right side walls, so that this effect which dominated at V = 30 ismuch smaller. Most

notable in this figure is the large area at the back, or downstream edge of the disk (the upper part

with the orientation of our figures) where the deposition rate is above 7.0 Angstroms/sec. It is this

large area of elevated deposition rate, along with the smaller contribution at the leading edge of

the disk, which causes the deposition rate a larger radii to be faster than that at the center.

The mechanism responsible for this elevated deposition rate is believed to be the interplay

between two competitive effects. The first is the depletion of the reactant, which alone would

cause the deposition rate to decrease down the length of the reactor. The second mechanism is the

acceleration of the fluid flow down the length of the reactor due to the tilted base, which increases

the flow rate above the back edge of the disk, which decreases the mass transfer resistance to the

surface, and therefore would alone increase the deposition rate down the length of the disk.

Ideally, one would like these two effects to cancel, but in Figure 7c-e we can see that increasing

the flow rate tips the balance toward the second (flow-acceleration) mechanism, so at V = 100

the deposition at the back end of the disk is significantly faster than at the center of the disk.

This finally brings us to Figure 7d at V = 68, which exhibits the most uniform growth.

We can see that this local optimum strikes a balance between the V = 30 and V = 100 cases.

There is still significant decreases in deposition rate along the left and right edges of the disk, due

to the boundary layers developed at the side walls. There is also a significant increase in the

deposition rate at the back end of the disk due to flow acceleration. At this flow rate, these two

effects balance and the deposition rate at the center of the disk is exactly the same as the averaged

deposition rate at the edge of the disk (6.4 Angstroms/see), as can be seen in Figure 7b.

From our studies of three operating parameters, operating the reactor at V = 68 cm/see,

while fixing other parameters at the standard values, appear to be the best conditions for this given

reactor. However, the deposition contours in Figure 7d have shown that the superior uniformity at

these conditions is the result of a precarious balance between one effect that slows deposition

towards the edge of the disk and another that accelerates it. This is reflected in the relatively steep
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slopes of the curve on either side of the minimum in Figure 7a. A sensitivity analysis around this

solution to account for some of the uncertainties in the physical, transport, and reaction

parameters would likely show a similar steep degradation of uniformity as parameters were

perturbed around this local optimum.

3.5. Tilt of Reactor Base, T~

To further decrease the non-uniformity of deposition to values below the 1.370 value

located by varying operating parameters, alterations in the design of the reactor are investigated.

By allowing the reactor geometry to deform continuously in terms of a parameter, design studies

can be performed in the same way as the operating studies above. As discussed in Section 2.1, we

chose to alter the finite element mesh within MPSalsa, in parallel, instead of through the mesh

generator, in serial. This significantly reduced computation time and insured that the mesh

variation was indeed continuous with respect to the design parameters -- which could not be

guaranteed when using the mesh generator.

The first design parameter studied is the tilt fraction of the mesh, defined in Eqn. (2.1),

which can be related to the tilt angle through Eqn. (2.2). The standard value of the tilt fraction in

this work, that has been used in all previous calculations, was TR = 0.725, which corresponds to

the 9° tilt angle used in Jansen et al. [1]. A parameter study involving 14 calculations at distinct

values of T~ in the range of 0.0–0.95 was performed using the zero-order continuation routine,

and required 90 minutes on 512 processors of the Intel Paragon.

The results of the parameter study are summarized in Figure 8. Figure 8a shows that the

non-uniformity, as defined in Eqn. (3.1), increases from a value of 5.8910 at TR = 0.0 to a

maximum of 6.2$Z0at T~ = 0.5, and then decreases to 4.2V0 at TR = 0.95, the best solution

achieved in this run. The time-averaged radial deposition profiles in Figure 8b show that the tilt

fraction can have a large effect on the magnitude of the deposition, with the deposition at the

center of the rotating disk increasing from 4.3 Angstroms/see at TR = 0.0 to 6.9 Angstroms/see

at TR = 0.95. This deposition increase is due to the acceleration in the flow velocity over the disk

that accompanies the decreased cross-sectional area of the reactor when the tilt is increased. These

radial profiles do not add insight into the nonlinear dependence of the tilt fraction on the overall

uniformity, as seen in Figure 8a.

Instantaneous deposition contours at TR = 0.0, TR = 0.5, and TR = 0.95 are shown in

Figure 8c-e, and the solution at TR = 0.725 was shown in Figure 4. It can be seen that all

deposition profiles are effected by the boundary layers that decrease deposition on the on the left

and right edges of the rotating disk. If one looks just at the deposition along the centerline of the

reactor, which is vertical in these plots, the competition between the reactant depletion and flow
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acceleration mechanisms, as discussed in Section 3.4, can be clearly seen. In the case of no tilt,

the effect of reactant depletion is evident, with the deposition dropping from almost 6.0 at the

front of the disk to about 3.8 at the back. At T~ = 0.5, the deposition still drops along the length

of the reactor, but not as much as the previous case. This is because the flow acceleration

mechanism for increasing deposition along the length of the reactor is partly balancing the

reaction depletion mechanism. At TR = 0.95, the flow acceleration mechanism dominates and

the deposition increases greatly down the reactor, reaching a rate of 8.0 at the back of the disk.

The two mechanisms are well balanced at TR = 0.725, shown in Figure 4, with DOcontours

crossing the disk centerline except in the transition region at the front of the disk. As we saw in

the previous section, these results are highly dependent on the inlet flow velocity, which is fixed at

V = 40 in this section.

Even thought the best uniformity is seen at the maximum tilt fraction studied, TR = 0.95,

this is due to averaging of low deposition rates at the sides of the disk and high deposition rates at

the back of the disk. The solutions at the standard value of TR = 0-725 would appear to be a

better choice for this flow velocity if the effects of the boundary layers on the sides of the reactor

could be diminished.

3.6. Reactor Width, WR

The second design parameter studied is the reactor width, which was fixed at

WR = 9.0 cm in all the previous calculations. The need to increase the width of this reactor

design is evident from any of the above plots showing instantaneous deposition contours over the

susceptor, including at standard conditions in Figure 4. It is expected that increasing the reactor

width will move the momentum boundary layer at the side wall and associated region of

decreased deposition rate off the edge of the disk, thereby improving the uniformity of growth.

A continuation run of 18 steady-state calculations for reactor widths in the range of

8.7 – 13.0 cm were calculated in about 100 minutes on 512 processors of the Intel Paragon. The

results are summarized in Figure 9. Figure 9a show the non-uniformity of deposition decrease

from 7.0% at WR = 8.7, down to a minimum of 0.2% at W~ = 11.3, and then risingto 2.1%

at WR = 13.().

Figure 9b shows the time-averaged radial profiles for three of the solutions. The profiles

clearly switch from concave down at small widths (WR = 9.0), through a nearly flat profile at

WR = 11.3, to concave up deposition profiles at larger widths (WR = 13.0). The average

deposition riite varies little as a function of the reactor width.
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The instantaneous deposition contours over the susceptor for the same three widths are

shown in Figure 9c-e. As expected, the region of decreased deposition along the two sides of the

reactor move off the edge of the disk as the reactor width is increased. The most uniform solution

of this continuation run, at W~ = 11.3, is again (like the solution at V = 68 in Section 3.4) a

balance between below-average deposition rates at the sides of the disk and above-average

deposition at the leading and back ends of the disk; however, the instantaneous profiles are much

more uniform in this case than in velocity run, so this solution is not in as precarious a spot in

parameter space.

Of all the solutions seen in the parameters studies, the solution at W~ = 13.0 shows the

least effect of the side walls on the deposition rate on the disk and has by far the largest disk area

with the deposition rate falling between two contour values. The average deposition rate for this

reactor shows an increase of deposition at large radii because of the increased deposition at the

leading edge and, to a lesser extent, the back end of the disk. From the earlier studies, on can see

that lowering the velocity might lower the deposition rate preferentially in these two areas.

Decreasing the tilt angle, and therefore the acceleration of flow through the reactor, would lower

the deposition rate at the back edge of the disk, pushing the 6.0 contour off the edge of the disk.

Through manipulations such as these, one can see how it should be possible to come up with

conditions where the model predicts even better solutions than the 0.2 % non-uniformity solution

seen so far. Optimization is a way to automate the process of manipulating multiple parameters to

locate the best possible conditions as predicted by the model, and is the subject of ongoing work.

4. Summary and Conclusions

The MPSalsa reacting flows code has been used to analyze a three-dimensional model of

GaAs deposition in a horizontal CVD reactor that includes coupled flow, heat transfer, and

chemistry. A series of parameter studies on five key operating and design parameters have been

performed with a focus on how each parameter effects the uniformity of deposition over a three-

inch diameter spinning substrate. The effect of the parameters on the uniformity, which was often

nonlinear, was investigated in detail through contour plots of deposition rates. The most notable

result was that a significant increase in the reactor width could alone lead to deposition non-

unifonnities of as low as 0.270.

In this study we have shown that using advanced numerical methods and parallel

computing technology has enabled a detailed analysis of this complex 3D CVD reactor with

exceptionally low turnaround time. This capability is critical to the detailed analysis of these

complex systems where often many operating and design parameters have competing influences.

We have also shown that a 3D model is needed to capture all the behavior in the reactor and for
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creating an improved understanding of the many transport effects in the reactor. In our study we

were able to demonstrate a 30x improvement in deposition rates for our reactor model. While as

discussed earlier there are some limitations to the predictability of our model we believe these

results are reasonable and do demonstrate the usefulness of our techniques. As more well

documented and predictive kinetics models become available, analyses such as these can furnish

results with more confidence.

Our analysis study has shown that there is a significant potential benefit from

computational studies of CVD systems. We believe the next challenge is to use a computational

optimization technique to solve the real engineering objectives associated with CVD reactor

design and operation. These objectives can include achieving high uniformity while keeping raw

materials costs down to maximize profits for a particular reactor. This goal can only be met by

simulation methods which provide robustness, high computational efficiency and model

predictability.
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Figure 1. Surface elements of the 42721 element mesh show the geometry of the horizontal CVD reactor in the
case where the base is not tilted. Following the specifications in Jansen et al. [1], the total length of the reactor is

23.3cm, the height is 4cm, and the width is 9cm. The unstructured mesh resolves the 3-inch diameter disk
(substrate), which is inset in the susceptor, for accuracy in applying boundary conditions and in post-processing.
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Figure 2. Three side-views of the reactor and mesh show the effect of TR, tie design parameter rePresen@ tie
tih fraction of the mesh.WhenTR = 0.0, themeshis rectangular,at TR = 0.50, h~f tie ou~etIS

consrncted,andat TR = 0.95, theoutletis only5%of theoriginalhe~ht. Avalueof T = 0.725, not
shown,correspondstoa tiltangleof 9 , f]whichwasusedInpreviouswork .
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Figure 3. Two top-views of the mesh show the effect of WR, the design parameter representing the width of the
reactor in centimeters. A structured region of the mesh on eaeh side of the mesh was mated to simplify W

parametrization. The value of WR = 9.() was used in the experimental set-up of a previous work [1].
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Figure 4. Results of the calculation of the deposition rate at the standard conditions listed in Table 3. The time-
averaged deposition profile over the disk as a function of radial position shows a 6% faster deposition rate at the
center of the disk than at the edge (6.03 vs. 5.68 Angstroms/see) . The instantaneous deposition contours over the
entire susceptor show that the decreased deposition at the edge is due to boundary layers developing from the side

walls. The think contours are at 1 Angstrorn/sec intervals, the thin contours at an interval of 0.25.
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Figure 9. The results of a arameter study showing the effect of the reactor widtl, ~ , are shown. Continuation
in this parameter from 8.~- l3.Omshowstiatexcellent.nifomitywba.hieve~atwidtisnem 11.3 .The
radialdepositionprofilesshow that W can change the convexity of the deposition rate. Three contour plots of

%“rhe instantaneous deposition rates over e chsk and surrounding susceptor show how an increase in width makes
the effects of the boundary layers that emanate from the side walls negligible.
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