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Abstract

This document reports on the accomplishments of a laboratory-directed research and de-
velopment (LDRD) project whose objective was to initiate a research program for devel-
oping a fundamental understanding of multiphase multicomponent subsurface transport in
heterogeneous porous media and to develop parallel processing computational tools for
numerical simulation of such problems. The main achievement of this project was the suc-
cessful development of a general-purpose, unstructured grid, multiphase thermal simulator
for subsurface transport in heterogeneous porous media implemented for use on massively
parallel (MP) computers via message-passing and domain decomposition techniques. Tile
numerical platform provides an excellent base for new and continuing project develop-
ment in areas of current interest to SNL and the DOE complex including, subsurface nu-
clear waste disposal and cleanup, groundwater availability and contamination studies,
fuel-spill transport for accident analysis, and DNAPL transport and remediation.
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1. Introduction

The objective of this project, funded via the laboratory-directed research and development
(LDRD) program at Sandia National Laboratories (SNL), was to develop a fimdarnental
understanding of, and parallel computational tools for simulation of nonisothermal, mul-
tiphase, multicomponent flow in heterogeneous porous media. The goal was to develop a
“platform” for applying parallel processing capabilities to multiphase subsurface trans-
port. The present document reports on the accomplishments achieved in this project.

Many current activities at SNL require the numerical simulation of multiphase flow in po-
rous media. This capability is critical to on-going SNL activities in environmental remedi-
ation, nuclear waste management, reservoir engineering, fuel-spill subsurface transport for
accident analysis, and to the assessment of the future availability of groundwater in the Al-
buquerque Basin. Furthermore, many new opportunities in related geoscience activities
could be pursued if appropriate simulation capabilities were in place. For example, in the
area of remediation of hazardous waste disposal sites, one can identify vacuum extraction
technologies (including venting as well as thermally-enhanced, resistive and/or radio-fre-
quency heating) and steam injection. In nuclear waste isolation, examples include thermal
convection in unsaturated, fractured, geologic media resulting from heat-generating
wastes for the Yucca Mountain project. Scientific advancements in each of these areas
could benefit from a high-performance numerical simulation capability, the objective of
this project.

SNL is investing a large effort in the development of parallel computing and in geoscience
technology. The subsurface transport code to be discussed in the following was developed
with an architecture that is fully compatible with, and indeed is built around on-going ef-
forts in parallel computing, finite element technology development, and SNL geoscience
issues related to current programs in nuclear waste management and environmental reme-
diation. Development of the MP subsurface transport solver leveraged many person-years
of effort in the aforementioned computational and geoscience technologies. Against this
backdrop, with continued development, the potential exists for a superior mathematical
and numerical platform for conducting research into nonisothermal subsurface transport.

There exist a few fine programs which are pursuing similar goals in bringing parallel com-
puting to subsurface transport. The PARFLOW project (e.g., Ashby et al., 1994) at
Lawrence Livermore National Laboratory is developing a parallel code which models liq-
uid saturated flow and contaminant transport in heterogeneous media using finite-differ-
ence methods on structured, rectangular (i,j,k) grids (Tompson et al., 1996). The
Parmexship in Computation Sciences (PICS) project (1995 PICS Research Proposal,
1995) is developing a saturated/unsaturated flow and transport model, using the so-called
mixed finite element method (Raviart and Thomas, 1977), which has also been developed
for logically rectangular grids (Arbogast et al., 1994). Similar research projects are being
undertaken at the University of Texas Center for Subsurface Modeling under the direction
of M. F. Wheeler. The current project has developed subsurface f!ow and transport models
encompassing both different physics and numerical methods. Our finite element architec-
ture allows for fully general unstructured grids. Even though parallel computing brings the
ability of unprecedented spatial resolution, structured grid methods are less flexible when



trying to model complicated geologic features, such as faults, offsets and pinchouts. While
the proposal for the PICS project (1995 PICS Research Proposal, 1995) indicates intent to
develop an isothermal three-phase flow model, the current project includes mathematical
models with energy transport, which is embedded into the two-phase, two-component
simulator. Many emerging remediation techniques involve the injection of heat in order to
exploit increased volatilities and reduced viscosities helpful to extractions. The energy in-
jection can take the form of heated fluids (e.g. steam) or can be introduced volumetrically,
as Joule heating or electromagnetic radiation (e.g. microwave heating). Energy transport is
an essential component of a general-purpose subsurface simulator for researching and de-
veloping emerging remedial operations.

Given the developing state of subsurface flow modeling using parallel computing, it is es-
sential and advantageous to have more than one group of researchers addressing the prob-
lem. Pursuing different approaches to a complex system provides an important means of
gaining confidence in the modeling and provides the opportunity to arrive at the optimal
solution through consideration of the full range of physical phenomena controlling the
system.

The successful completion of this project has raised simulation capabilities for multiphase
flow in porous media to a new level; large-scale, 3D multiphase simulations with high res-
olution of heterogeneities are feasible, and can be performed routinely. The multiphase
flow simulator developed on this project not only runs on SNL’SMP computers (Intel Par-
agon, IBM SP-2), but can also be run on networked systems using the MPI message pass-
ing software (Gropp et al., 1995). To date mostly 2D subsurface simulations had been
possible, due to limitations in simulator capabilities, thereby severely compromising the
ability to perform realistic simulations. Simulations performed with our MP code have
demonstrated that full 3D, high resolution, simulations of highly heterogeneous geologic
media are possible. As a result, we performed a series of high-resolution, pre-emplace-
ment groundwater simulations for the Yucca Mountain project. Such capability enables re-
alistic simulations of subsurface transport in highly heterogeneous media, a needed
capability to assess the suitability of Yucca Mountain as the nation’s first high-level nucle-
ar waste repository.

1.1 Summary of Accomplishments

The major components of the project are enumerated below:

1. Mathematical and numerical formulation

2. Code development

3. Experimental program

In this section we summarize the tasks which were undertaken to meet the goals of this
project.



1.1.1 Mathematical formulation

The first task of the project was to develop an appropriate mathematical description of the
subject problem, namely nonisothermal, multiphase, multicomponent transport through
heterogeneous geologic media. It should be noted that, in contrast to other more estab-
lished branches of fluid mechanics, a definitive mathematical formulation of nonisother-
mal multiphase subsurface transport is not well-established. The main problem is that on
the pore-scale the governing equations are well-defined, but solving problems on this scale.
is intractable. Rather, a more practical description is to define variables that are volume-
averaged, and thus represent, on average, the conditions in the porous structure in the vi-
cinity of the considered point. The conjugate problem with averaging is how to define the
thermodynamic and transport properties on the scale over which the averaging is per-
formed. A very pertinent example is the capillary pressure. On the pore-scale, the capillary
pressure has a definite description as the pressure jump across a curved meniscus between
immiscible fluids (liquid and gas, in this work). Capillary pressure is also defined in the
averaged equations, now as the difference between the volume-averaged liquid and gas
phase pressures. However, it is not clear how to derive a definite (computable) mathemati-
cal description of said capillary pressure, as it depends on quantities such as specific inter-
racial area, which is difficult to define in general (Hassanizadeh and Gray, 1990). Our
ultimate strategy was to go with the averaged equations, and to use the literature to arrive
at the best available mathematical models for the many thermodynamic and transport pa-
rameters required by such an averaged equations approach. Our two-phase and three-
phase formulations are summarized in Martinez (1995a, 1995b), and in the present report.

1.1.2 Numerical formulation

The next task was to develop a numerical formulation suitable for implementing on dis-
tributed memory parallel computers. Here there were several important issues to consider.
The numerical scheme had to accommodate some special features of nonisothermal, mul-
tipase multicomponent flow in porous media. Among these issues was the ability to model
phase appearance and disappearance. In the two-phase, two-component model that was
implemented, the system may exist in three possible states: 1) all-liquid, 2) all-gas, and 3)
liquid and gas. Furthermore, all three states may evolve dynamically in the same computa-
tional domain. Moreover, a different set of primary or solution variables can be defined in
each state. A technique Imown as variable-substitution, originally developed in the oil k
dustry (Coats, 1978), is used in some available codes for treating these types of problems.
Besides the difficulties foreseen with applying such a method on a parallel computer, an-
other drawback of this method is that it essentially restricts applicable time integration
schemes to being first-order. We apply a variable-step predictor-corrector ‘method which
has the collateral benefit of providing a rational scheme for time-step selection strategy
based on a user-specified local time-truncation error. We researched and developed two
persistent variable strategies that circumvent these problems. One involved a flash-calcula-
tion-based scheme which pushes the variable-substitution scheme to a phase-equilibrium
module. This was implemented into a 1-D finite difference test code for proof-of-concept
analysis. We ultimately implemented a slightly modified version of the persistent variable
approach, to be presented in the following, which improved on the first scheme.



1.1.3 Numerical Implementation and Verification

The main achievement of this project was the successful development of a general-pur-
pose, unstructured grid, multiphase thermal simulator for subsurface transport in heteroge-
neous geologic media. A nonisothermal, two-phase (liquid and gas), two-component
(water and air) mathematical model was implemented for use on massively parallel (MP)
computers via message-passing and domain decomposition techniques, but can also be
used on scalar computers. The MPSalsa code (Shadid et al., 1996) was used as a platform
for this development effort, as it has served as a focus for the practical application of these
SNL developments for parallel processing computers. This LDRD development effort le-
veraged SNL expertise in domain decomposition (Hendrickson and Leland, 1993), linear
solver technology for parallel computers (Hutchinson et al., 1995), finite element technol-
ogy applied to flow problems and expertise in modeling multiphase flow problems (Mar-
tinez 1995a, 1995b; Martinez et al., 1995; Martinez and Eaton, 1996; Martinez and Nilson
1997).

The code has been verified by application to a series of model problems for which (numer-
ical) solutions are available. The simulator has been verified both for isothermal unsaturat-
ed flows and, more importantly, for two-phase, heat-driven flows in homogeneous and
heterogeneous domains, thus verifying the multiphase implementation. The parallel im-
plementation was also verified by comparing simulations performed on a single processor
computer with those performed on parallel computers. These problems have also demon-
strated scalability of the MP algorithms. A common misconception is that the parallel ca-
pabilities are only accessible on massively parallel computers, but in fact parallel
simulations have been perfoxmed on a network of workstations, which are fairly common
to the scientific community.

1.L4 Applications

Because of its unique capabilities, the code was applied to a high-resolution, fractured
flow simulation in cross-sections of Yucca Mountain, Nevada, a location being considered
for the nation’s first high-level nuclear waste repository. The numerical grid for this cross
section contains over 73,000 grid points, with some grid spacings as small as one meter.
This is the first flow simulation of Yucca Mountain to include such fine geologic detail,
particularly in the Paint Brush geologic unit, which is composed of less fractured rock
than the repository horizon, and consequently may act as a buffer zone for groundwater
flow and contaminant-laden gas flow (Nilson and Martinez, 1994). The study demonstrat-
ed that the moisture flow in the vicinity of the proposed repository horizon can be highly
dependent on the stratigraphic units included in the modei. To fiwther demonstrate the
benefits of MP processing, the code has also been applied to model hydrothermal flow in a
large-scale, 3D domain modeled a“ter Yucca Mountain. Pressure, temperature and mois-
ture distributions have been obtained for simulations on a mesh consisting of 358,000+
grid points in which over 1 million equations are solved at each time step in simulations
requiring many 100s of time steps to simulate flow over many thousands of years. This is a
significant capability.
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1.1.5 Experimental Program

An experimental program was designed and implemented in tandem with the foregoing
tasks (R. R. Eatonl; R. J. Glass2). The intent was to develop some archival-quality verifi-
cation data for heat-driven two-phase flow. Based on preliminary experiments conducted
in FY94, the fabrication of the experimental system for conducting multiphase flow exper-
iments was completed in FY96 in the Sandia National Laboratories (SNL) Center 6100
Subsurface Flow Lab. The experiments were designed to measure temperature, saturation,
and velocity fields within a forced convective field driven by heating of opposing bound-
aries. Several side-heated experiments have been performed. Unfortunately, the data indi-
cate insufficient control of heat-losses through the test cell faces, rendering the data
unusable as a two-dimensional convection cell, the original intent of the experiment. Be-
cause of the heavy heat losses, the convection is three-dimensional. However, the heat loss
distribution is unknown, and so the data is not sufficiently characterized for validation, but
is useful for understanding two-phase flow phenomenology.

1.2 Preview of the Report

The remainder of the report presents the results of the foregoing tasks and activities in
more detail. This discussion will serve as the first documentation of the mathematical and
numerical model which was developed under this project. The mathematical description
of the nonisothermal, two-phase model is presented first. This includes balance equations
and all the necessary constitutive and thermodynamic relations which complete the model.
Next, the numerical formulation and implementation is discussed. Examples of the appli-
cation of the code follow, including measures of parallel computing performance.

2. Mathematical Formulation

2.1 Mass balances

The system under consideration is composed of a porous matrix or skeleton whose inter-
stitial volume is occupied by fluid in motion under various forces. The porosity (interstitial
volume fraction) is denoted $ and is occupied by two phases, liquid and gas. For definite-
ness, we take the fluid components to be water and air. Each component can partition into
each phase. The liquid phase is mostly water, but can have small amounts of air in solu-
tion. On the other hand, the gas phase is a mixture of air and water, where each constituent
may exist in any fraction between zero and one. In the remainder of this work, subscript g
refers to gas, 1to liquid. In order to avoid introducii~g interphase mass transfer telms, ccm-
ponent balances will be developed under the assumption of thermodynamic phase equilib-
rium.

1. R. R. Eaton, 1994, Pretest calculations for porous flow experiments, SNL memo to R. J. Glass,
dtd. April, 15; Investigation of material properties for multiphase laboratory experiments, SNL
memo to R. 1. Glass, dtd. June 27; Modeling sub-meter scale two-phase laboratory experiments,
SNL memo to R. J. Glass, dtd. December 1.
2. R. J. Glass, 1994, Preliminary experimental program for validation of models for nonisothennal
multiphase flow in porous media, SNL memo to M. J. Martinez, dtd. March, 20.
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Component balance equations for water, and air, respectively, take the form:

adw

x +ve~w = Qw , (1)

(2)

where da is the bulk density of component ct, Fa denotes the net mass flux vector of
component u, relative to stationary coordinates, and Qa denotes mass sources. These
fluxes embody convective and diffusive transport process, and will be elaborated upon
shortly. The bulk densities are given by:

dw = $(ywlPf~l + ywgPg~g) J

da = @(yalPl~f + KZgPg~g)J

where Yap denotes the mass fraction of component a in phase
which in general are each a mixture of the components, and S~

(3)

(4)

~, PP are phase densities,
are the Dhase saturations.

the fracti& of the interstitial volume occupied by phase ~. Tie pore space is assumed to
be fully occupied by fluid,

Sl+sg= 1. (5)

2.2 Energy balance

The multiphase system is assumed to be in local thermal equilibrium. In particular, the
thermal energy state of the fliiids and solid in a representative elementary volume (REV),
containing solid, liquid and gas phases, is described by a single average temperature, T An
energy balance takes the form

de
z +Voq = Qe , (6)

where the bulk internal energy is given by

e = (1 - ~)p.e~ + $(slple~ + Sgpgeg)y (7)

where ep denctes the specific internal energy of ph=e ~, and es is the internal energy of
the solid phase. Each phase ener~ is, in general, dependent cmpressure, temperature and
composition. Also, q denotes the net heat flux vector, including diffusive and advective
transport of heat, and Q, is an extraneous heat source.

14



3. Constitutive and Thermodynamic Relations

In order to close the system of equations, one must now propose constitutive equations
which provide relations between the kinematic variables appearing in the balance equa-
tions and the state variables.

3.1 Mass flux relations

In describing flow through porous media, one must necessarily pose average quantities
(defined with respect to an REV) rather than pore-scale continuum values. For example,
even though the Darcy fluxes, VP, have units of velocity, they represent the local volume
flux per unit area of porous medium. As such, they cannot satisfy the no-slip condition on
fluid/solid interfaces. The flux relations to follow take the place of the momentum balance
in continuum equations; they are the average momentum balances under conditions of
“creeping flow;’ i.e., inertia-free, slow viscous flow (e.g., Martinez and Udell, 1990).

The advective fluxes are assumed to be properly described by the extended Darcy law, in
which relative permeabilities are introduced to account for the multiphase motion of flu-
ids. Thus the mass fluxes of liquid and gas phases are, respectively,

plvl = fl =

pgvg = fg =

(8)–~k ● (VPZ + pig) >

-&k ● W’g + Pgg) , (9)

g

where P is pressure, g is the gravitational acceleration vector, and p. is dynamic viscosity.
Note that we have assumed that each phase has its own phase pressure. The intrinsic per-
meability tensor of the medium is k and the relative permeabilities are denoted krb. The
intrinsic permeability tensor is assumed to be a property of the material under consider-
ation, and as such is a spatially heterogeneous quantity.

Each component net mass flux appearing in the balance equations (l), (2) and (6), is as-
sumed to be a superposition of component fluxes in each phase,

Fa = Fal + Fag , (lo)

and each component phase-flux can be written as a sum of an advective (pressure-driven)
i?ux and a diffusive flux,

(11)

Because the gas is a mixture, each component will undergo interdiffusion whenever a gra-
dient in concentration exists (see, for example, Bird, Stewart and Lightfoot, 1960). The
diffusive fluxes in the gas are approximated by

J ag = ‘PgDagvy~g . (12)
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We note here that this form is only strictly valid for binary mixtures. In a multicomponent
system with more than two components, the diffusion fluxes appear in the so-called Ste-
fan-Maxwell form (see Appendix E of Williams, 1985) which is an implicit system of
equations for the diffusive fluxes in terms of the gradients of mass fraction. Also, Knudsen
difision is not included in the foregoing diffusion model (but could be easily implement-
ed). Knudsen flow may be significant in porous structures with pore sizes comparable to
the mean-free path of the flowing gases (Scheidegger, 1972).

On average, the gas mixture as a whole moves with the average mass flux given by,

f, = Fwg+Fag. (13)

Substituting from eqn. (11) into ( 13), and using the fact that the mass fractions in a phase
must sum to unity, the diffusive fluxes in the gas phase must satisfy,

~J ag = o. (14)

a

In general, the diffusive fluxes of components dissolved in the liquid phase could be de-
scribed in the form

where pap is the concentration of component ct in phase ~. Diffusion of dissolved air in
the liquid phase has been neglected in this implementation.

3.2 Heat flux relations

The total heat flux vector includes conductive and convective contributions,

q ‘-’TvT+g(;h@F@) (16)

where %T is an effecthe thermal conductivity. The second term on the right-hand-side is
the convective flux, and is the sum over all components and phases of the product of the
component enthalpy and net flux of component in a particular phase. The phase enthalpies
(he ) are also defined via superpositions of component enthalpies in each phase,

where hap is the enthalpy of component (x as it would exist pure at the same temperature

and pressure of the phase B, and the phase enthalpy is hp = ~ hap Yap. For example,
a

hwg is the enthalpy of water vapor at the prevailing temperature and gas pressure. Thus,

the convective part of the heat flux vector can be written in the (familiar) form

16



(18)

3.3 Thermodynamics

3.3.1 Mixture rules

Ideal gas mixing rules are used to approximate the thermodynamics of the gaseous phase,

~PPg= ag pg= ~P ag’ (19)
a a

where Pag and pag are the partial pressure and partial density (concentration) of each
component in the gas phase. The mass fractions in each phase must sum to unity,

Ywp+ Yap = 1 p=l, g. (20)

3.3.2 Capillary pressure

Because the transport problem under consideration involves multiple, immiscible phases,
capillary forces must be considered. The Darcy flux laws given earlier were expressed
with respect to phase pressure gradients. The phase pressures are related via the capillary
pressure relation,

Pg –Pl = Pc(s,) , (21)

which, as indicated, are assumed to be empirically specified as a function of the phase sat-
uration of liquid. Several particular models are presented in the section on Numerical Re-
sults. We note that the capillary pressure as defined is well motivated on the microscale. Its
interpretation on the macroscale is not so easily motivated, and involves postulating the
existence oft he relations relative to REV-averaged pressures. However, the capillary pres-
sure-saturation relation is commonly assumed to hold for flow in porous media. See Sc-
heidegger ( 1974). Bear (1972), and Aziz & Settari (1979) for the “traditional” viewpoint
on the role of capi 1lary pressure in porous media. Some more recent discussions can be
found in Hassanlzadeh and Gray (1990), and references therein.

3.3.3 Equations of state

Equations of s~atcmust be specified to complete the F-V-T (pressure-volume-temperature)
description (’I the s}stem, For the gas phase, the equations of state take the general form,

Pag = Pag(pag~ ‘)

hag = hag(T, P) ‘
(22)

for the concentration (partial density) and enthalpy of component ct. Notice that the gas
phase is approximated as a mixture of ideal gases. The air properties are computed via the
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ideal gas law for a calorically perfect gas. The steam properties are computed using real-
gas steam table data. The enthalpy of air is independent of pressure under this approxima-
tion, while the water vapor enthalpy is pressure and temperature dependent. The energies

are found from the definition of the enthalpy, hag = eag + Pag/pag.

The liquid phase density is computed as a mixture of water with a slight amount of dis-
solved air. Steam table values are used for the thermodynamic properties of water, in both
gas and liquid. The rational polynomial approximations given in Zyvoloski, et al., 1995,
are implemented. Because of the low volubility of air in liquid water, a Henry’s law parti-
tioning (e.g., Reid et aL, 1987) is assumed,

Pa
Y—al=p

H, al

(23)

where the Henry’s “constant”, PH, al, has been modified for the molecular weight ratio of
water to air.

3.4 Transport parameters

3.4.1 Relative permeability functions

The measurement of two-phase flow relative permeabilities is a demanding task. Conse-
quently, a variety of methods have been proposed for developing theoretical two-phase rel-
ative permeabilities (Aziz and Settari, 1979). See Martinez and McTigue (1991) for a
discussion of some commonly invoked models. Each of these models requires a variety of
experimentally determined data, such as residual saturations. In general, the two-phase
relative permeabilities are specified in the form,

(24)

Notice that in view of the relation in Eq. (5) among the phase saturations, the ~-phase rel-
ative permeability is presumed to depend on its own phase saturation. Several particular
models are presented in the section on Numerical Results.

3.4.2 Binary gas diffwion

The binary diffusion coefficient in free-space depends on temperature and pressure (Reid,
et al., 1987). To account for the fact that diffusion is taking place in a porous medium, and
to account for the temperature and pressure deperldence, the diffusion coefficient is mod-
eled according to (Vargaftik, 1975),

(25)

18



where t is tortuosity and D$ is the diffusivity in free space at temperature T,efand pres-

sure Prey The term $Sg/~ modifies the expression for free diffusion to account for the po-

rous skeleton. For air-water systems, u = 2 is suggested by Pruess (1987).

3.4.3 Effective thermal conductivity

The saturation-dependent effective thermal
Somerton, et al., (1974), taking the form

conductivity can be specified as defined by

L = Ldry + S“l(kwe, - &ry)9 (26)

where kdV is the conductivity under all-gas conditions, ~Wet is the conductivity under
water-saturated conditions, and v is nominally in the range [1/2, 1], depending on the ma-
terial type.

3.4.4 Viscosity

The gas phase viscosity is computed as

(27)

where pag is the viscosity of component a in the gas phase, generally a strong function
of temperature. Because of the low volubility of air in water, the liquid phase viscosity ig-
nores the air content. The temperature-dependent liquid water viscosity is specified ac-
cording to the rational approximation given by Zyvoloski et al., (1995).

4. Numerical Formulation

In this section we discuss our numerical method, based on unstructured grid, finite ele-
ment techniques, for obtaining approximate solutions to the mathematical model. The
flow equations describing the transport of water, air and energy are comprised of the com-
ponent and energy balances given in the foregoing, which together with equations of con-
stitution and transport parameters, form a closed system of equations. These governing
equations constitute a coupled set of highly nonlinear partial differential equations
(PDEs).

“rhe numerical method presented for solving the initial-boundary value problem formed by
the coup!ed system of PDEs is a finite element method (FEM), enabling a general repre-
sentation of complex geologic stratigraphy. In the present work, the spatial discretization
is accomplished by the Galerkin finite element method (e.g. Hughes, 1987). The resulting
system of ODES is integrated forward in time by a variable-step backward-difference pre-
dictor-comector scheme. The backward-difference formulae result in systems of nonlinear
algebraic equations to be solved for nodal quantities. The effective treatment of the highly
nonlinear system considered here is made possible by the use of Newton iteration.
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4.1 Spatial discretization via the Galerkin Finite Element Method

Derivations of the Galerkin finite element method (GFEM) are widely available (e.g.,
Huebner and Thornton, 1982; Hughes, 1987) and only an abbreviated discussion is pre-
sented here. The idea is to approximate the unknown variables appearing in the governing
equations by a finite-dimensional set of basis finctions with compact support (each basis
function is non-zero in a small subdomain of the complete computational domain). This
latter feature distinguishes the FEM from similar schemes, such as the Raleigh-Ritz meth-
od. The FEM also involves subdividing the computatioru-d domain into an assemblage of
subdomains, the finite elements. This representation by a finite-dimensional basis is ap-
proximate, and results in some error, called a residual. In the general method of weighted
residuals, this residual is required to be zero in a weighted-average sense by forming the
so-called weak-form residual equation. The weak-form residual equation for the water
balance is defined by

(28)

where 1 = 1, . . .. N, and N is the number of weight functions, @I. In this equation, !2 de-
notes either the domain of a finite element, or the entire domain under consideration. Ap-
proximating variables by the same finite-dimensional basis set, which defines the GPEM,
results in

(29)

where dW,~ is the time-rate of change of the bulk water density at nodal point J, and n is
the outwmd pointing normal to the boundary surface of f2, denoted r. The flux diver-
gence term has been integrated by parts, resulting in the boundary integral, which is useful
for specifying a boundary flux to the domain. Although not explicitly denoted in the fore-
going expression. it is understood that the variables are numerical approximations to the
exact variables appearing In the original PDE, and that each is approximated by the same
finite-dimensional basl.s WI (see for example Eq. (37) below). A discrete nonlinear system
of time-dependent ord ln~ differential equations is obtained by requiring each weak re-
sidual equation be zero. /?~, , = O, Z=1,...JV. The principal behind this weighted residual
method is to require [he vector of weight functions to be orthogonal to the water balance
residual equation, thereby enforcing each weak residual equation to be zero in a weighted
average sense. In a similar manner, the expression for the weak-form residual for the air
balance appears as,
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(30)

J J- @lQadS2 + O](FU ● n)dr

Q r

Calculation of the bulk densities, dw and d., will be discussed in the following section on
time integration. The net component fluxes appearing in the mass balance equations are
computed in terms of the phase mass fluxes and diffusion fluxes (cf. Eq. (10)),

Fw = ~ywpPpvp + J.,

~a= ;Y.PPPVP + Jag ,

(31)

P

where ~ denotes the phase, liquid or gas. The finite element approximations to the phase
mass fluxes are given by,

Plkrlplvl = –~
(( ))

k ● ~V@Jpl,J + P&
J

Pgkrg (( ))–—k ● ~v@Jpg, J + Pgl? YPgvg = ~g
J

(32)

(33)

for the liquid and gas phases, respectively. Gas phase binmy diffusion fluxes are approxi-
mated by,

J ag (z )
= ‘pgDag J ‘@Jyag, J “

where a denotes the chemical component, water or air in this case.

Applying the finite element approximations to the energy equation
form discrete energy balance,

(34)

results in the weak

‘.,1 = j’@@@JeJ~-J j j
V@l. qdQ - @lQedfJ + @l(q ● n)dr. (35)

Q Q Q r

The net heat flux inciudes heat conduction, sensib!e and latent heat convection and heat
transport due to binary gas diffusion, respectively,

(36)
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where ~ denotes the phase, liquid or gas, and u the chemical component, water or air, hP
are the phase enthalpies, and hag denotes the enthalpy of component ct as it would exist
pure at the same temperature and pressure of the gas phase. The discrete convective and
diffusive fluxes are given by Eq. (32) through Eq. (34).

In the foregoing equations, the constitutive properties are also assumed to be represented
with respect to the same basis as the bulk densities and pressure variables, for example,

f(u)=@*f = yDJf(uJ) , (37)
J

in which f is replaced by Qa, pa, kra,
U denotes an unknown solution variable

To summarize, the GFEM discretization
mu-ydifferential equations,

[1
R w, I

R jz= ml QJ
a, I

R QJ
e, I

Pa? ~agand ‘T inthe foregoing equations, and
(primary variable).

results in a set of time-dependent nonlinear ordi-

dw,J

da,J
kJ

m

1FwFa dfl

(38)

where the variables refer to the values at the current time step. In order to integrate this
system in time, a time discretization method is needed for approximating the time deriva-
tives of the bulk densities at the grid points.

4.2 Time Integration

4.2.1 Predictor/corrector methods

The time integration is achieved by using finite-difference approximations for time
discretizations. In this work, we consider a variable-step, predictor-corrector method, first
described by Gresho, et al., ( 1980). Two time integration methods are implenmnted. A first
order scheme employs a forward Euler predictor with a backward Euler corrector. A second
order scheme employs an Adams-B ashforth predictor with a trapezoid rule corrector. The
predictors are used to obtain an initial estimate of variables at the next time step, tn+l,

thereby improving the initial estimate of the solution vector for use in a Newton iteration
scheme applied to the nonlinear system of equations. An added benefit of these methods is
that they provide a convenient way to implement a truncation-emor-based method for time-
step selection. In the second-order method, the predicted variables for step n+ 1 are given
by the Adams-B ashforth predictor,
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up’
n+l

= ‘n+%(’+i$y-x%n-’) 9
(39)

where U denotes the vector of unknown solution variables at a grid point, and the n

superscript on U denotes the time level, the p superscript denotes a predictor vector, and

the time step sizes are defined according to Atn = tn– tn_ ~,etc. The first-order predictor

is the standard forward Euler formula. The choice of solution variables requires special
consideration and is discussed in the sequel. For present purposes it is sufficient to define
the algorithm in terms of an as yet unspecified solution vector. The variable-step corrector
equation is defined as,

t7n+1= -#(un+l-un)-(q-l)un,
n

(40)

where q = 1 for the first-order backward Euler (BE) method, and q = 2 for the second-
order trapezoid rule. The first-order method requires the solution vector from the previous
time step, while the second-order method also requires the time-derivative of the solution
vector from the previous time step. Time discretization in the FE equations is achieved by
applying the variable-step corrector for approximating the time derivatives of the
capacitance terms (time derivatives of bulk densities and energy). If we denote the vector

of bulk densities and energy at a grid point by D = (dW,da, e )T, the grid-point time

derivatives are approximated by

(41)

in terms of the “accelerations” (U) given by the corrector Eq. (40).

The predictor equations require that one or more vectors from previous time steps be
available for their application in estimating variables at the next time step. That is, a start-
up scheme is needed. In this work, the fwst step uses the initial condition as predictor, the
second step uses the FE predictor with BE corrector. At the third step, two previous time
derivative vectors are available for use in either of the user-specified predictor/corrector
pairs.

4.2.2 Time step control

The predictor/corrector scheme provides a method for estimating the local time truncation
error, thereby providing a rational scheme for automatic time step control based on a user-
specified truncation error tolerance. By using a norm-type analysis, the local time trunca-
tion error is estimated from the error norm between the predictor and corrector vectors. In
this work the time truncation error norm is defined by
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(42)

whereNU~~ is the global number of unknowns, ~r and ~a are relative and absolute user-
specified error tolerances. The next time step size is specified so that the estimated time
truncation error equals the user-specified error (Gresho et al., 1980), resulting in the for-
mula

Atn + ~ o n(–)Atn =Ilqll‘ (43)

where &t is a user-specified time truncation error tolerance, ~ = 2 and n = 1/2 for the
first-order method, and ~ = 3(1 + At. _ ~/At~) and n = 1/3 for the second-order meth-
od.

4.3 Primary Variables

Substitution of Eq. (41) into Eq. (38) results in a discrete system of nonlinear equations
whose solution describes nonisothermal flow of water and air through a porous material.
There are three degrees of freedom per node point. Note that there are many more un-
known nodal quantities than the three degrees of freedom per node. The various equations
of state, thermodynamic functions and transport relations given in the preceding chapter
must be applied to reduce the total number of unknowns per node to three.

Another not so obvious complication is that the state variables which uniquely describe
the thermodynamic state of the system depend on which phases are present. The two-
phase, two-component system can exist in three possible states, two single-phase states
(all-liquid or all-gas) and a two-phase state. Clearly, all three states could exist simulta-
neously in different parts of a computational domain. The system of nonlinear equations is
to be solved for a set of primary variables, which by definition are a set of independent
variables such that all other secondary variables can be computed from the primary vari-
aides. Unfortunately, common choices such as temperature and phase pressures, do not
form a consistent set for all three possible states. For example, choosing the temperature
and the liquid and gas phase pressures as primary variables is fine for a two-phase state.
However, the liquid phase pressure would be undefined in a co-existing all-gas state. In
this latter state, a consistent set of primary variables could be derived by substituting a
component mass fracticn for the liquid pressure. Two ~echniques can be applied to solve
this type of system. One is substitution of variables (Coats, 1978), wherein primary vari-
ables are chosen dynamically, depending on the state of the system at the grid point under
consideration. The preceding discussion of primary variables is just such a case. If upon
addition of sufficient heat such that all liquid is evaporated at a grid point, the algorithm
must diagnose the change of state from two-phase to single phase gas and make the re-
quired substitution of primary variable consistent with the new thermodynamic state. Be-
sides complicating the programming for such an algorithm, this scheme makes
implementation of higher-order, variable-step time integration methods difficult and com-
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mutationally expensive, requiring computing, storing, and communicating (for parallel al-
gorithms) time derivative data for the accumulation (time) terms in the equations.

A second solution to the primary variables problem, and the scheme implemented in this
work, is the use of a set of persistent variables, i.e., a set of primary variables valid for all

possible states. The grid-point solution vector chosen is U~ = (dW,Pa, T);, which allows

the computation of all secondary variables for any of the three possible thermodynamic
states.

4.4 Nonlinear and Linear Solution Procedures

4.4.1 Inexact Newton iteration

Having specified the primary variables, the task is to find the solution vector U that mini-

mizes the global residual vector, R = (RW,R., R,)~, given by Eq. (38) once the time de-

rivatives have been discretized. The discretized system of nonlinear equations can be
solved for these variables by Newton’s method. By Taylor series expansion of the system

of nonlinear equations about the desired solution (i.e. the value of U that minimizes the
vector of residual equations), the system to be solved is found to be

J(uq)twq+1 = -R(uq), (44)

where J is the Jacobian matrix,

aR.
Jij = ~.

J

The solution vector is updated at each iteration (q)

(45)

according to

U9+1 = Uq+w+]

until convergence is achieved; the stopping criteria is

N
1 ““’ 15Uil

N—x Iuil&r + &a
<1,

unki _ ,—_

(46)

(47)

where Nunk is the global number of unknowns. The Jacobian can be computed eti.ciently
via forward difference approximations, by exploiting the fact that most terms are sums of
products of basis functions and grid variables. In this scheme, Eq. (45) is approximated by

aRi Ri(U + SUej) - Ri(U)

3Uj= i5u ‘
(48)
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where ej is a unit basis vector for the j-th unknown in the solution vector. This “inexact”
Newton scheme (the term inexact in the present context refers to a numerical approxima-
tion of the Jacobian) is a convenient method of determining the Jacobian because any new
transport parameter function or equation of state can be implemented without the need for
the user to also program the gradient of the functions with respect to the solution vector
vaiables. This is particularly helpful in the present class of problems where secondary
variable calculations depend on which phases are present at a particular node point. How-
ever, special care must be taken in computing the forward differences to minimize finite-
precision errors (see for example, Gill et al. 1981, or Press et al., 1992). The error in the
forward difference approximation is due to truncation and cancellation error. The former
is proportional to the step size, while the latter varies inversely with the step size. The er-
ror is minimized by choosing the step size in the form 3 U = IUIEr + Ed, with &r roughly
equal the square-root of the machine precision and &a is a minimum step size. See Gill, et
al., (198 1) for a more complete discussion.

4.4.2 Linear systems solvers

The Newton iteration scheme generates a linear system of equations, viz. Eq. (44), to be
solved for each update vector. The systems are solved using a parallel processing precon-
ditioned Krylov solver library called Aztec (Hutchinson et al., 1995). The library includes
several parallel iterative solution methods, including the conjugate gradient method for
symmetric positive definite systems and a number of related methods for nonsymmetric
systems, e.g. the generalized minimum residual method (GMRES) and transpose-free qua-
si-minimum residual method (TFQMR). The library includes several preconditioners
(e.g., Jacobi, least-squares polynomial, incomplete LU decomposition), which can be
“mixed and matched” with the Krylov methods. An additional convenient feature is a scal-
ing option, which is useful for the systems generated by the discretized multiphase equa-
tions which can yield poorly scaled linear equations. See Hutchinson et al., 1995 for
additional information.

4.5 Boundary Conditions

Both Dirichlet and specified flux boundary conditions can be imposed on the discrete
equations. Several combinations of Dirichlet and flux conditions are also allowable. The
several types are discussed in the following.

4.5.1 Dirichlet conditions

Fixed values for some or all degrees-of-freedom at a particular boundary node can be
specified directly into the residual equation for that unknown. For the Newton iteration,
the residual equahon in the Jacobian matrix corresponding to the boundary node is re-
placed by an identity speci@ing the desired value. A general implementation of this meth-
od is to simply specify the residual equation for the boundary node as RI = u] – g( t),

where u] is the current value of the udcnown and g(t) is the Dirichlet value to be set.

Clearly, the corresponding Jacobian entry is unity on the diagonal and zero elsewhere.
Each matrix solution and update will enforce the desired Dirichlet value. This technique
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can obviously be applied
richlet values.

4.5.2 Flux conditions

Specified surface fluxes

to the discretized system for both constant and time-varying Di-

are the “natural boundary conditions” for the FE formulation
shown earlier. Surface fluxes are conveniently applied by specifying values for the bound-
ary flux terms appearing in Eq. (38). In general the fluxes are time dependent, and can de-
pend on the solution vector at the considered node. Note that these terms specify the net
component flux, in the case of the component mass balance equations, or the total heat
flux in the case of the energy equation. For example, a surface energy flux can be applied
by specifying q. n in the term

appearing in Eq. (38). However, in view of Eq. (36), this value embodies both convection
and diffusion of heat. If the surface is impermeable, the diffusive heat flux is specified. If
there is mass flow at the surface, the heat flux value represents both convective and diffu-
sive transport of energy. The fluxes can be specified in terms of transfer coefficients in the
form,

q.n= h(T - T,ef) ,

for the case of energy transport, and in analogous forms for the mass balance equations. If
the parameters are dependent on the solution variables in a general way, a user-supplied
function can be included to allow such an application. For example, wells are often ap-
proximated by setting fluxes which are proportional to the difference between the bound-
ary pressure in the computation and a wellbore pressure. The coefficient for the flux may
also depend on the boundary pressures, temperature, and fluid saturations, see Aziz and
Settari (1979).

Combinations of surface fluxes and Dirichlet conditions can also be applied, so long as
they form a mathematically consistent set of boundary conditions. An example of an im-
proper specification would be to specify mass inflow at a surface with zero energy flux.
The latter condition would imply zero temperature for the inflowing fluids.

4.6 Parallel Implementation

The foregoing numerical algorithm is implemented for distributed memo~ parallel com-
puters, or networked systems, via domain decomposition and message-passing techniques
(e.g., Foster, 1995). In this work we used the MPSalsa code (Shadid et al., 1996) as a plat-
form, including the parallel-processing implementation. However, there are several prop-
erties of the current problem which necessitated some special developments. A special
data structure was necessary for the porous medium calculations. In our formulation it is
necessary to have a unique material type specified on a node-point basis. This requirement
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Figure 1 Schematic of a domain decomposition in which the global mesh (a) is
decomposed into two subdomains, (b) and (c). The dashed elements
denote the “ghost elements” on each partition. The global mesh displays
the global node numbering scheme, whereas the subdomains display the
processor-level node numbering, with the corresponding global node
numbers displayed in parenthesis.

can be attributed to the capillary pressure vs. saturation constitutive model, which is non-
unique at a material boundary, and our choice of primary variables. Our solution to accom-
modate this non-FEM data structure was to build a processor node-point-to-material map-
ping. To ensure a consistent mapping across processors, a inter-processor communication
is required to update the correct mapping for the “ghost nodes” on each processor.

Domain decomposition, as used in the current context, refers to the process of breaking
the geometrical computational domain into an assemblage of subdomains for the purpose
of assigning the computational work for each subdomain to one unique processor. In a
sense, this procedure is similar in spirit to the finite element method in which the domain
is represented by an assemblage of finite elements, or subdomains of the full domain. The
domain decomposition itself is performed with a modified version of the Chaco (Hen-
drickson and Lekmd, 1993) graph partitioning code. The task for Chaco is to decompose
the global node set graph into a user-specified number of partitions (subgraphs) in such a
way as to minimize the edge interactions between partitions.

A simplified schematic of a domain decomposition is shown in Figure 1 for a structured
grid (the algorithm is implemented for general unsth-ucturedgrids). The global domain is
decomposed into two subdomains, wherein the set of nodes assigned to each processor are
numbered sequentially, starting with the set of nodes that “belongs” to the processor, and
with the ghost or external nodes numbered last. In the figure, the global node numbers cor-
responding to the processor-level node nun%ers on the mesh partitions (Figs. lb m.d lc)
are shown in parenthesis. The dashed elements are the so-called “ghost elements” and the
associated node points are referred to as “ghost nodes” or external nodes. Each processor
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is assigned the nodes corresponding to the un-dashed elements in Figure 1. However, on
each processor the data for the external nodes is necessary to complete the processing for
the border nodes, i.e. the surface nodes on each subdomain. Clearly, interprocessor com-
munication is required for exchanging information associated with the ghost nodes, and
those “border” nodes associated with the current processor.

The implementation of this communication requires for each processor a list of other pro-
cessors with which data must be shared, and, for each of these processors, a list of nodes
with which data is to be exchanged. For those familiar with finite element processing,
these lists are reminiscent of the connectivity array (albeit a multi-level connectivity) relat-
ing which nodes in a mesh define a particular finite element. The interprocessor communi-
cation is set up to take advantage of the native Intel Paragon communication structures,
enabling efficient communication on the Intel Paragon, and is also set up to use the stan-
dard message-passing library definition MPI (Gropp, et al., 1995), thus making the algo-
rithm highly portable. The domain-decomposition itself is done in a pre-processing step,
creating a file containing the decomposition information necessary for interprocessor
communication.

The decomposition in Figure 1 suggests some features of the parallel performance associ-
ated with interprocessor communication. The amount of communication for a particular
decomposition is proportional to the ratio of the number density of surface nodes to inter-
nal plus surface nodes in the partition. The relative amount of communication is analogous
to the rate of heat loss of a volume, which is proportional to the surface mea to volume ra-
tio. For a user faced with solving a problem on a particular mesh, there will be a more-or-
less optimal number of processors (partitions) which will minimize run-time. Too few pro-
cessors will render communication costs negligible but will over-load (assuming more
processors are available) the work on each processor. With too many processors, commun-
ication costs will overwhelm CPU processing. With ever-increasing demands on resolu-
tion, the latter condition is less likely than the former.

5. Numerical Results

The results of verification studies and applications of the code are described here. The ver-
ification studies demonstrate the correct implementation of the numerical algorithms. Sev-
eral illmtrative applications are also included to demonstrate the parallel processing
capabilities.

5.1 Benchmark Problems

5.1.1 One-dimensional infiltration into a homogeneous porous material

A typical test problem for unsaturated flow is that of one-dimensional infiltration of mois-
ture into a homogeneous porous material. The version of the infiltration problem presented
here was previously used in evaluating the solution approach in JACQ3D3, a computer
program for solving nonlinear heat conduction problems. As part of the evaluation, results
from JACQ3D were compared with those from a one-dimensional code, based on the
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method-of-lines (MOL), which solves isothermal unsaturated flow in fractured and un-
fractured porous media (Martinez, 1988). In this test problem, the initial saturation is as-
sumed uniform in the material and moisture is introduced at the top of the column by
specifying a saturated condition.

The material models specified for the relative permeability and capillary pressure follow
the so-called van Genuchten function (van Genuchten, 1978), and method of Mualem
(Mualem, 1976)

‘J’)=w-m
and

(49)

(50)

with L = 1 – 1/~. g is the gravitational acceleration and pl is the liquid density. The
scaled saturation, ~, is a function of the liquid saturation, S, and the material residual sat-
uration, Sr

S-sr
s=—

1-s,

The two parameters, cc and P, influence the degree of nonlinearity in the problem. The
former provides a pressure scale for capillary forces, while the latter is indicative of pore-
size distribution. Material properties and model parameters specified in this problem are
shown in Table 1. The saturated conductivity listed in Table 1 is a term preferred by hy-
drologists and is defined as K. = (Plgk)/pl. These properties are similar to a sand-like
porous material. The computational mesh used for both the MOL code and the present
code consisted of 20 elements. each one-half meter in length, for a total column length of
10 meters (O <z <10 m).

Figure 2 shows moisture content profiles at various times for Dirichlet boundary condi-
tions, with 50% initial saturation. This value of initial saturation results in about two or-
ders of magnitude variation in conductivity over the computational mesh. Also shown is
the solution obtained the MOL code. There is good agreement between results. The MP-
Salsa solution required about 14 seconds on a SPARCstation 20/150 for 121 time steps.

3. J. H. Biffle, JACQ3D - A three-dimensional finite element computer program for nonlinear heat
conduction problems with the conjugate gradient method, unpublished SNL Tech. Rept..
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Table 1: Hydrologic Properties

Figure

Parameter Value Units

a 0.10 m-l

P 2.0

I 0.1 I I
~ 0.43

K. 8.2 X 10-5 rnls

8.0

N 4.0 -

2.0 - — MPSalsa
0 MOL

O.O[. .1, . . ..! . . . . . . ...4... ,, ...1
0.20 ‘0.25 0.30 0.35 0.40 0.45

Moisture Content
2 Moistureprofiles ofinfiltrationinto a homogeneous porous material.

5.1.2 One-dimensional ifiltrationinto a layered medium

This example involves one-dimensional steady infiltration into a layered porous medium.
This problem is a particular case (case 2) of the Yucca Mountain project COVE 2A bench-
marking study, see Hopkins (1990) for more details. The problem is driven by a 0.1 rnrnlyr
infiltration rate at the top of a 530 m column composed of the 4 major hydrostratigraphic
units of Yucca Mountain, as were understood at the time of the study. In case 2, the mate-
rial was considered to be unfractured. The material models specified for the relative per-
meabilityy and capillary pressure follow the van Genuchten functions given in the previous
section.
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Table 2: Hydrogeologic data for layered medhrn (COVE 2A, case 2).

Geologic unit
Elevation

@ k (m2) ct (m-]) p s,
interval (m)

Calico Hills 0-130 0.46 2.7x10-14 0.016 3.872 0.041

Topopah 130-465 0.11 1.9X10-18 0.00567 1.798 0.01
Springs

Paint Brush 465-505 0.40 3.9X10-14 0.015 6.872 0.10

Tiva Canyon 505-530 0.10 9.7X10-19 0.00821 1.558 0.002

Table 2 lists the relevant material data. Figure 3 compares profiles of liquid saturation as a
function of elevation above the water table as obtained with the code LLUVIA (Hopkins
and Eaton, 1990), used in the COVE 2A study, and the present code. The abrupt breaks in
the profile mark the interfaces between the geologic units, and indicate significantly differ-
ent hydrologic properties for each layer. Some of the discrepancies in the figure can be at-
tributed to different mesh representations of the units. The exact location of interfaces is
different by a half mesh spacing (about 5 meters) between the grids, resulting in slightly
different layer thicknesses. Otherwise, the comparison is good.

600

~ 400

%

—— — --R-@’

0.2 0.4 0.6 0.8 1‘,
Saturation

!0

Figure 3 Comparison of Cove 2A, case 2 simulation between LLUVIA (solid line)
and present results (symbols).
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5.1.3 One-dimensional heat injection into a homogeneous porous material

The steady heat pipe problem discussed by Udell and Fitch (1985) is the basis for the set
of transient, two-phase flow test problems described here. These problems involve the in-
jection of heat into a one-dimensional horizontal column of porous material in which the
void volume is filled with air and water (liquid and vapor). These problems were solved
previously (Martinez, 1995a) using the one-dimensional, method-of-lines code (MOL) de-
scribed in Section 5.1.1, and the finite element computer program FEHMN (Zyvoloski et
al., 1993).

The material properties specified for these problems are the same as in the steady heat pipe
problems posed by Udell and Fitch ( 1985), and are described here. The capillary pressure-
saturation relation is given by

Pc
J

‘(1.417(1 -s)- 2.12(1 -s)2+ 1.263(1-,s)3)=cJ -
k

and the relative permeabilities are defined by

k,g = (1-.s)3 krl = S3,

(51)

(52)

where o (=0.05878 N/m2) denotes surface tension and

S[-s~r
s—
= l–sl, ”

(53)

The material has 40?40porosity ($) and 1 Darcy permeability (k=10-12 m2). In addition,
the effective thermal conductivity was specified as

(54)

with XO=0.582 W/m-K and AI =1.13 W/m-K.

The first example problem involves the injection of heat into a one-dimensional horizontal
colurmi of porous material 2 m in length (L). The void volume is filled with air and water
(liquid and vapor). The end (x=L) of the column opposite the heat injection is maintained
at initial conditions, T=70° C, P~=l atm (.10133 MPa), and S1 = cl/@ = 0.5. .4 heat fl~x
of 20 W/m2 is applied at x=O; this boundary is also closed to flow of air and water. This
value Cf heat flux is low enough that heat transport is mostly by conduction, however, va-
por pressure gradients also contribute to mass and energy transport. A constant effective
thermal conductivity of k =0.86 W/m-K was used in this problem. The 2 m column was
discretized into 100 evenly spaced elements.

Figures 4 and 5 show the evolution of temperature in the column over a 30 day simulation
period. Also shown are the results of the simulation of the problem using the finite element
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multiphase code FEHMN. For FEHMN, a two-dimensional 100-element mesh was speci-
fied for discretizing the computation region (1x2 m), resulting in 202 node points at which
the solution is calculated. The FEHMN calculations did not include binary diffusion in the
gas phase; the simulation with the MOL code was performed with and without diffusion,
as was the simulation with MPSalsa. The solutions without difision using FEHMN and
the MOL compare well with those of MPSalsa (Figure 4). Comparing the results to those
of Figure 5 also illustrates the non-negligible influence of binary diffusion in the gas phase
for a problem driven by even a moderate heat flux. The hotter temperatures increase the
vapor pressure and so provide a concentration gradient which drives diffusion of water va-
por to the cold end of the column. There is a corresponding decrease of liquid water con-
tent (i.e., drying) near the heat source (not shown).

The second test problem is similar to the one just described, except that it involves a high-
er rate of heat injection. For purposes of comparison, the transient evolution to the steady
solution was simulated and results compared with the MOL code. This problem exercises
features of evaporation/condensation and vapor and liquid flows in the code. The material
properties are the same as described in the preceding example. Binary diffusion in the gas
phase is allowed, and the variable effective thermal conductivity of Eq. 54 is used. Once
again, a 2 m horizontal column filled with water and air is considered, and the same dis-
cretizations as discussed above were used. Also, the same initial conditions were specified
(T=70° C, P~=l atm, and S~O.5), but the boundary conditions differ. To initiate the trans-
port, the left end (x=O) is abruptly saturated with liquid (Sl = 1), while the temperature
and pressure are maintained at 70 0C and 0.10133 MPa, respectively. A 100 W/m2 heat
flux is applied at x=L, which is also closed to flow of air and water.

100, I I I I
I

Figure 4 Temperature profiles due to a 20 W/m2 heat flux (no binary diffusion).
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Figure 5 Temperature profiles due to a 20 W/m2 heat flux (binary diffusion).

Figures 6 and 7 compare the transient evolution of liquid saturation and temperature as
given by the MOL and MPSalsa codes for up to 50 days of simulation, by which time a
steady solution is attained. It is noted that, for a two-meter column, neither the Ml?%.lsa
nor the MOL steady solutions (50 days) indicate complete dry-out of the porous material.

A more detailed description of the MOL and FEHMN calculations is presented in Martin-
ez, (1995).

5.1.4 Three-dimensional flow in unsaturated heterogeneous porous media

The test problem considered here is one used in earlier benchmarking efforts in both 2- and
3-D domains. The geometry for the 2-D problem is shown in Figure 8. The geometry for
the 3-D problem was obtained by simply extending the X-Z plane shown a distance of 2
meters in the y-direction. The four distinct material regions indicated in Figure 8 were
retained along the y-direction. The material properties are given in Table 2. The 3-D mesh
u~ed ii~‘tis study, which includes 18,900 eight-node brick elements and 21,758 nodes, is
shown in Figure 9. and measures 8.5 m along x, 6.5 m along z ancl 2 m in the y-direction.
The problem is 3D because of the applied boundary conditions. The boundary conditions
me no-flow everywhere, except for a source area on the upper surface of the domain. The
source patch is defined on z=6.5 mover O< x S 2.25 m and OS y S 1 m. An infiltration rate
of 2 cn-dday is specified over the patch. The problem was simulated for 30 days of
infiltration. Initially, the porous medium is relatively dry with a uniform initial value of

pressure head, ~ = –7.34. This problem was run both as a linear problem (constant
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Figure 6 Saturation profiles due to a 100 W/m2 heat flux (binary diffusion).
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Table 3: Hydraulic Properties

Material/ K,
Zone No. (m/day) o e,

:1 P

1 7.909 0.368 0.1020 3.34 1.982

2 4.699 0.351 0.0985 3.63 1.632

3 4.150 0.325 0.0859 3.45 1.573

4 41.50 0.325 0.0859 -3.45 1.573

hydraulic conductivity, K$) and a nonlinear problem (hydraulic conductivity a fimction of

pressure head). A measure of the degree of nonlinearity in the solutions is the variation in
conductivity over the solution domain. For the nonlinear case, simulations indicate a 4 to 5
order-of-magnitude variation in conductivity in material 1, the region containing the source
patch.

2.25 m
< >

0.02 rnldy

il ill
\l/ \l/ \’/ w w

zone 1

zone 2

4m

zone 3

\

6.5 m

/

Figure 8 Schematic of two-dimensional problem.
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Figure 9 Finite element mesh for 3D problem (18,900 brick elements).

38



Contours of saturation, S1, at various times during the simulation of the nonlinear problem

are shown in Figure 10 for illustrative purposes. The results show the general downward
invasion of moisture introduced at the source into the initially dry material. Details of the
infiltration can be explained by considering the contrast in material properties, as given in
Table 2. Material 4, which is the rectangular inclusion, has the same material properties as
the enclosing material (material 3), except the saturated conductivity is ten times larger. At
10 days the effect of the large conductivity is evident as Figure 10 shows the faster invasion
of the moisture through the inclusion. By the same reasoning, at 20 days the moisture is
seen to be propagating along the x-direction in the inclusion, since the moisture has
infiltrated from the upper left corner (in the y=O plane) and rapidly dropped down to the
lower left edge with the help of gravity and finally diffuses laterally inside the inclusion.
At 30 days, the lower left corner retains a‘ ‘perched” (local maximum in saturation) pocket
because of the high-to-low conductivity contrast between materials 4 and 3. The region in
material 3 directly above the inclusion is drained (i.e. a local minimum in saturation) by the
high conductivity inclusion. Figure 11 compares saturation contours at 30 days computed
with Coyote II (top figure, D. K. Gartling and R. E Hogan, 1994), and the present code
(bottom figure). Since Richards equation can be cast as a nonlinear heat conduction
problem, Coyote II (a nonlinear heat conduction code) can be used to model isothermal
unsaturated flow by defining hydrologic properties as pseudo thermal properties.

5.2 Illustrative Applications

Having verified the implementation of nonisothermal two-phase flow in the code, we now
turn to some illustrative examples intended to demonstrate some of the capabilities of this
simulator.

5.2.1 Pre-emplacement infdtration at Yucca Mountain

Because of its unique capabilities, the code was applied to a high-resolution, fractured
flow study in cross-sections of Yucca Mountain (YM) in southwestern Nevada, a location
being considered for the nation’s first high-level nuclear waste repository. This application
was part of a larger multi-scale study to evaluate scaling issues at YM (Altman, et al.
1996). The main objective of the present study was to investigate “lateral flow” at YM as it
affects the percolation flux at the proposed repository horizon. Flow simulations including
a complete geostratigraphical description on the mountain-scale (as is presently under-
stood) had not been previously possible due to computer resolution limitations.

The east-west cross section considered in the study is shown in Figure 12, in which 19 dif-
ferent hydrogeologic units were modeled. Each of the major geologic units indicated in
the figure is composed of several sub-units. The particular area of interest for the study is
the Paint Brush unit, which is labelled in the figure, and which is composed of several sub-
units, some of which pinchout along the lateral direction. The numerical grid for this cross
section contains over 73,000 grid points, with some grid spacings as small as one meter,
while the height and width of the cross section measures about 1.2 km by 0.7 km. A de-
tailed section of the grid is shown in Figure 12. This is the first mountain-scale flow simu-
lation of YM to include such fine geologic detail. The material properties for these units
are based on the best available data. The materials are modeled as fractured rock using the
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Figure 10 Saturation contours at t=10,20, and 30 days. 



II>

Figure 11 Comparison of saturation contours at t=30 days; Coyote II (top) and
MPSalsa (bottom).
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A F -  
A 

Ma- Units 
tor G e o l u  

Tim Canyon 
I> Paintbrush 

Topopah Springs 

.> Calico Hills 

Figure 12 East-west cross section of Yucca Mountain, Nevada. The major 
hydrogeologic Units, which are composed of many sub-units, are labeled. 
The fidl grid contains over 73,000 grid points, and resolves many fine 
geologic details of the cross section, particularly in the Paint Brush unit. 
Saturations (colors) and flowlines are shown for the case (f) simulation. 

so-called equivalent continuum model (ECM) described by Peters and Klavetter (1988) 
which assumes the frachue and matrix systems are locally in pressure equilibrium. The re- 
sulting models for bulk porosity, saturation, and permeability, me given by 

and 

where 4,  S ,  and k denote porosity, liquid saturation and permeability @duct of i n t h i c  
and relative permeability), and subscriptsf; m, and b denote fracture, matrix and bulk val- 
ues. Each of the matrix and h t u r e  dative permeability and saturations functions for a 
particular geologic Unit are described by the van Genuchbm model given in Eq. (49) and 
Eq. (50), respectively. Because the saturation functions so described are nonlinear implicit 
functions of the capillary pressure, the functions were described in tabular form. The 



FORTRAN code for these models was provided by R. R Eaton of SNL. The material data
for the models is given in Altman et al., 1996 and will not be repeated here. Suffice it to
say these materials, and especially with the ECM, display many orders of magnitude vari-
ation in permeability from unit to unit, rendering a highly nonlinear problem which re-
quires the Newton iteration scheme for convergence.

The lateral boundaries were modeled as no-flow boundaries; the lower boundary was
modeled as a water table (liquid saturation unity). Three sets of spatially variable infiltra-
tion rate distributions, based on measurements at YM, were specified over the upper sur-
face, see Altman et al., 1996. The three infiltration functions, designated case (a) through
(c), were arranged in decreasing integrated (total) infiltration. All three are based on obser-
vation at similar locations to the present cross section. The objective was to compute a
steady solution subject to these boundary conditions. The steady solutions were deter-
mined by computing a false transient, starting with an arbitrary initial condition. A uni-
form initial saturation of 50% was specified over the domain, except for the layers near the
water table, where 80% saturation was specified to help “smooth” the spatial transition to
saturated conditions. Six different cases were run. In addition to the three infiltration dis-
tributions, three cases were run with the same infiltration distribution, but with stochasti-
cally determined variations in certain geologic units which were likely to effect lateral
flow. The idea was to provide conditions, within a realistic statistical range, that might re-
sult in significant lateral flow diversion in order to examine its effect on the percolation
flux at the repository horizon.

The general trend was that lateral diversion increased with decreasing total infiltration, i.e,
case (c), the solution for which is shown in Figure 13(a), displayed the most lateral diver-
sion, as indicated by the lateral displacement of the flowlines4 shown. Figure 13 also
shows the liquid moisture saturation distribution. The large variation in saturation is due to
the strong contrast in material properties for the various hydrostratigraphic units modeled
in this simulation. The saturation variation across the upper surface reflects the spatially
variable infiltration flux specified. In addition to the standard cases, a series of cases were
simulated in which the fracture matrix properties in adjscent units were perturbed, within
the statistical scatter in the flow properties. This was done to illustrate the possible varia-
tion in lateral diversion with extreme juxtapositioning of certain units. Figure 13(b) shows
the solution for one such variation (so-called case (d)), resulting in a capillary barrier ef-
fect in the geologic unit labeled “bt3” in the Paintbrush unit. A close-up view is shown in
Figure 14, which also labels the sub-units in the vicinity of the capillary barrier. As indi-
cated, case (d) results in lateral diversion of infiltration entering the unit overlying the
PaintBrush unit in the upper west end of the cross section, the so-called Solitario Canyon
region. The fine structure is highlighted in this figure, which shows geologic layers, some
of which “pinch out,” with highly variable saturation distributions. Simulations are com-
pared with saturation measurements in Altman, et al., (1996), which show good agree-
ment. The study demonstrated that the moisture flow in the vicinity of the proposed
repository horizon can be highly dependent on the stratigraphic units included in the mod-

4. The ‘Tlowlines” are particle paths; the mass flux between two flowlines is constant, but thismass
flux is notnecessmilythesameasbetweentwootherflowlines.
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Figure 13 Liquid saturation distribution (color coded) and flow lines in a cmss section 
of Mrcca Mountain, Nevada Signiscant lateral flow diversion is the result of 
the large contrast in the fractured material properties. 

el. See the aforementioned report by Altman, el ai., (1996) for a more complete discussion 
of this study. 

5.2.2 Hydrothermal transport in fractured rock 

Our final example is also motivated by the YM project. We examine mdtiphase hydro- 
thermal transport, due to a heat-generating source distribution, in a large scale 3D region 
modeled after YM. The computational grid, shown in Figure 15, is mmposed of over 
358,000 node points and includes the major hydrostratisraphic units at YM. The waste re- 
pository is to be sited in the Topopah Springs unit and is indicated by the fine discretiza- 
tion in the figure, where the heat source is located. The material blocks are shown in Fig. 



case (c) 

T- ---- UI Dc* caiz (d) 

capillary 
barrier \r 

Figure 14 Illustration of a so-called capillary barrier, effected by variation, w i t h  the 
scatter in the data, of fracture/matrix hydrologic properties in the geologic 
units labelled in the figure. Case (d) results in complete lateral diversion of 
flow along the geologic unit designated bt3. 

16. This hexahedral unstructured finite element mesh was created with the CUBIT (Black- 
er et al., 1994) mesh generation program. This domain was meant to be similar to YM, but 
it is not a true representation. The front-facing m s s  section shown in Figure 15 is in fact 
representative of YM. However, the full 3D region was generated by “sweeping” this cross 
section backward for 3 km at a vertical inclination of about 5 degrees. Figure 15 includes 
spatial coordinates of selected points for scale. The entire region measures about 1.6km 
east to wesf includes about 0 . M  above the water table (the lower boundary) and extends 
3 lan along its length. 

The materials are modeled as composite fractured media using the ECM model introduced 
in the preceding section. In this case, however, both the gas and liquid phase relative per- 
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Figure 15 Grid composed of 358,000+ node points. Selected coordinates (x,y,z) in
meters are shown for scale.

meabilities are derived from equations of the form given in Eq. (57). For example the bulk
gas permeability is

% = kf’$.,f$f+L?& J 1–@f)9 (58)

where kr, f and kr, rn denote the relative permeabilities for the fracture and matrix contin-

ua, respectively, and each is given by the functional form 1 – kr, 1, in which kr, 1 is given
by the van-Genucthen functional form in Eq. (49). Also, k and km are the fracture and

imatrix intrinsic perrneabilities, respectively. The property ata for this problem are those

specified in the preceding example.

Lateral boundaries are specified as no-flow for all three mass and energy balance equa-
tions. The entire lower boundary is modeled as a water table (moisture saturation unity) at
1 atmosphere pressure and a temperature of 20° C. The upper boundary is also at 1 atmo-
sphere pressure, but at a temperature of 150 C. An infiltration flux of water at 0.1 mrn/yr
is applied uniformly over the entire upper boundary. These conditions simulate an upper
boundary in contact with the atmosphere. The heat source term for the repository was
specified as
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Figure 16 Material blocks and grid on the back si& of model. Material blocks are 
labeled to correspond with YM geologic units. 

1 CY-Yo) Q, = Qoexp(-ht-j( r), 
with Qo = 0.75 W/mz, h = 1/63.37yf1, u = 494.3m, and yo = l5OOa The y-coor- 
dinate is perpendicular to the plane shown in Figure 16. The repository block measures 
75Om by 1Om in the cross section shown in Figure 16. 

The simulation was performed in two steps. In order to start with a pre-waste-emplace- 
ment condition, a steady state solution was first obtained with no repository heating. This 
solution provided the initial condition to the next phase of the study which included repos- 
itory heating. 

Figure 17 shows pressure and temperature distributions after 23 years of heat output by the 
model repository. The temperature is very near to the (thermodynamically) saturated tem- 
perature for this pressure. Much of the air has been driven from the repository at this time, 
see Figure 18. This phenomenon could be important to the question of corrosion of waste 
containers, a processes whose chemistry may be affected by the absence of air during the 
hot phase of the repository, before the heat output decays significantly. Some gas pressure 
build-up above the repository is noted. However, due to the high gas permeability afforded 
by the fractured medium, the variation in gas pressure is modest. An earlier 2D simulation 
which modeled materials as matxix-only (unfractured) and with Qo = 1.0 W/m2 resulted 
in repository temperatures on the order of 160 O C and gas pressures of 0.68 MPa after 53 
years of heat output. The unfractured matrix permeabilities are ultra-low at YM, on the or- 
der of lo-'* m2 for the repository horizon, which can trap the evaporated gases in and 
around the repository resulting in very high pressures and temperatures. 
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Figure 17 Pressure and temperature distributions at 23 years. Each geologic 
unit is modeled as a fractured medium, which provides enoueh gas 
penneability to negate significant gas pressure build-up. 
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Figure 18 Partial air pressure (Pascals) at 23 years in the plane y-1500 m. Heat- 
driven evaporation and subsequent gas transport away from the repository 
has driven off much of the air, leaving about an 8% mole fraction at this 
time. 

This simulation, on a mesh consisting of 358,000+ grid points, requires the solution of a 
linear system composed of about 1.1 million equations which are solved at each time step. 
These transient simulations require many 100s of time steps to simulate flow over many 
thousands of years. This magnitude of simulation can only be performed with parallel pro- 
cessing computers, as in the current simulator; this is a significant capability. The simula- 
tions were run on SNL’s 1800-processor Intel Paragon computer; numerical performance 
studies are discussed in the following section. The capacity of the simulator depends on 
the size (number of processors and memory per processor) of the parallel computer avail- 
able. The present example did not utilize the 111 capacity of the Paragon’. 

5.3 Numerical Performance 

53.1 Pre-emplacement infiltration at Yucca Mountain 

A parallel processing performance study was conducted on case (c) of the previously men- 
tioned study. This case displays significant lateral diversion. The study was conducted on 
the SNL 1800 processor Intel Paragon on 32,64, 128 and 256 processors. The GMRES 
solver, with incomplete LU preconditioning (iLU) and no scaling, was used. The steady 
solution was obtained by solving a transient simulation, using the forward Eulerhkward 
Euler time integrator with automatic time step control, which required 187 time s tep and 
359 Newton iterations to integrate to a time of 950,OOO years, the time-scale for obtaining 
a steady solution with these material types. The CPU requirements, excluding loading 
mesh data and file handling, and speedup ratios are shown in Figure 19. Note that the 
speedup ratio shown is relative to the CPU processing time obtained on 32 processors. The 
problem is too large to run on one processor of the SNL Paragon. As indicated, the pro- 

5.  SNL has recently procured an Intel-built 9ooo processor temilop machine. This machine should 
enable fuUy transient simulations with mughly 108 grid poiat resolution. 
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Figure 19 Parallel processing performance data for the 2D Yucca Mountain pre-
emplacement infiltration simulation on a fixed-size grid composed of
73636 node points. Each simulation required 187 time steps, and 359
Newton iterations, demonstrating a fully parallel solver implementation.

cessing time for running the simulation is reduced to under 30 minutes on 256 processors
of the Intel Paragon. The same simulation on a single-processor Sun SPARCstation 20 re-
quires on the order of 36 hours, and enough memory to load such a problem. However, the
efficiency begins to suffer for 256 processors as communication costs become significant.
With 73636 unknowns, the ratio of external-plus-border nodes to internal-plus-border
nodes is in the range of 50-55% for the load balance obtained with Chaco (Hendrickson
and Leland, 1993); hence, the communication costs are a large fraction of the processing
time. This is inevitable when a fixed-size mesh is partitioned onto an increasing number of
processors. On the other hand, the speedup ratio for 64 processors still lies on the theoreti-
cal upper bound line. In this case a typical ratio for surface nodes (nodes requiring com-
munication) is about 2590, and yet the communication time doesn’t significantly impact
the parallel performance. These numbers indicate the message size is also important, typi-
cally a fixed cost per byte, beyond a fixed message start-up cost.

5.3.2 Hydrothermal transport in fractured rock

This problem was also run on various numbers of processors to assess the parallel perfor-
mance on the 1800 processor SNL Intel Paragon. In order to reduce the CPU requirements
for a mock heat-up and cool down cycle, the heat output was reduced by setting QO = 0.5
W/m2 and the simulation was carried out to 3000 years, starting with the pre-emplacement
solution, as described earlier. The GMRES solver, with incomplete iLU preconditioning
and row-sum scaling, was used. The iLU preconditioning algorithm was not overlapped
over the processors (overlapping is available, but the memory and communication costs
are substantial); hence, the number of linear solver iterations required will vary with the
number of processors. The row-sum scaling is beneficial, since the solution variables can
vary greatly in magnitude.

The total CPU time, excluding loading mesh data and file handling, is shown in Figure 20
as a function of the number of processors. Each simulation, performed with different num-
bers of processors, required71 time steps and 125 Newton iterations to integrate the solu-
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Figure 20 Parallel processing performance data for the 3D hydrothermal
simulation. Each simulation required 71 time steps, and 125 Newton
iterations, demonstrating a fully parallel solver implementation.

tion out to 3000 yrs. This demonstrates the correct parallel implementation of the solution
algorithm. As noted above, the iLU preconditioned was not overlapped on the various pro-
cessors, and therefore the number of linear solver iterations varies with the number of pro-
cessors. For the present simulation, 9023, 9841, and 10103 total linear iterations were
necessary on 256, 500 and 1024 processors, respectively. The speedup ratio shown was
defined as

256 ● TZ56
7’
‘P

where T ~ denotes the CPU time on p processors. The numerator estimates the CPU time
on a sin~le processor based on the CPU time for 256 processors. This estimate is not ex-
pected to be accurate (relative to the speedup ratio based on execution time on one proces-
sor), and neither is the speedup ratio for 256 processors shown on Figure 20. The current
problem is far too large to fit on a single processor of the Intel Paragon. It in fact didn’t fit
on as few as 200 processors (The limitation was the GMRES solver, with 32 Krylov sub-
space vectors requested). Utilizing 1024 processors, the relative efficiency is about 79%, a
good value for an unstructured grid parallel algorithm.

Figure 21 compares the time-step history between the second-order .Adams-Bashforth/
trapezoid-rule (ABT) integrator and the first-order forvmrd-Euler/backward-Euier (FEBE)
scheme. The former scheme performs the integration to 3000 years in 48 time steps (77
Newton iterations) versus 71 steps (125 Newton iterations) for the Euler scheme. On this
problem, the second-order method performs the integration in about 59$Z0of the time re-
quired by the first order method. Note that although the ABT method increased the time
step sizes quickest, the time step size for the FEBE method has “caught-up” at the end of
the simulation.
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5.3.3 Three-dimensional flow in unsaturated porous media

To demonstrate the code’s capability to execute in parallel on multiple workstations using
the Message Passing Interface (MPI), the three-dimensional problem described in Section
5.1.4 was executed on one, two and four Sun SPARCstation20 workstations. The GMRES
solver, with incomplete LU preconditioning and no scaling, was used. The forward Euler/
backward Euler integrator with automatic time step control was used for the transient sim-
ulation which required 80 time steps and 164 Newton iterations to integrate to a time of 30
days. The CPU requirements, including loading mesh data and file handling, and speedup
ratios are shown in Figure 22. Note that using two workstations yields a speedup ratio of
1.98, very near the theoretical limit of 2. With four workstations, the communications
costs bring the speedup ratio down from a theoretical value of 4 to 3.75. This 94% effi-
ciency is still very good for performing communications over ethernet, demonstrating that
existing distributed computing assets can still be used effectively to perform parallel cal-
culations with the simulator developed in this project.

6. Concluding Remarks

6.1 Summary

The major objectives of this LDRD-sponsored project were to initiate a research program
in multiphase multicomponent subsurface transport, and to develop state-of-the-art com-
putational tools for numerical simulation of such problems. These goals were successfully
achieved in this project. This project has produced a strong foundation for continued re-
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communicating over ethernet via MPI. The problem is for patch
infiltration into a 3D unsaturated heterogeneous medium on a fixed-size
grid composed of 21758 node points.

search into project-funded subsurface transport problems. The numerical platform in par-
ticular provides an excellent base for developing simulation capability in areas of current
interest to SNL including, nuclear subsurface waste disposal and cleanup, groundwater
availability and contamination studies, fuel-spill fires for weapon and transportation safe-
ty, heat-driven foam decomposition in weapon components, and DNAPL transport and re-
mediation, to name just a few.

The major accomplishment was the development of a general-purpose 3D unstructured
grid, two-phase, two-component subsurface transport, finite element simulator. The MP
algorithm is scalable. The code has been applied to an SNL project, where high-resolution
simulations were required. This simulator can be run on the Intel Paragon, IBM SP-2, as
well as on a network of workstations; it is not necessary to have access to an MP machine.
However, the code can be described as an “beta” version, fully capable of the physics de-
scribed in the foregoing, but requiring some additional development of the user interface.
The performance results clearly show the potential for this general purpose MP capability.
In particular, the previously discussed applications demonstrate that 3D, large-scale mul-
tiphase simulations with high resolution of geologic strata are feasible, and moreover can
now be performed routinely on the SNL Intel Paragon. However, the parallel processing
capabilities can also be accessed on (ubiquitous) networked systems using MPI. This en-
ables 3D high-resolution parallel processing simulations to be performed on common net-
worked systems.

6.2 Recommendations on Future Directions

The following enumerates some areas for development which could provide a significant
cost/benefit for invested resources.

1. The ability to couple the code with geostatistical property simulators should be
implemented, to enable statistical analysis of
heterogeneity and uncertainty analysis. A
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heterogeneous data has recently been implemented. It allows the user to speci~
heterogeneousdata not onlyfortypica.1 parameters, suchas permeabilityandporosity,
but also for user-specified parameters appearing in transport models, such as relative
permeability functions, etc.

2. The ability to simulate transport of dilute species would enable modeling of
conservative and non-conservative (e.g., radioactive) contaminants, and the transport
of organics in quantities below their aqueous volubility limits. This would allow the
simulation and design of many existing and emerging remediation technologies. The
present code already includes the capability to include auxiliary transport equations,
and so this capability would require few architectural modifications. However, prior
experience (Martinez, 1985) indicates high-Peclet number convection schemes maybe
warranted, e.g., along the lines of the streamline upwind Petrov~Galerkin (SUPG)
method (Brooks and Hughes, 1982) or the Galerkin least-squares (GLS) technique
(Hughes et al., 1989).

3. The code’s applicability to the understanding and remediation of non-aqueous-phase-
Iiquids (NAPLs) in concentrations greater than their aqueous volubility limits could be
greatly enhanced by implementing a three-phase, multicomponent capability. The
treatment of multiphase, multicomponent phase equilibria (Walas, 1985; Callen, 1985)
would require a significant effort. A formulation for this type of problem was
completed in this project (Martinez, 1995b) utilizing a partition-coefficient approach
to phase equilibria, which was also researched under this project (Ho, 1995a, 1995b).
A fully compositional, Gibbs free-energy minimization approach to phase equilibria
coupled with a three-phase flow model would offer the most general simulation
capability. However, this would entail a significant development effort, on the order
of 2-3 FTEs for 2 years.
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