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Abstract

This report describes the research performed under the Laboratory-Directed Research
and Development (LDRD) grant \A new approach to protein function and structure pre-
diction", funded FY94-6. We describe the goals of the research, motivate and list our

improvements to the state of the art in multiple sequence alignment and phylogeny (evo-
lutionary tree) construction, but leave technical details to the six publications resulting
from this work. At least three algorithms for phylogeny construction or tree consensus
have been implemented and used by researchers outside of Sandia.
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1 Introduction and Project Goals

The primary structure of a protein is its amino acid sequence, simply a list in order of the

amino acids which make up the one-dimensional chain structure. In vivo, these proteins

fold locally into small regular elements such as beta strands and alpha helices, giving the

2D or secondary structure. This in turn folds in three dimensions to form the 3D or

tertiary structure. This tertiary structure largely determines the protein's function. The

ability to accurately predict protein structure and/or function from amino acid sequences

has application to disease understand, gene recognition, and drug design.

Ultimately it is the sequence that determines this 3D structure, but it is not yet known

how to predict 3D structure from 1D structure (which can be determined more easily

in the laboratory). Many methods are being investigated for this problem including �rst-

principle physics simulations. In this work, we used the concept of mathematical similarity

to locate conserved (highly similar) regions among sequences viewed as strings. One can
then use databases of proteins with known structure, determined for example via crystal-
ization and/or NMR. One can compare proteins with unknown structure to proteins with

known structure, using the generally-believed assumption that proteins with highly-similar
sequences will have highly-similar tertiary structure. This general idea is widely accepted
in the biology and computer-science communities, but our emphasis is di�erent, as detailed
below.

The primary mathematical tools used to determine similarities are multiple sequence

alignment and phylogenetic (evolutionary) trees. This research has concentrated on im-
proving algorithmic technology for these tools.

A multiple alignment for a set of proteins matches each element in the sequence of a
protein to another element (or a gap) in each other protein. Except for the possible addition
of gaps, all sequences remain in order. See Figure 1 for an example. Considering for the

moment just two sequences, the edit distance is what biologists consider a basic measure
of the cost of changing one protein into the other by evolutionary methods. A match (two
identical letters) costs nothing. A mismatch (matching two di�erent amino acids) costs
a constant amount dependent on the pair, essentially a measure of the likelihood of the
substitution of one for the other in an evolutionary process. Inserting a gap in a sequence

costs an amount determined by the gap function, a measure of the likelihood of insertion

or deletion of amino acids in evolution.

The cost of a multiple sequence alignment builds upon these pairwise costs. In general,

the cost of a multiple sequence alignment is the sum of the induced pairwise edit distances

(how the pair is aligned within the multiple ensemble), with the sum taken over some

subset of the pairs. Although the concept of cost for a pairwise alignment is relatively
well-accepted [37], other than speci�cation of parameters, there is no general agreement
on a best multiple-alignment metric. The two most studied metrics are sum of pairs and

tree alignment. In the sum-of-pairs metric, the pairwise edit distances are summed over all

pairs. In the tree-alignmentmetric, on the assumption that the set of proteins evolved from

a common ancestor, one constructs a tree with these sequences labeling the leaves (bottom
nodes), �ll internal nodes with hypothesized ancestors or original sequences, and sum only

induced edit distances between each ancestor/descendent pair. Thus the alignment of most

pairs is ignored.
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Finding an optimal sum-of-pairs alignment is NP-complete, and �nding an optimal

tree alignment, even when the topology is given, is MAX SNP-complete [32]. Thus it is

computationally di�cult to �nd optimal solutions in general, particularly as the number

of sequencess grows.

Dynamic programming can be used to �nd optimal multiple alignments for the metrics

proposed to date. However, the running time becomes prohibitively large even for a small

number of sequences. Pairwise optimal alignments can be computed e�ciently however. A

natural strategy is then to build a multiple alignment progressively using repeated e�cient

pairwise alignments, adding gaps as necessary. Thus a tree alignment suggests a progressive

multiple alignment, aligning siblings and moving up the tree. This strategy is a valid

heuristic for any metric, not just the tree-alignment score. The order in which pairs are

aligned has a large e�ect on the quality of the �nal alignment [30]. One should align the

sequencess in order of their biological similarity.

Because a good input topology is critical to the performance of progressive align-
ment heuristics, we also devoted considerable e�ort to the development of new phylogeny-
producing technology. The topology for progressive alignment should be produced from
data that is independent of the biosequences. In particular, we assume character-based

data. Characters are functions from species (e.g. proteins) to states. For example, a char-
acter may map each protein to its species of origin (coded as an integer). Other examples
of characters on proteins include numerical values of tests, length, fraction of locations
with a certain amino acid (perhaps in ranges), or biological function. These phylogenies
are scored with character-based metrics which are described in Section 2. Such phylogenies

can give independent clues as to the closeness of pairs of proteins and used to order the
progressive alignment.

Our approach to multiple sequence alignment and phylogenies had a unique emphasis.

We sought improved algorithmic strategies for these two fundamental problems which had
robust mathematically-provable performance in both speed and accuracy. For example, we
sought provably good approximation algorithms whenever possible, not just heuristics. We
sought to bring mathematically-good solutions closer to biologically-correct solutions by
proposing new cost functions and new strategies for parameter selection. In general there
are many (frequently exponentially many) optimal solutions based on currently-used cost

functions and the \biologically correct" ones may not be in this set. Yet for a good scoring

metric the biologically correct solution should be \near optimal". Structure common to
many near-optimal (mathematically) solutions is likely to be biologically correct. One
way to infer this common structure is to randomly sample the huge space of near-optimal

solutions and apply machine learning techniques. Thus whenever possible we developed

methods for randomly sampling these objects.

The remainder of this report is organized as follows. Section 2 describes new metrics for

phylogeny, motivates them, and states our results. It also describes a new metric for com-

bining data from many con
icting phylogenies. Section 3, describes and motivates a new

metric for multiple sequence alignment and states our results. It also contains a summary

of our improvements in pairwise sequence alignment technology: an improved parallel al-
gorithm and a method for infering alignment parameters. Section 4 gives conclusions and

future directions.
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2 Phylogeny Results

The evolutionary biologist collects information on extant species (and fossil evidence) and

attempts to infer the evolutionary history of a set of species. Most mathematical models

of this process assume divergent evolution, meaning that once two species diverge, they

never share genetic material again. Therefore, evolution is modeled as a tree (phylogeny),

with extant species as leaves and (extant, extinct, or hypothesized) ancestors as internal

nodes. Most of our work has followed this model, though we consider non-tree models

suitable for computer viruses and bacterial evolution in Section 2.3. Species have been

modeled in several ways, depending upon the nature of available information and the

mechanism for gathering that information. Based upon these representations, di�ering

measures of evolutionary distance and objective function are used to evaluate the goodness

of a proposed evolutionary tree.

In our work we assumed that input data is character-based. Let S be an input set of n
species. A character c is a function from the species set S to a set Rc of states. If we are
given a set of characters c1; : : : ; ck for S, each species is a vector from Rc1 � : : :�Rck , and

any such vector can represent a hypothesized ancestor. Characters can be used to model
biomolecular data, such as a column in a multiple sequence alignment, but, as described
above, we think of characters as morphological properties such as coloration or the ability
to 
y.

Character-based phylogenies are typically evaluated by some parsimony-like measure,
meaning that the total evolutionary change is somehow minimized. Competing methods
include maximum likelihood (e.g. [14]), when the data are believed to be generated under

a stochastic model, and distance-based methods (e.g [1, 15]). Given a phylogenetic tree, a
character ci and a state j 2 Rci, let `ij be the number of connected components in ci

�1(j)
(the subtree induced by the species with state j in character i). The classic parsimony

problem is to �nd a tree that minimizes the total number of changes over all (parent,child)
pairs, namely to minimize

P
ci;j2Rci

`ij . The compatibility problem is to maximize jfci :
`ij = 1 for all j 2 Rcigj. A character with this property (one component for each state) is

called compatible. A perfect phylogeny is one where all the species containing a particular
state for a particular character are connected (all are compatible). A perfect phylogeny

is optimal under both parsimony and compatibility. All three problems (�nding a perfect

phylogeny, parsimony, compatibility) are NP-complete [7, 10, 12, 29].

Phylogeny problems have �xed-topology variants, where in addition to the species set
and characters, we are also given a tree T in which internal nodes are unlabeled, each leaf is

labeled with a species s 2 S and each species s 2 S is the label of exactly one leaf of T . The

�xed-topology variant of a metric is determining labels for the internal nodes (from the set
of all possible choices of states for each character) so that the resulting phylogeny is optimal

for the given metric, or, for some metrics, determining that no suitable labeling exists. If
internal labels are chosen that do not correspond to a input species, they correspond to

hypothesized ancestors. In the �xed-topology setting, optimal trees for the parsimony and
compatibility metrics can be found in polynomial time using dynamic programming [16].

Fixed-topology algorithms can be used as �lters. Current phylogeny-producing software
can generate thousands of trees which are (approximately) equally good under some metric

such as maximum likelihood or parsimony. We can think of these outputs as proposed
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topologies. One way to di�erentiate these hypotheses is to see which topologies are also

good under some secondary measure. For example, the original trees can be generated by

biomolecular sequence data, and they can then be �ltered using morphological data with

slowly-evolving traits.

In the next three sections, we describe, motivate, and summarize results for new models

of phylogeny. In Section 2.1 we describe a new parsimony-like metric `-phylogeny, which

is superior to parsimony and compatibility in settings where characters evolve slowly, but

more than once (and thus there is no perfect phylogeny). In Section 2.2 we modify the def-

inition of a character to include multiple states per character per species (polymorphism).

This has application in biology and historical linguistics. In fact our methods have been

used to help construct the evolutionary tree proposed by Warnow, Ringe, and Taylor for

the Indo-European family of languages, which was presented by invitation at the National

Academy of Sciences in November 1995. For both `-phylogeny and polymorphic charac-

ters, we consider both �xed-topology problems, and problems where a topology must be

computed. In Section 2.3, we consider evolution with multiple ancestors, that is, no longer
a tree. This has application to bacterial and computer virus evolution.

Even with �xed-topology screening with secondary metrics, a practicing biologist may

have many competing trees of approximately equal value under one optimization metric
or may have many trees approximately optimal under di�ering optimization criteria. In
situations where one must form a single hypothesis, one must compute a consensus tree. We
examine methods for building consensus trees based upon the commonly-used character-

encoding of trees. We show that these methods are only suitable when the input trees are

all highly-resolved evolutionary trees. When the input trees are small (i.e. have few edges),
the popular methods tend to perform badly in that the output trees also tend to be small,
and hence there is a loss of evolutionary information. We developed a new consensus tree,
the Asymmetric Median Tree (AMT). This consensus tree is appropriate for a larger range
of data types, and will provably give at least as much information (in a well-de�ned sense)
as the current popular methods on any data set. In Section 2.4, we de�ne and motivate

the AMT and summarize our results.

2.1 `-Phylogeny

In this section we de�ne, motivate, and summarize results for the `-phylogeny metric.

Further motivation and all technical details can be found in our publications [9, 18].

Parsimony and compatibility, de�ned above, each target a di�erent type of character
data and handle deviations from the assumptions di�erently. Parsimony targets the case

where characters evolve slowly but not necessarily so as to produce compatible characters,

and penalizes for each extra character state change without regard to how the extra changes
are distributed. Compatibility targets the case where characters are presumed to evolve
in such a way as to produce compatible characters, and penalizes for each character that

is not compatible on the tree. Both criteria are used in practice for di�erent types of

datasets.

We proposed a new metric the `-phylogeny metric, which combines the good aspects of

both parsimony and compatibility. Given a phylogenetic tree, a character ci and a state
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j 2 Rci , let `ij be the number of connected components in ci
�1(j) (the subtree induced by

the species with state j in character i). A phylogeny is an `-phylogeny if maxci;j2Rci
`ij � `.

The `-phylogeny problem is to determine if an input consisting of a species set S and a

set of characters c1; : : : ; ck has an `-phylogeny. The phylogenetic number problem is to

determine the minimum ` such that it has an `-phylogeny. The 1-phylogeny problem is

the same as the perfect phylogeny problem.

The generalized `-phylogeny problem is a variant of `-phylogeny in which `i is speci�ed

for each character ci. This allows the characters to be of varying types; thus, some can

evolve quickly, and can potentially have many extra character state changes, while others

may be compatible on the evolutionary tree, and others can fall between the two extremes.

This model allows individual characters to follow the compatibility criteria or parsimony

critera.

Parsimony, `-phylogeny, and compatibility all allow states of a character to evolve

multiple times. However, both parsimony and compatibility allow some characters to
evolve many times. The `-phylogeny metric requires balanced evolution, in that no one
character can pay for most of the evolutionary changes. Thus, `-phylogeny is a better
measure than parsimony or compatibility in biological situations in which all characters

are believed to evolve slowly.

Results: The hardness of 1-phylogeny problem [7, 29] implies that the phylogenetic
number problem is NP-hard. We proved in [18] that for any �xed ` > 1 the `-phylogeny

problem is also NP-hard. It is known that the �xed-topology 1-phylogeny problem can be
solved in polynomial time[16]. In [18] we give a polynomial-time algorithm to solve the
�xed-topology 2-phylogeny problem, but we proved that the �xed-topology `-phylogeny
problem is NP-hard for �xed ` > 2. In fact, we show that the �xed-topology `-phylogeny
problem is NP-hard for �xed ` > 2 even when the input is guaranteed to have an ` + 1-

phylogeny and the degree of the topology is restricted to be at most 3. We show that the
�xed-topology phylogenetic number problem can be solved in polynomial time for �xed r,
where r is the maximum number of states for any character.

The `-phylogeny metric adheres to a common theme in combinatorial optimization:the
more global nature of minimax makes it harder to compute than summation objectives,
but also more useful. Although dynamic programming yields e�cient algorithms for many

�xed-topology phylogeny problems, it cannot be applied here because one cannot tell a

priori which state will be limiting.

In [9], we give a simple 2-approximation for the �xed-topology `-phylogeny problem

that works for arbitrary input topologies. It is based on rounding the linear-programming
relaxation of an integer programming formulation for �xed-topology `-phylogeny. To our

knowledge, this is the �rst application of linear-programming technology to phylogeny

problems.

As we described earlier, `-phylogeny is most appropriate for slowly-evolving characters.

It is most restrictive (and hence most di�erent from parsimony) when ` is small. Therefore,
we look more closely at the �rst NP -hard case: ` = 3. For this case, we give an optimal

approximation algorithm based upon the structure of a 3-phylogeny that will construct a

4-phylogeny if the input instance has a 3-phylogeny.

In [18], we also considered the restricted `-phylogeny problem, where one must contruct
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a phylogeny on the input species without adding any hypothesized ancestors. We showed

that there is a polynomial-time algorithm for the restricted 1-phylogeny problem, but the

restricted `-phylogeny problem is NP-hard for �xed ` � 2.

Although the 1-phylogeny problem is NP-hard, it can be solved in polynomial time

if the number, n, of species is �xed, or the number, k, of characters is �xed[3, 24], or

the quantity r = maxj rcj is �xed[2, 23]. A full analysis of �xed parameter `-phylogeny

problems is outside the scope of our research. However, we observe that all of the phylogeny

problems can be solved in polynomial time (by brute force) if n is �xed. We use interesting

combinatorial techniques to show that for k = 2 the phylogenetic number problem can be

solved in O(n2) time. The complexity of the `-phylogeny problem remains open for �xed

` > 1 and �xed k > 2. The di�culty of �xed-topology phylogeny problems does not change

if k is �xed. On a related note, we showed that if r is �xed, there is a polynomial-delay

algorithm for listing �xed-topology `-phylogenies. We also show that for �xed r � 2 and

�xed ` � 3 the restricted `-phylogeny problem is NP-hard. (This result follows from a

more general result. Namely, we show that the restricted (`1; `2)-phylogeny problem is
NP-hard for �xed `1 � 2 and `2 � 2 as long as one of `1; `2 is greater than 2.)

2.2 Phylogenies for Polymorphic Characters

In this section we de�ne, motivate, and summarize results for the polymorphic-character

model. Further motivation and all technical details can be found in our publication [8]. A
character which is permitted to have more than one state on a given object will be called
a polymorphic character, and (the traditional) one which can have only one state for every
object is referred to as a monomorphic character.

A polymorphic character has a set of states for each character for each species. If there
are r states, a polymorphic character is a function c : S ! (2f1;:::;rg � ;). For a given set
of species, the load is the maximum number of states for any character for any species. A
perfect phylogeny for polymorphic characters, has all characters convex, meaning that for

each state of each character, the set of species that contain that state are connected in the
tree.

Polymorphism is well-documented in both the molecular genetics and comparative lin-

guistics domains. For example, the population geneticist Masatoshi Nei writes: The study

of protein polymorphism has indicated that the extent of genetic variation in natural pop-

ulations is enormous. However, the total amount of genetic variation cannot be known

unless it is studied at the DNA level. The study of DNA polymorphism is still in its in-

fancy, but the results so far obtained indicate that the extent of DNA polymorphism is far

greater than that of protein polymorphism.� Polymorphism also arises in the comparison of
di�erent languages. The Indo-Europeanist Donald Ringe writes: In choosing lexical char-

acters we try to work with basic meanings (semantic slots), choosing from each language

the word that most usually expresses each basic meaning. Languages typically have one

word for each basic semantic slot, but instances of two (or even more) words apparently

�lling the same basic slot are not rare.[28]

Thus, polymorphic data is a reality when working with evolutionary tree construction

�From [25], page 254.
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for both linguistic analysis and biological taxa, and methods appropriate for such con-

struction must be devised. In the phylogenetics literature and programs (such as Phylip,

PAUP, and MacClade), algorithms and software to evaluate �xed leaf-labeled tree topolo-

gies for polymorphic data have explicitly required that the number of states be kept quite

small because the evaluation requires time exponential in the number of states. This is the

�rst algorithmic study of this problem to go beyond �xed topology problems for bounded

number of states.

Results: Recent work in Historical Linguistics [36] has shown that perfect phylogenies

should be obtainable from properly selected and encoded linguistic characters. In [8], we

argue that a perfect phylogeny is also an appropriate objective when working with some

biological data.

We began analyzing the complexity of the general problem of �nding a polymorphic

perfect phylogeny with minimumload. For an input instance with n species, k polymorphic

characters with at most r states per character, we have shown that �nding a minimum-load
perfect phylogeny can be solved e�ciently provided n is �xed or r = 2. However, it is a
NP-complete even if k is �xed at any value or even if r is a �xed value at least 3. For the
special case of constructing a 2-load phylogeny, or determining that one does not exist,

we have shown this problem can be solved e�ciently for �xed n, if r = 2, or if k is �xed.
However is it NP-complete for all �xed r � 3.

We present two algorithms, one graph theoretic and one combinatorial, for the problem

of inferring perfect phylogenies from polymorphic data. Our previous complexity analysis
shows that any exact algorithm must be exponential in both k (number of characters) and
l (load), under the well-believed P 6= NP assumptiony. The combinatorial algorithm runs
in time O(rlk+1

lkn). The graph-theoretic algorithm runs in time O(nk2l2 + (rk3l2)kl+1).
Both algorithms can be extended to allow character-speci�c load bounds rather than a

single bound l applied to all characters. We can enumerate or randomly sample solutions.

We present a methodology for inferring perfect phylogenies from data which combine
monomorphic and polymorphic data. The methodology we propose here signi�cantly ex-

tends the range of the data that can be analyzed in Historical Linguistics. We have
applied this methodology to the data set studied by Warnow, Ringe, and Taylor [36] to
analyze the Indo-European family of languages, whose �rst-order subgrouping had been
argued for decades without resolution. Detection and resolution of polymorphism led to a

modi�cation of their initially proposed phylogeny, which was based only on monomorphic

characters. Our methodology and its results were presented at the Symposium on the
Frontiers of Science at the National Academy of Sciences in November 1995.

We consider the problem of inferring evolutionary trees from polymorphic data when a

perfect phylogeny is an unlikely outcome. We extend the standard parsimony costs used for

monomorphic characters to polymorphic characters, and investigate the complexity of the

�xed-topology problem with these new cost functions. We show that when the load is part
of the input, the problem is NP-complete. When the load l is �xed we give an O(nk(2r)l)-

time algorithm to �nd labels for the internal nodes to maximize global convexity. Here n
is the number of species, k is the number of characters, and r is the maximum number

of states in any character. For more general cost functions including loss and duplication

yActually an algorithm can be exponential in both k and r, but since l � r, l is the better bound.
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costs, we can �nd a most parsimonious solution in time O(nkl(2r)l). Finally, for the most

general form of cost, where mutations, losses, and duplications are state-dependent, we

give an O(nkr2l)-time algorithm. We can randomly sample optimal solutions.

An (�; �)-approximation algorithm for the load problem computes a phylogeny with

load at most �` and cost at most �c provided there is a load-` cost-c phylogeny. Note

that this is a pseudoapproximation algorithm, since the cost of the best �`-load phylogeny

may be signi�cantly lower than the cost of the best `-load phylogeny. In [9], we give a

polynomial-time LP-based (�; �
��1

)-approximation algorithm for any � > 1 when the cost

of losing a state from parent to child is zero and the input topology is arbitrary. Note that

taking � = 2 gives a (2; 2)-approximation algorithm.

2.3 Viral phylogenies

In this section we de�ne, motivate, and summarize results for new phylogenetic structures
motivated by computer viruses and bacteria. Further motivation and all technical details

can be found in our publication [17]. One of the coauthors, Greg Sorkin, is a member of
the computer anti-virus group at IBM research. This work is implemented and has been
used.

There are now several thousand di�erent computer viruses in existence, with new ones
being written at a rate of 3 to 4 per day. Most of these are based upon previous ones:
someone copies and modi�es a virus, or creates a new virus with subroutines borrowed
from one or more ancestors. We model a computer virus as a set of species on binary

characters (i.e. states 0 and 1) only. Each binary character represents the presence or

absence of a byte string (piece of code).

We assume that each code fragment is invented only once. For su�ciently long frag-
ments this is justi�ed by di�erences in programming style, the many possible orderings of

unconstrained events, etc. We model the evolution of a set of viral species with a directed
graph in which an edge si ! sj indicates that species si is an ancestor of species sj (i.e. sj
inherited some character(s) from si). A phyloDAG for input species S and characters C is
a directed acyclic graph (DAG) with node set S. For each character c 2 C, the subgraph
induced by species with a 1 is character c is connected, in the sense that from a single

archetype ac 2 Sc there is a directed path, within Sc, to every other s 2 Sc.

The phyloDAG model allows the possibility that a species may be derived from several

ancestors rather than from a single ancestor, which is motivated in detail in [17]. A

phyloDAG exists for any inputs (S; C): for any chronology ascribed to the species (i.e.
any total ordering of the species set), the directed graph with edges from each species to
all later species is a phyloDAG. However, every pair of species is related by an edge in

this graph. Since most virus species presumably have few ancestors, we seek a Minimum

PhyloDAG, one with a minimum number of directed edges.

Our approach to the evolution problem corresponds to a restricted model of evolution:

one in which we are not allowed to introduce hypothetical species outside of the input set.
This model is well-suited to computer viruses, where because of good world-wide commu-

nications, sharing of data between anti-virus organizations, and the brief history involved,

there are likely to be very few gaps in our viral database. This is less reasonable for the
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biological setting. However, to prevent trivial solutions, we would have to de�ne additional

biologically-reasonable restrictions on the hypothetical species that can be added.

Results: We showed that the Minimum PhyloDAG problem is \hard": in polynomial

time, it cannot be solved exactly unless P = NP, nor can it approximated to within better

than a logarithmic factor unless NP � DTIME(nO(log logn)). In fact, we know of no way

to approximate MinimumPhyloDAG to within a logarithmic factor: we show that various

natural greedy strategies (including randomized ones) do not even approximate within a

factor of cn.

Because of the di�culty of the phyloDAG problem, we considered two variants. In the

�rst variant, we require that each species have just one ancestor, so that the phyloDAG

is an arborescence (a tree with edges directed away from a root). The undirected version

is called a 0{1{0 phylogeny. We give two polynomial-time algorithms to randomly sample

0{1{0 phylogenies if any exist.

The �rst algorithm computes a concise data structure that represents all 0{1{0 phylo-
genies for the input data and can be used to select a phylogeny uniformly at random in

time O(n`), where ` is the total number of 1's in the representation of the input species.
When no solution exists the algorithm returns a witness set: a concise indication of why
there can be no phylogenetic tree.

The second algorithm characterizes a 0{1{0 phylogeny of the input species set as a
minimum spanning tree (MST) of a particular undirected edge-weighted graph. With
it, 0{1{0 phylogenies can be constructed in deterministic time O(` n + n

2 log n) or (with
high probability) in randomized time O(` n), and sampled uniformly at random in time
O(` n +M(n)), where M(n) is the time needed to multiply two n � n matrices. It does

not produce a concise witness when there is no 0{1{0 phylogeny, but it uses the MST
subroutine which is simple and widely available.

The second variant of phyloDAG is simply its undirected analogue. A phylograph for

species S and characters C is an undirected graph with vertex set S, with the property
that the subgraph induced by the species containing a 1 for character c 2 C is connected.
The Minimum Phylograph problem is to �nd a phylograph with the minimum number of
edges. We show that it is hard to approximate Minimum Phylograph within a factor less
than 1

4
ln `, but give a simple greedy algorithm that approximates the minimum number

of edges in a phylograph within a factor of ln `.

2.4 Consensus Trees

In this section we de�ne, motivate, and summarize results for a new metric for �nding a

consensus tree. Further motivation and all technical details can be found in our publica-

tion [27]. This new metric may be incorporated into current software packages used by
practicing biologists.

The problem of �nding a consensus tree arises when a practicing biologist is confronted

with a set of di�erent possible phylogenies, each of which seems equally plausible. One of

the reasons this arises is that di�erent optimization criteria may be used to construct the

tree, and each criterion may produce several optimal trees. In practice, �nding optimal
or even near-optimal solutions can be di�cult, and therefore approximation algorithms
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or heuristics are used, which can produce many equally-plausible solutions. Additionally,

sometimes di�erent data sets are used to represent the same organisms. Thus handling

multiple hypotheses of evolution is a necessity in evolutionary tree construction method-

ology. In the end the objective is, if possible, a single consensus evolutionary tree.

In keeping with our other research, we considered character-based methods where all

species must appear in the consensus tree. Given a tree on a species set, an edge encodes

a binary character on the species: all species on one side are given a 1 for that character,

and all species on the other side are given a 0. The character encoding of a tree T , denoted

C(T ) is therefore, the set of characters representing exactly the edges of the tree. Two

characters are compatible if they can be in the same tree (essentially if the species given 1

by the two characters do not properly intersect).

We brie
y de�ne the �ve main character-based consensus methods used previously. Let

T = fT1; T2; : : : ; Tkg be a pro�le of trees, each leaf-labeled by S, with jSj = n.

The Compatibility Tree [13, 19, 35]: In the classical Tree Compatibility Problem, we
wish to �nd T such that C(T ) = [iC(Ti). When such a tree exists, the pro�le T is

said to be \compatible," and T is called the compatibility tree. Determining whether the
compatibility tree exists and constructing it when it does can be done in O(nk) time.

The Strict Consensus[5, 11]: The strict consensus tree contains only the common infor-

mation; that is, the strict consensus tree T satis�es C(T ) = \iC(Ti). The strict consensus
tree always exists, and can be constructed in O(nk) time.

The Majority Tree[34]: The majority tree contains exactly characters that appear in

more than half the input trees. That is, C(T ) = f� : jfi : � 2 C(Ti)gj > k=2g. The
majority tree is unique and always exists, and can be constructed in O(nk) time.

The Median Tree[6]: Letting 4 denote the symmetric di�erence, a median tree min-
imizes the function fmed(T;T ) =

P
i jC(T )4C(Ti)j. The majority tree is a median tree,

so that there is always at least one median tree and it can be constructed in O(nk) time.
When k is even, the median tree can also contain characters appearing in exactly half the
input trees.

The Nelson Consensus[26]: Given a pro�le of trees and character c : S ! f0; 1g, we
weight c by the number of trees in the pro�le whose encodings include c. Thus w(c) = jfi :
c 2 C(Ti)jg. Characters not contained in any pro�le's encoding have weight 0. Given a

pro�le P = T1; T2; : : : ; Tk of trees, we de�ne the Nelson basis of P to be the set NB(P ) of

trees T such that Nelson(T ) � w(T )� jC(T )j is maximum over all trees on S. Note that
characters c which are not in [C(Ti) will not be in any tree in the Nelson Basis, because

the removal of such characters (by contracting the edge de�ning that character) results in
a tree of higher value. Thus, all trees in the Nelson Basis satisfy C(T ) � [C(Ti). The

Nelson tree is then de�ned to be the strict consensus of the trees in the Nelson Basis; i.e.

the unique tree TN such that C(TN) = \T2NB(P )C(T ). The complexity of computing the
Nelson tree is unknown, but probably di�cult.

Of these models the median tree is perhaps the most used in the biological community

since it provides more evolutionary information than the strict consensus tree, is e�ciently

computable, and always exists; but the Nelson Tree is also popular. The compatibility

tree seems desirable, but is rarely found since if any two characters are incompatible, the
compatibility tree will not exist. On many data sets both the strict consensus and the
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majority tree can be rather unresolved, and hence may not indicate many decisions about

the evolutionary history of the taxa. We assume that all input trees are equally reliable

when they do make an evolutionary decision, or at least that they meet some user-speci�ed

\reliability threshold".

Motivated by a desire to produce resolved consensus trees, we de�ned a new consensus

tree, which we call an Asymmetric Median Tree (AMT). If we expand fmed, the median-

tree objective function, we �nd that fmed(T;T ) =
P

i[jC(T )� C(Ti)j + jC(Ti) � C(T )j].
This explicitly penalizes for characters in T which are not in at least half of the trees in T .
This seemed an unreasonable requirement for the consensus tree. In the AMT, essentially,

characters are included weighted by the number of input trees that contain them. The

exact, somewhat techical, de�nition is given in [27].

Results: We showed that the computation of the optimal AMT for k trees is equivalent

to the maximum independent set problem on k-colored graphs. We used this character-

ization to obtain the following algorithmic results. We found an O(n2:5)-time algorithm
to �nd an asymmetric median tree for a pro�le of two trees on n species. We found a
polynomial-delay algorithm to enumerate all asymmetric median trees for a pro�le of two
trees, which outputs a new AMT in time at most O(n3:5). We present an O(ndkd)-time

algorithm to determine if a degree-d asymmetric median tree exists for an arbitrary pro�le
of k trees on n species. In time O(nD2

k
D) we can determine the minimum D such that

an AMT of degree D exists and construct such an AMT. We present a polynomial-time
algorithm to approximate the asymmetric median tree for an arbitrary pro�le of trees of
k trees, with an approximation guarantee of 2=k. We also give a second algorithm that is

better when the value of the AMT is large.

We obtained the following hardness results. For three or more arbitrary trees, and
for an unbounded number of binary trees, �nding an asymmetric median tree is NP-hard.

Approximating the AMT of an unbounded number of arbitrary trees to within a polynomial
factor is hard.

We propose a measure of how informative an evolutionary tree is, which we call the

degree of resolution, and we show that for any pro�le of trees, both the exact and approxi-
mate solutions for the asymmetric median tree are at least as informative (according to the
de�nition we will propose) as the Nelson Consensus, the majority tree, the strict consensus
tree, and any median tree. We show that when the compatibility tree exists, our methods

(both exact and approximate) will return it as the asymmetric median tree. Our results

therefore provide methods for e�ciently inferring from an arbitrary pro�le of evolutionary
trees a consensus tree that contains at least as much information, and potentially signif-

icantly more information, than the most popular methods used today for consensus tree
construction.

3 Sequence-Alignment Results

Multiple sequence alignment is a classic tool for comparing biosequences which is currently

used to predict protein structure, hypothesize evolution, and correct errors in shotgun

sequencing. In this section we motivate and summarize results for research in multiple
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sequence alignment. Further motivation and all technical details can be found in our

publication [4].

The two measures of multiple-alignment cost currently used, tree alignment and sum-

of-pairs, do not allow the fairness of interaction we feel is critical when aligning a set

of proteins hypothesized to be highly similar. The cost of a multiple alignment in the

sum-of-pairs metric is the sum over all pairs of induced edit distances. This seems fair,

in that all pairs contribute to the cost. However, pairs of sequences which are less closely

related will get higher priority, which seems counter to our goal. Furthermore, since

it is NP-complete (formally intractable) to compute the optimal alignment, one must

approximate the optimal, which exacerbates this e�ect. The worst-case pair of sequences

(most disparate) allows \breathing room" in an approximation, since it provides a lower

bound. Doubling this cost, for instance could allow closely-related sequences to be quite

poorly aligned. Furthermore, current approximation algorithms for sum-of-pairs rely upon

computing optimal alignments for certain pairs, which leads to \dictator" sequences. That

is, alignments tend to �x certain sequences and modify others with gaps to agree with them,
instead of allowing all sequences to a�ect others to �nd global similarities. More speci�cally,
the �rst approximation algorithm for sum-of-pairs, aligned all sequences against the single
most \central" sequence [20]. This yields an alignment with cost no more than a factor of
2 � 2=k greater than optimal for k sequences. This alignment, though theoretically and
even practically good in terms of its closeness to the optimal sum-of-pairs cost, ignores all

other pairwise interactions. Therefore, we feel that sum-of-pairs is not the \fairest" way
to measure all pairwise interactions.

Tree alignments place the sequences in a phylogeny and the cost is the sum of the edit
distance in the induced alignment (how the pair is aligned within the multiple ensemble)
only between ancestor/descendent pairs. Thus the alignment of most pairs is ignored. Note
that we agree that a character-based phylogeny can be a guide to sequence alignment, but
disagree with this as a scoring metric for multiple alignments. Jiang, Lawler, and Wang
[22] give a 2-approximation for the �xed-topology tree alignment problem with bounded-

degree input topologies. They prove that the best lifted tree (in which the label of each
internal node is equal to the label of one of its children) is within a factor of 2 of the
best tree with arbitrary labels. Gus�eld and Wang [31] take the approach of [22] a step

further by proving that the best uniform lifted tree (ULT) is within a factor of 2 of the
best arbitrarily-labeled tree. In a uniform lifted tree on each level, all internal nodes are

labeled by the same child (e.g. all nodes at level one take the label of their leftmost child).
There are only a small number of choices for ULT's and they are almost certainly not the

biologically-correct model of evolution. Yet, they provide a good approximation for tree
alignmentz. In [20], Gus�eld proves that a minimum spanning tree built on the species set
provides a tree alignment less than a factor of 2 of optimal.

We propose a new metric for scoring multiple sequence alignments: minimum dilation.
Like the popular tree-alignment metric, highly-disparate sequences do not have a large

impact on the structure of a min-dilation alignment. However, sequences which are closely

related have full in
uence on the alignment of that set, much as with the sum-of-pairs

zThere are dynamic-programming-based polynomial-time approximation schemes (PTAS) for this prob-
lem which are more computationally expensive and should give more interesting alignments. The �rst
PTAS was given in [22] and the currently most e�cient one is in [33].
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metric but in a fairer way. See [21] for a subsequent discussion proposing other metrics for

multiple sequence alignment.

3.1 Minimum-Dilation Alignment

Suppose we are given k sequences s1; : : : ; sk, each of length at most n. Let d(i; j) be the

cost of an optimal pairwise alignment between sequences si and sj. Consider a multiple

alignment and let D(i; j) be the induced distance between sequences si and sj in this

multiple alignment. The dilation between this pair �(i; j) = D(i; j)=d(i; j). The cost of

an alignment under the dilation metric is maxij�(i; j).

Figure 1 illustrates two di�erent multiple alignments of the set of cyclic shifts of the

sequence 123456. A gap is represented by a dash. The top \staircase" alignment is

optimal for the both sum-of-pairs and tree alignment. The tree for the alignment is a

chain connecting 123456 to 234561, connecting 234561 with 345612, and so on through
each cyclic shift in order ending with 612345. The choice of which sequence to put at the
top of the staircase is arbitrary, so there are �ve other equally good alignments. Sequences
123456 and 612345, though closely related (edit distance 2 for the case where matching
with a gap costs one for all characters), but they are very poorly aligned (induced edit
distance of 10 for a dilation of 5). Each of the other �ve alignments does an equally poor

job with some other pair. The lower alignment has a dilation of 3. Although in general
one will will be working with a bounded alphabet size (possible sequence elements), this
example can be generalized to the cyclic shifts on 1; : : : ; n. The staircase alignment has a
dilation of about n and the generalized double-staircase has a dilation of 3.

The primary advantage of tree alignments is that clusters of related sequences are

aligned (albeit sparsely) with each other, and one can ignore interactions with sequences
that are evolutionarily disjoint. Because the min-dilation metric keeps more closely-related
sequences closer together, it gives this clustering automatically. However, among closely-
related sequences, the min-dilation metric allows full interaction in a much fairer way than
sum-of-pairs.

Results: We began to investigate the structure of optimal min-dilation alignments and

the complexity of computing them. We give examples of sequence sets which counterin-
tuitively have low dilation alignments. We show there are set of k sequences of maximum
length n which have minimum dilation 
(k) = 
(

p
n). Progressive alignment, namely

optimally aligning k � 1 sequences, is a common heuristic that leads to 2-approximations

for both tree alignment and sum of pairs. This cannot be the case for minimum dilation:
we give an example where all progressive alignments have dilation 
(k) times the optimal

dilation. A progressive alignment aligns k�1 pairs optimally, but sometimes it is better to
have fewer optimal pairs to reduce global error. The progessive alignment that yields a 2-

approximation for sum of pairs also yields an existentially-optimal (k � 1)-approximation

for dilation. We give dynamic programming algorithms which �nd optimal minimum-
dilation alignments and run in polynomial time for �xed k. Finally we give a valid integer

linear programming formulation for the minimum-dilation problem and suggest possible
heuristic solution methods.

Although we feel optimal or near-optimal minimum-dilation alignments could provide

biological insight, we feel that more positive results, in the form of e�cient approximation

14



1 2 3 4 5 6 � � � � �
� 2 3 4 5 6 1 � � � �
� � 3 4 5 6 1 2 � � �
� � � 4 5 6 1 2 3 � �
� � � � 5 6 1 2 3 4 �
� � � � � 6 1 2 3 4 5

(a)

� � � � � 1 2 3 4 5 6 � � �
2 3 � � � � � � 4 5 6 1 � �
� 3 4 5 � � � � � � 6 1 2 �
� � 4 5 6 1 � � � � � � 2 3

� � � 5 6 1 2 3 4 � � � � �
� � � � 6 1 2 3 4 5 � � � �

(b)

Figure 1: Two di�erent multiple alignments of the cyclic shifts of the sequence 123456.

Dashes indicate gaps. (a) The \staircase" alignment is optimal for the both sum-of-pairs

and tree alignment (using a tree that is a chain linking the sequences top to bottom).

(b) This alignment has better dilation.
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algorithms or heuristics or more e�cient exact algorithms for small k, are necessary before

this metric can be used in practice.

3.2 Parallel Pairwise Sequence Alignment

Evaluating the dilation of an alignment requires an algorithm for computing an optimal

alignment between a pair of sequences, and such a procedure is a bottleneck in virtually all

current heuristics for multiple sequence alignment. We present a new parallel algorithm to

align two length-n sequences which is the most work-e�cient (product of time and number

of processors) to date at the cost of a O(1+1= lg n)-factor loss in accuracy. More precisely,

we dropped the work bound from O(n2 lg3 n) for the best previous deterministic algorithm

(which exploited the grid structure of the computation) to O(n2(lg lg n)3), signi�cantly

closer to the best possible bound of O(n2).

3.3 Learning Edit-Distance Parameters

All multiple-alignment metrics are based upon the edit distance between two sequences.
Intuitively, this measures the cost of changing one into the other by a series of insertions,
deletions, and substitutions. The fully general model has a cost de�ned for every possible
transition over the entire alphabet of the sequences. Commonly, however, one de�nes a

single mutation and gap (insertion/deletion) cost. The optimal alignment is sensitive to
the choice of parameters, and there is no agreement upon reasonable parameter values.
We sketch an algorithm that can learn values of these parameters so that a set of known
proteins are properly classi�ed. This means that proteins that are more closely related
have lower-cost optimal alignments than proteins that are not as closely related.

4 Conclusions

This research has resulted in 2 journal publications[18, 27] (each appearing previously in

refereed conferences), 2 other refereed conference papers[8, 17] (submitted for journal pub-
lication), 1 paper submitted to a refereed conference[9] (soon to be submitted to a journal),

and one SAND technical report[4]. At least 3 di�erent types of algorithms have been im-
plemented and applied to real data (AMT, viral phyogenies, polymorphic phylogenies).

The polymorphism work was invited for presentation at Symposium on the Frontiers of
Science at the National Academy of Sciences in November 1995, the Second Sandia Na-

tional Laboratories Workshop on Computational Molecular Biology in March 1996, and

the DIMACS workshop on Mathmatics of Hierarchies and Biology, November 1996.

Although we have made signi�cant algorithmic progress on the tools of phylogeny con-

struction and multiple sequence alignment, additional work remains for other researchers.
Minimum-dilation alignment cannot be practical until there exist better (approximation)

algorithms. Proteins can be coded as binary strings, representing the hydrophobic-hydrophilic
nature of the amino acids. Thus improved algorithms for binary input sequences would

be of value. One important step to practical application of these algorithms would be

the application of rigorous experimental analysis techniques to the competing methods for
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constructing multiple sequence alignments (both directly, and using progressive alignments

keyed o� phylogenies constructed in various ways), using real data. Another important

step is the implementation of learning-theoretic algorithms to infer structure from (near)

optimal solutions using the random-sampling techniques we have developed.
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