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AI+STRACT
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i

Gridless numerical analysis techniques offer great potential for accurately solving for flow
about complex geometries or moving boundary problems. Because gridless methods do not
require the point connectivity associated withtraditional techniques, the mesh cannot twist
or distort. The gridless method utilizes a Taylorseries about each point to obtain the
unknown derivative terms from the current field variable estimates. The governing equation
is then numerically integrated to determin e the field variables for the next iteration. The
effects of point spacing and Taylor series order on accuracy are studied, and they follow
similar trends of traditional numerical techniques. Introducing adaption by point movement
using a spring analogy allows the solution method to track a moving boundary. The
adaptive gridless method models linear, nonlinear, steady, and transient problems. A
comparison with known analytical solutions is given for these examples. Although point
movement adaption does not provide a significant increase in accuracy, it helps capture
important features and provides an improved solution.



PREFACE

This report is the final deliverable to Sandia National Laboratories (SNL) for Contract
Number AK-2508 between SNL and Utah State University. It describes the results for
Tasks Three and Four. Results for Tasks One and Two were presented in a previous report
(Wolfe, et al., 1996).

The report is largely the master’s thesis of N. Todd Snyder and represents a fairly
general study of adaption in one dimension using gridless methodology. Embedded within
the broader study are the results for Tasks Three and Four. Specifically, the results of Task
Three are presented in Chapter Eight and the results of Task Four are presented in Chapter
Four.

The authors thank James M. Nelsen for the initial code and for his insight into adaptive
methods, and also thank Walter P. Wolfe for his guidance throughout this program.
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.

OVERVIEW rC PTER 1

OF RIDLESS TECHNIQUES

The Need fir Gridless Methods

Numerous important fluid and stru

;

e problems require tracking a moving
membrane responding to the pressure fie d induced by the motion of a fluid. Examples
include the deployment and inflation pro ess of a parachute or an airbag; the aeroelastic
phenomenon known as aileron buzz; and the opening and closing of pressure-driven heart
valves and angioplasty balloon devices. afety issues are also a concern in areas where a
rapid decompression may occur, such as tire blowout at highway speed, or a sudden tear
followed by a rapid pressure loss in light r-than-air vehicles.

1
These fluidhtructure problems chal nge existing numerical techniques. The solution

algorithrq in addition to solving for the uid dynamic field variables, must also provide for
the motion of both the membrane surfac and the surrounding mesh. Besides being
computationally expensive, this transient “dremeshing may oflen cause the grid to distort
and twist into undesirable shapes. Conve gence and solution accuracy degrade appreciably
when the motion of the adapted grid res lts in a highly distorted mesh. Typically, such
grid-related errors occur where large-se e structural deformation or large flow gradients
occur. It is precisely in these regions wh re the greatest accuracy is desired.

/

Gridless technolo~ may alleviate t e problems associated with grid generation and
grid distortion that occur during the ada tion process. The strength of this methodology
lies in its abtity to model any geometry i one, two, or three dimensions using “clouds” of
discrete points. These points are not req ired to be connected to form a grid as in
conventional computational fluid dynami s (CFD) and structural mechanics algorithms.
Since a point is not permanently connect d to any other point, the distribution of points
cannot tangle or twist during the adaptio process. This preserves the solution integrity,
even when adapting to complex or movi g geometries.

Tradition< Solution Techniques

$Although considerable progress ha been made in traditional grid-based solution
methods, these methods all have the sarn common limitation. They have structure. A



mesh is structured ifits connectivity is of finite difference type. In other words, if the grid
may be represented by a mesh of cubic elements through a transformation of coordinates,
the method is structured (George 1991). Structured grids typically consist of four-sided
cells in two dmensions and six-sided cells in three dmensions. Because of the inherent
geometric limitation of this cell shape, sophisticated meshing methodologies are required for
modeling complex geometries. This, in tu~ complicates the algorithm required to obtain a
solution with the structured grid by complex coordinate transformations. This process
requires a significant level of human time for generating the mesh as well as the added
computational time for the transformations. The complexity is fiuther enhanced when the
grid is required to model unsteady flow or moving boundaries.

A second approach uses unstructured grids. Unstructured grids do not depend on
finite difference formulations (Batina 1992). Therefore, more efficient geometries maybe
considered, and coordinate transformations may not be required. In two dimensions,
unstructured grids generally consist of triangular-shaped cells. Grids constructed from
these shapes may be easily oriented to conform to very complex geometries. This allows
solutions to be obtained over complex shapes without making changes to basic solution
algorithms. However, application of this method in three dimensions requires the use of the
inefficient tetrahedral shape. This results in an excessively large number of cells and a
substantial increase in computational time. The problem maybe alleviated by using the
more efficient cell shape of a polyhedron with a triangular cross section. This, however,
places structure back into the grid and again causes difhculty when modeling complex
geometries (Batina 1992).

According to Batin~ what is truly required to advance computational techniques is not
to take a step backward toward grid structure, but to step forward and develop methods
that do not require the use of grids at all (Batina 1993). In gridless techniques, only points,
or more specifically clouds of points, are required. Therefore, gridless techniques offer the
greatest potential for accurately and efficiently solving for flow about complex geometries,
moving boundary problems, and problems involving the dynamic coupling of a fluid with a
structure.

Solving the Governing Partial Differential Equations

Since a gridless solution cannot depend on the connectivity between points, the
governing equations must be solved discretely at each point rather than globally stepping
through the grid. To determine the governing equations, the partial differential equations
(PDEs) must be solved at every point in the domain individually. The derivatives

2
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are estimated by relating information abc
fi-omthe cloud of neighboring points sur

Batina solved the governing partial
least-squares curve fits in each cloud of ]
resulting curve-fit equation to approxhm
method is neither a finite difference nor t
lengths, or volumes are not computed. T
derivative terms are required.

A second method recommended by
within each cloud of points to d~ectly d~
1980). This method follows more tradit
dtierences to be computed. Because of
the Taylor series and following more trai
selected for this study and will be firthel

The Gridless Computati

A “cloud” of neighbotig points is
one dimensio~ the cloud points are the ~
cloud is developed will be called the foa
include the focus point. The relation of

Once the cloud of points that will ir
Taylor series approximation is expanded
surrounding cloud. The distance from th{
points and an estimate for the cloud poin

1where x. = i

xi = the po~

~t each point with the corresponding Mormation
ounding the focus point.

MI?erentialequations directly by perl?orminglocal
oints. He then analytically di&erentiated the
te the derivatives of the PDEs (Batina 1993). This
finite volume approach since di.tTerences,metrics,
is method works well when only first-order

Liszka and Orkisz uses a Taylor series expansion
termine the PDE derivatives (Liszka and Orkisz
onal CFD concepts, but does not require finite
:he ability to directly obtain higher order terms for
itional techniques, this second method has been
outlined for the one-dmensional problem.

cmal Method of Liszka and Orkisz

elected for each point in the problem domain. In
earest neighbors. The point around which the
s point. Note, in this report the cloud does not
hese points is given graphically in Figure 1.

fluence each focus point has been determined, a
‘ilomeach focus point to the points in its
focus point to each of the neighboring cloud
fimction values must be Imown.

m (Xi-Xo)” dnfi
zn, ~
n-1

he focus point position

ition of cloud point i

&=f (Xj)
J) ‘ f (%)

(1)



0

Mesh Points
-

cloud Points

Focus Point

Figure 1. Graphical relation between the cloud points and the focus point.

Including only the first n terms of the Taylor’s series, this expression maybe written
as:

(2)

where hi =(xi - Xo)

The position and current approximation to the fiction value are known for both the
focus point and cloud point. Therefore, the derivative values are the only unknowns in this
equation. By writing this expansion for n cloud points, and including only the first n

derivative terms of the Taylor series expansio~ a linear set of n equation and n unknown is
achieved. This may be written in matrix form as:

~

,

.

.;

4



[A] =

h2 h3
k2LL... $

2! 3! .

1“ “
::: ... :

I h; h3
hn—+

2! 3! .

This system of linear equations can easil
location. The main difficulty in a succes
singular or an ill-conditioned [A] matrix

As noticed in the matrix equatio~
order derivatives, then only two cloud p
equations to obtain the two desired unk
approximating the derivatives, the numk
determined system of linear equations ~
using sing&u--value decomposition.

Once the spatial derivative values 1
the governing PDE. Using these new w
time using a Runge-Kutta numerical int~
when the change in the field variable val
problems require a sufficiently small tirn

be solved for the derivative elements at each
id application of such an approach is to avoid a
J obtain acceptable derivatives.

the governing equations require first- and second-
nts are required—two Taylor series expansion
mm. In order to improve the accuracy in
-of cloud points maybe increased. This over-
be solved by a least-squares approximation or

ve been determined, this information is placed into
les, the governing equation is stepped forward in
ration scheme. A steady-state solution is achieved
x is small during the integration step. Transient
increment to maintain solution stabilhy.



Code Modularity

The gridless solution technique implies that each step in the process is distinct and self-
contained. This separation in solution steps allows the numerical code to be written in a
modular form. One module may contain the logic for selecting the points to include in the
cloud of influence for each focus point, while another might determine how the mesh will
adapt to provide a better solution. More important, the module that solves for the
derivatives and the behavior of the field variables is independent of the governing equation’s
module. Therefore, changing the governing equations will not require any change in the
actual code other than mod@ng the boundary condition and governing equations
themselves.

The Purpose of Adaption

Although a basic understanding of gridless methods can be gained from the literature,
very little, if any, work has been done to apply adaption to these gridless techniques. The
extension of these standard adaption techniques to gridless methods appears to be straight-
forward. In fact, adaption for gridless techniques should be easier since points are
geometrically simpler structures than cells.

The purpose of adaption is to complement and enhance numerical methods. Effective
adaption will provide a more accurate solution and minimize the computational effort. A
more accurate numerical solution will globally approach the exact or true solution while
capturing its important local features. Computational effort is minimized when calculations
that provide negligible contributions to the accuracy or resolution of the solution are
eliminated.

Adaption techniques can be categorized into three distinct types: movement,
refinement, and higher order approximations. All three of these types have been utilized in
traditional grid-based solvers. Adaption by point movement is the most mature of the three,
with the spring analogy perhaps the most widely used implementation. In this technique,
the mesh structure is moved according to a local spring constant, which is a pre-defined
function of the solution field, Adaption by mesh refinement, sometimes referred to ash-
adaptio~ will locally refine or coarsen the mesh by the addition or deletion of points (Gui
and Babu~ka 1986). Adaption by higher order approximations, sometimes referred to asp-
adaptio~ will locally modi& the order of the approximating finction to achieve the best
solution (Demkowitz et al. 1989). Although adaption by higher order approximations or

6



.

.

Imesh refinement offers the greatest possi ility for improving accuracy, effective
implementation of point movement is mo t critical for the gridless method. Point movement
allows the method to track a moving bou day.

i

The primary consideration for adap io~ regardless of the type, is the composition of
the algorithm that drives the adaption pr cedure. This logic path must consider several
relevant issues such as: when to adapt; e proper forcing finction for adaption, the order
and concurrency of adaption typeg and erhaps most important, any imposed limitations on
the adaption procedure. This is the prim focus of the research work to be outlined in this
report.

Goals for Implementing the Adaption Algorithm into the Gridless Method

{

The expected strengths of the gridl ss method lie in its ability to model any geometry
without relying on the point connectivity associated with traditional techniques. The one-
dnensional research must ver@ this co cept and provide a background for fiture efforts in
multidmensions. Ultimately, the gridles method should be capable of accurately modeling
a three-dmensional transient boundary p oblem. Adaption is the key to realizing this
objective. To simplifythe method and ow for a smooth transition to multidimensional
models, the following goals were outline for implementing adaption into the gridless
technique.

{

1. Achieve a level of semi-autono y allowing the user to intervene only to prescribe
general purpose accuracy par eter~

2. Incorporate generality to permi the solution of a wide class of problem sets;
3. Achieve a state of robustness” which the user-defined level of accuracy can be

accomplished regardless of the “tialpoint seeding;
4. Allow genemlity of the adaptio algorithm technology to accommodate multi-

dimensional problems.

Adaption Methodology

/

Determining the appropriate pararn ters on which to adapt is the primary consideration
in constructing the adaption algorithm. ecause of their generality and their availability
with this gridless technique, the adaptio algorithm utilizes the dependent variable, the
gradient, and the second derivative. This departs slightly from adaption in many commercial
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solvers, which only use the gradient of the dependent variable (Anderso~ Tannehill, and
Pletcher 1984). By allowing differences in both the variable magnitude and its fist and
second derivatives (changes in the slope and curvature of the solution) to influence the
adaption of points, the methodology is both generalized and moderated.

To determine when adaption is necessary, two adaption (spring) coefficients (ki.l$kf+l)
are calculated for each point. These coefficients compare the dependent ii.mctionvalue and
derivative values with similar values at neighboring points. Each of the three components is
uniformly weighted. To keep the magnitude of each component similar, the change in the
values is divided by the total range.

ki.l =[1f(x),‘.f(x)j-~(.m)--mfi)
ki+l =

[

YW, -f(x),+l

(mm-w)& )

, f’(x), -f’(x),+
(f’(x)= -f’(x)~ ) +

f“(x)j ‘.f’’(x),._~

(f’’(x)--f’’(x)& ) 1

, f’(x)j ‘f’(x)j+~ f“(x)j ‘f’’(x)j+~

1

(4)

(f’(x)=- f’(x)& ) + (f//(x)=- f“(x)ti )

For local adaptio~ the first adaption procedure implemented is point movement. The
basic principle for point movement is a spring analogy in which the adaption spring
coefficient (k) times the distance to the next point remains constant. When the change in
this relation is not within a specified tolerance, a point must be moved. The point
movement process continues until all points satis~ the tolerance and the spring system
achieves equilibrium.

I ki-l( ~i - ~i.l ) - ki+l( ~i+l - Xi ) I < to)erance (5)

Similarly, we can assessthe need for the addition or deletion of points. If the
magnitude of any of the individual differences on both sides of a center point exceeds a
user-defined upper bound refinement parameter, then a point should be added. Conversely,
if the magnitude of all the individual dfierences decfines below a user-dei?ned lower bound
refinement parameter, a point should be deleted from the system.

-.



Outline for Developing and Analyzing the Adaptive Gndless Methodology

!
The two underlying objectives for t “sresearch into an adaptive one-dimensional

gridless method are first, to verify the ca abilities of the gridless method to adapt and
provide accurate solutions for a variety o problem types; and second, to provide
background information for implementing a multidimensional adaptive grid.lessmethod.
The intent of this work centers on inves “gating a variety of problem types, mesh
distributions, and adaption variations. timately, the method should model a moving
boundary problem. The capabilities of ch of these combinations are verified and
compared in a working numerical model. Although many suggestions and trade-offs are
discussed, no attempt has been made to d an optimal one-dimensional gridless solution
technique.

Chapter 2 describes the numerical

T

“dlessmodel in greater detail. It develops the
basic gridless method without adaption f r solving one-dimensional problems.
Comparisons of numerical solutions with known analytical solutions veri@ the capabilities
of this model.

1
In Chapter 3, adaption by mesh re ement and higher order approximations are

investigated individually. This chapter al o considers time constraints and the optimum
number of cloud points. Suggested defa It values for the Taylor series order and number of
cloud points are developed.

1
Problem conditioning and stability e discussed in Chapter 4. As the Taylor series

order increases, the numerical problem f r the gridless method quickly becomes ill-
condhioned. The effects of problem con itioning on solution accuracy are presented. The
effect of point spacing (location) on pro lem conditioning is also presented.

1
Chapter 5 introduces adaption by p int movement into the gridless technique using a

spring analogy. To achieve goal one, th adaption algorithm is automated except for the
input of a user-defined point movement ammeter. The method’s behavior and ability to
adapt for a diverse range of fi,mctiontyp s, including liiear and non-linear examples, are
observed. The ability to achieve the sam solution regardless of initial point seeding is
verified, fidfilling goal three.

$Chapter 6 lightly investigates the a aption stfiess coefficient and the spring analogy
method. Although this coefficient is fo ed arbitrarily, some factors may provide more
valuable itiormation than others. To a 1 ge extent, the best adaptive stiifhess coefficient is
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problem dependent. However, several variations and the effects of these variations on
accuracy are presented.

Adaption by mesh refinement is introduced and developed in Chapter 7. Solutions
from the gridless method with adaption by refinement and point movement are compared
with known analytical solutions for liiear and nonlinear problems. The ability to achieve
approximately the same mesh dktribution regardless of the initial number of points is
verified to firther complete goal three.

In Chapter 8, the gridless code is extended to model transient problems. The ability of
the model to maintain time accuracy for various transient problems is observed. A predktor
method is introduced, and its effect on time accuracy is discussed.

Chapter 9 introduces a novel global adaption methodology. This method significantly
decreases the number of adaption calculations required. Solutions from this technique are
compared with solutions of the local adaption methods and analytical solutions.

Finally, Chapter 10 summarizes the capabilities of the gridless technique with fill
adaption for any one-dimensional problem. Advantages and disadvantages of the method
are dkcussed, and the most logical steps for implementing similar logic for adaption in two
dimensions are presented.

10



CI@APTER 2

$STEADY-STATE G DLESS METHODOLOGY
WITH UT ADAPTION

.

I.&roduction

i

The initial point distribution and ini “aldependent variable estimates used by the
program depend only on the boundary nditions. They are independent of the governing
equation. The mesh points are distribute evenly between the left and right boundaries,
while the initial fi.mctionvalue at each of hese points is determined born a linear
interpolation between the bound~ cond tions. Using twenty-five total points, Figure 2
demonstrates the initial point distribution and initial dependent variable estimates given the
boundary conditions~(0) = 1 and~(l) = O.

Determining ~he Spatial Derivatives

;

As outlined in Chapter 1, this gridl ss technique revolves around solving the set of
linear equations [xl][D~] = ~] at each fo us point for the unknown derivatives. Each
equation in this set results from expandi a Taylor series at a focus point to one of the
cloud points. These cloud points are gen rally the nearest neighbors. However, at least one
cloud point must be on each side of the cus point. Each time the grid adapts, anew set of
cloud points must be found.

1
To solve for the unknown spatial d rivatives, the [A] matrix and ~] vector must be

formed. Since the [A] matrix depends o y on the spatial coordinate of each point, each
iteration may use the same [A]. Anew [ ] matrix must be formed only afler the grid
adapts.

{

The first ~] vector forms from iriiti dependent variable estimates such as those in
Figure 2. ~] represents the diilerence i the fimction values between the focus point and
each of the cloud points. Since these val es change and hopefi.dlybecome more accurate
with each iteratio~ ~] must be recalcul ted with each iteration.

1With [A] and ~] know the syste [~][D?]= ~] may be easily solved for the partial
derivative elements [D~]. For this task he Fortran code utilizes a Gaussian elimination
technique.
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Figure 2. Initial point distribution and function values.

Updating the Dependent Variable

To update the fimction values between iterations, the steady-state governing
differential equation is set equal to zero and integrated numerically using a second-order
Runge-Kutta integration scheme. A pseudo-time step (At) is used as the Runge-Kutta
increment. The Taylor series expansion previously discussed provides the current spatial
derivative estimates. Numerically integrating the governing equation with the current
estimated spatial derivative values achieves a more accurate estimate of the dependent
variable value at each point.

The next iteration proceeds with these updated fimction values. The set of equations
[A][D~] = v] is solved for new spatial derivative estimates utilizing the latest fi.mction
values. Placing these spatial derivatives in the governing equation and numerically
integrating gives the next estimate of the dependent variable values. The process continues
until the dependent variable values no longer change during this integration step and the
steady-state governing equation is satisfied.

The Integration Time Increment

The primary limiting factor on the number of iterations required before the solution
converges and on the stability of the integration rests with the integration time step. The
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1time increment (At) used during the Run e-Kutta integration depends on the minimum
spacing between two points over the spa ial domain (A= and the order of the
approximating Taylor series. Until the esh adapts, this increment will remain constant.

{

* . (A%)’
2 Order

(6)

1“Although this time step seems conservati e, it provided sufficient stabiity to solve till of the
test cases. For most problems, a larger t me step maybe adequate.

Resi&al Definition

To assess the peflormance of the

t

‘dless algorithm without adaptio~ several
computational experiments were condu ed. As previously described, the initial dependent
variable distribution was found from line interpolation between the boundary conditions.
A normalized average residual (R) mess red the rate of convergence. This average residual
is defined as the root-sum-square of the ocal residuals divided by the current total number
of points times the residual of the initial i eration (&).

I

ki represe t the point location
k represent the current integrationnumber
1$ is the resi 1of the initial iteration

E40r Definition

(7)

/

Since the exact analytical solution i known for each of the test problems, the local
error is defied as the difference betwee the numerical and analytical values of the
dependent variable. The average error ) is defined as the root-sum-square of the local
errors divided by the cument total numb r of points. This value is not normalized.

13



-tifpm(md-m-d)’
E=J i-1

number of points

(8)

Convergence Definition

The gridless code considers the governing equation solved when the residual no longer
changes significantly over several iterations. In other words, a solution is converged when
the sum of the residual (R) over ten iterations is less than a user-defined convergence
parameter (e) times the current time step. Typical values for the convergence parameter
range from 0.0001 to 0.001.

Zhe governing equation is solved when:

(9)

i is the iteration number
k is the current iteration

The residual magnitude depends on the current time increment. As the grid adapts, the
time increment will change. Different time increments could vary the magnitude of the
residual. Therefore, a small residual alone cannot determine convergence. Including the
time increment in the convergence criteria eliminates its dependence on point spacing.

Test Case One

The first computational experiment tested the following simple linear, second order
ordinary differential equation (ODE):

&f(4 _ s s~(xx) = O

dx=
(lo)
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Using the Dirichlet boundary conditions (0) = 1 and f (1) = O,this ODE has the closed
form solution:

(11)

The gridless technique SOIV id equation using a fourth-order Taylor
series approximation with four cloud po~ Its. The mesh consisted of twenty-five uniformly
spaced points across the domain [0,1].

Figure 3 shows the behavior of the -:esidual (R) and the average error (E) during the
calculations. While the global residual cc)ntinued to decrease steadily, the average error
leveled at approximately 6500 iterations. The minimum average error was 1.89x107.

Figure 4 exhibits a comparison of tl Ie exact solutions for the dependent variable, the
first derivative, and the second derivative with the solutions generated by the gridless
technique. To allow better Visualization ~the values are normdlzed to fdl between [-1, 1].
The solid lines represent the analytical solutions while the symbols represent the numerical
solutions. As observed, the comparisons are excellent for this simple linear ODE.

Because the dependent variable experiences only slow, gentle changes, this dtierential
equation does not provide a significant c.wdlengeto the gridless method. However, this
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.......
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Figure 3. Residual and average error behavior for equation (10).
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Figure 4. Solution to equation (10).

solution demonstrates the gridless methodology works and is capable of providing very
accurate solutions.

Test Case Two

The next equation tested was:

&f(@ - (5@2sin(5nx) = o
dx2

(12)

Although equation (12) is similar to equation (10), it adds another degree of difficulty by
compressing several oscillations into the domain [0,1]. Aga@ using the bounday
conditions ~(0) = 1 and ~(l) = O,equation(12) has the closed form steady-state solution:

f(x) = - siIl(5nx) - x + 1

The residual and the average error for this equation are given in Figure 5.
numerical solution utilized a fourth-order Taylor series with four cloud points.

16
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previous example, the global residual co tinues to decrease. However, the average error
reaches a minimum afler 127 iterations. t then increases to a steady-state average error of
0.001. This average error is considerable larger than the final emor of the previous
example. However, this is expected sin the same number of total points is used to model
a more complex fiction.

The residual and the average error

1

r this equation are given in Figure 5. The
numerical solution utilized a fourth-orde Taylor series with four cloud points. As in the
previous example, the global residual co times to decrease. However, the average error
reaches a minimum after 127 iterations. t then increases to a steady-state average error of
0.001. This average error is considerable larger than the final error of the previous
example. However, this is expected sine the same number of total points is used to model
a more complex fimction.

I
Figure 6 compares the numerical so ution for equation (12) to the analytical solution

from equation (13). The exact derivative are compared to the numerical values of the first
and second derivative in Figure 7. Thes lid limesrepresent the fi.mction’sanalytical
solution or its derivatives while the symb 1srepresent the numerical solutions.
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Figure 5. Residual
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and aver ge error behavior for equation (12).

>
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Figure 6. Solution to equation (12).
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Derivatives of the solution to equation (12).
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The final example considered is
(14).

[

Tes Case Three

the onlinear Burger’s equatioq given by equation

baf(x,t) 1 &f(x, t) = ~_ +f(x,t) - —
ax Re &z

Re represents the Reynold~ Number

(14)

The nonlinear term in this equation

1

‘IIcause a discontinuity, or shock to form in the
solutio~ while the viscous term will tend o dissipate this effect. As the Reynolds number
@e) increases, the viscous term will deer ase, causing an increase in the strength of the
shock. To balance these two terms fort s test, the Reynolds number was arbitrarily set at
50.

t

The closed form solution for this eq ation was obtained using a traveling wave
solution technique that results in equatio (15) (Logan 1987).

( )~(f(-w) -tk%t))(x - co
f (X,t) = f( ‘m,t) +j f(=, t) e

E (f(--*t) -f(-,t))(x - Ct)
1+ e2

where the wave speed (c) is:

.=f -(-=,t) +f(-,t)

2

(15)

(16)

1
The dependent variable asymptotic y approaches the boundtuy limits~(-~,t) to the

left and ~(m,t) to the right. By selecting he parameters~(~,t) = 1 and~(m,t) = -1, the
wave speed c is set to zero. This simplifl s the solution and eliminates the time dependency.

!To approximate these limits, the bo ndary conditions for the numerical method were
set at: ~(-m,t) ~~(-l,t) = 1 and~(m,t) s (l,t) = -1. This shortens the spatial domain to
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[-1,1]. Although these boundary conditions are only an approxirnatio~ the error they
introduce is significantly less than the computational precision for any Reynolds number
greater than 40. Given these boundties, the solution to Burger’s equation simplifies to:

(17)

To solve equation (14), fifty total points were distributed over the domain [-1,1].
The solution used a fourth order Taylor series with four cloud points. The Reynolds
number was 50.

Figure 8 shows the residual and average error during the calculations. Again, the
residwd consistently decreased. The average error, however, reached a minimum after 5962
iterations and then increased back to a steady-state error of 0.003.

In Figure 9, the numerical solution of equation (14) is compared to the analytical exact
solution. The exact and numerical derivative solutions are compared in Figure 10. To
improve visualizatio~ only the domain between -0.5 and 0.5 is shown in the figures.

Although this equation is considerably more dficult to model numerically, the gridless
technique has provided an adequate solution. As expected, the primary errors occur in the
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Figure 8. Residual and average error behavior for equation (14).
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Figure 9. Sol+ion to equation (14).

I
region of the shock. This results from th large gradient in this area and not having a
sticient number of points in this region o accurately model the behavior. With the
introduction of adaptio~ this solution sh uld improve.

$ummary

!
To solve each of the test equations om this chapter, the method required the Taylor

series order, the number of neighboring c oud points, and the total number of grid points.
Each of these values is discussed fi.u-theri Chapter 3. In additio~ this chapter defined the
average error (E), the residual (R), and t convergence parameter (e). Each of these
definitions will be used substantially thro ghout this thesis. The convergence parameter (e)
determines when the method has achieve a steady state solution. Typical values range
from 0.0001 to 0.001.

!In general, the gridless technique wi bout adaption effectively and efficiently solved
each of the test equations. The solution t equation (1O)demonstrates the method may
provide significant accuracy under the co ect conditions, while the solution to equation

21



(14) shows the gridless method’s capability to model complex nonlinear behavior.
Introducing adaption into the gridless methodology should only improve these results.
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rc TER 3

DEVELOPMENT OF SUG ESTED DEFAULT PARAMETERS

Iikroduction

As mentioned briefly in Chapters 1: md 2, the gridless method must lmow the number
of neighboring cloud points to utilize as Fveil as the order of the Taylor series
approximation. Although these two nurrd~ersare independent of each other, the number of
cloud points must be greater than or eqw1 to the order of the Taylor series. This chapter
investigates the number of neighboring cloud points to use under most conditions, the order
for the Taylor series approximation (p-a aption), and the effect the total number of points
has on accuracy (h-adaption).

To achieve a level of semi-autono in the gridless program as desired in the first
adaption goal, suggested default values vrere developed. The Fortrari code used these
values for all subsequent studies. To det wrninethe default values, several test cases were
considered.

First, a second-order Taylor series ~vas used to solve each equation. The number of
cloud points was varied from two throug h ten. Next, the order of the Taylor series was
increased to three, and the range of C1OUd points varied from three through ten. The matrix
of tiormation fi-omthese tests ranged flom a second-order approximation with only two
cloud points through a tenth-order approximation with ten neighboring cloud points. For
each test, the total number of iterations, 4:he fired residual, and the final average error were
recorded.

Table 1 lists the information developed from these calculations using equations (10)
and (12) as the governing equation. Eac ~solution used twenty-five equally spaced points
while the Taylor series order and number of neighbors varied. Computations ceased after
the solution converged satisfing equation (9) for the user-defined convergence tolerance
(e).

23
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The Number of Neighboring Cloud Points

The minimum average error for each Taylor series order has been highlighted in Table
1. In nearly every case, the smallest error in the fimction values occurred using the
minimum number of neighboring points. In other words, the best solution occurred when
the number of neighboring cloud points equaled the order of the approximating Taylor
series. This combination also usually converged in the minimum number of iterations.

This result is not unexpected. As more points are included in the cloud, these
additional points will be farther from the focus point. Therefore, the information they
provide about the derivatives at the focus point is less accurate than information from closer
points.

Also, when the number of cloud points equals the order of the Taylor series
approxirnatio~ a mm [A] matrix forms. By eliminating the least-squares approximation
necessary when the number of cloud points exceeds the order of the approximating series,
the linear system of equations [xl][ll~] = ~] becomes better conditioned. This better
conditioned system will have less error introduced by numerical inefficiency, and should be
more accurate.

The Taylor Series Approximation Order (p-adaption)

Adaption by higher order approximations, or p-adaptio~ has the capability to
significantly increase accuracy in the numerical model. As expected, this effect on the
gridless methodology seems to follow similar trends found in more traditional techniques.
Table 1 and Figure 11 veri& this behavior. Although p-adaption could improve accuracy

while solving a transient problem it will not substantially benefit the gridless method in
modeling a moving boundary. Therefore, the Taylor series order will be fixed during all
computations.

To determine the best Taylor series approximation order, two primary variables must
be considered—average error and computation time. The behavior of the average error of
the fi.mction can be determined from Table 1. However, the effects on computation time
are somewhat more arbitrary.

As the order of the approximating Taylor series increases, the size of the [A] matrix
also increases. This will substantially increase the number of calculations required to solve
the system [A][D~] = ~], and therefore increase the total computation time.
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Considering only multiplication step~, approximately one-third r? calculations are
required to perform Gaussian elimination Twith partial pivoting on the nxn [A] matrix.
However, this must only be performed eac;h iteration the point distribution adapts. To
perform this type of elimination on the ve(tier ~] of dimension n requires approximately
one-half~ calculations, and the subsequelIt back-substitution to obtain the solution requires
approximately an addhionrd one-half~ calculations. Since both of these steps must be
peflormed every iteratio~ we will assume at least r? calculations for each iteration.

Since n represents the Taylor series (]rder, we will assume that the computational time
increases exponentially with the approximsting order. From Table 1, it is observed that the
average error decreases approximately en onentially. The approximate optimum balance
between these two variables can be visual’y determined from Figure 11. The figure
represents increase in computational time and decrease in the final average fimction error.
Ml vrdues are normalized to fd between: ~eroand one. From this inllormatio~ a Taylor
series order of four seems most appropria te.

Another important variable to consider before determining the order of the Taylor
series approximation for any indNidual problern is the order of the governing equation to be
solved. From the numerical investigation%it was found that the results from the highest
order terms are often slightly in error. Therefore, the best results will be achieved if the
order of the Taylor series approximation isat least one order, and preferably two orders,
higher than the order of the equation bein@solved by the gridless method.

A
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o

Equation 10 Error
o

Equation 12 Error

o 2 4

I

6 8 10
Taylor Seri s Order

Figure 11. Balancin~ computation time and error.
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Table 1.--Error Matrix for the Taylor Series Order and Cloud Point Number
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dThe Numbero Mesh Points (h-adaption)

The effects of point spacing on ac

t

racy were studied through several numerical
experiments in which the number of gri points varied. The results of these tests for
equations (10)3(12), and (14) are given Table 2.

1Table 2.--Error Matrix for he Total Number of Mesh
Poin s

1As expected, decreasing point spa ing has a substantial influence on the ultimate
accuracy. Figure 12 demonstrates this esult for equation (12).
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1Figure 12. Effect of the num er of points on final error for equation(12).
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These tests were conducted only to verify that the gridless method follows trends
similar to those of traditional techniques with regard to point spacing. Although adaption
by mesh refinement will be introduced into the adaptive gridless code, these effects are not
investigated firther. It is sufficient to conclude that increasing the number of equally
spaced points may significantly increase accuracy.

Summary

The best accuracy for any given Taylor series order occurred when the number of
cloud points equaled the approximation order. As the Taylor series order increased, the
computation time required also increased substantially. To balance accuracy and
computation time, a fourth-order Taylor series using four neighboring cloud points is
suggested.

Although increasing the Taylor series order or decreasing point spacing substantially
increases solution accuracy, improved accuracy does not improve the ability to correctly
adapt the point distribution for a time-dependent problem. This requires actually moving
point locations within the spatial domain.
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cELTER 4

PROBLEMI CONDITIONING

The Matfil Condition Number

/

When referring to numerical systems the condition of a problem indicates the
solution’s sensitivity to small changes in t e data. If the solution is not unreasonably
sensitive to the dat~ the problem is well c ndhioned. Conversely, a problem is ill
conditioned if small relative changes in th data produce a large change in the answers. The
condition number of a matrix measures t s sensitivity. A large condition number indicates
an ill-conditioned matn~ and the solution should be accepted with some skepticism.

For any invertible matrix [A] the w$ition number (K)is

(18)

2where 11AII represents the norm of the atrix [A]. Therefore, the condition number (K)
depends on the type of norm used in the c culation. However, since the condition
number’s order of magnitude is of prim interest, any norm will obtain similar results.

/

For the system of equations [A][x] = [b], the condition number of [A] indicates the
expected relative error in the solution [x] s no greater than Ktimes the relative error in the
input information [b] (Kincaid and Chene 1991). Considering the order of magnitude of K
b, and x to be (3,~, and +, respectively, e may conclude:

1(relative x em ) s (K)(relative b error)
(19)

1(

di~”ts of G

Since 6 gives the order of magnitude oft
precision of the machine being used, we r

- (El+ ~) digits of accuracy.

+ p)

[econdhion number and ~ generally represents the
lay expect that the solution [x] will have at least

29



For convenience, the system of equations solved by the gridless method is listed again
as:

[A][Dfl = ~

[A] =

::... . .

—
n!

h;
—
n!

—
n!

h~n
—
n!

[Dfl =

1-d ‘~

&n

(3)

where hi = (xj-xO)

In terms of these variables, the condition number of [A] measures the amplification of the
error in ~] into the solution [.DI]. Since the condition number is calculated only from the
ifiorrnation contained within the matrix [A], it is independent of the governing equatio%
the fbnction values and derivatives, and the solution method (i.e., Gaussian elimination).
However, [A] depends on the order of the Taylor series (n) and the grid spacimg(h). When
the matrix [A] is over determined, the number of neighbors will also tiect the condition
number.

To determine the effect of each of these three variables on the condition number of the
syste~ several tests were conducted. In these tests, the number of points varied from 10 to
100, the Taylor series order varied from two through te~ and the number of neighboring
cloud points varied fi-omthe current Taylor series order through ten. To keep the tests as
uniform as possible, the condition number was calculated at a point equidistant from each of
the boundaries. For example, with ten total points in the dom~ the condition number was
found at point 5; if the domain contained M& total points, the condition number was found
at point 25. The points were uniformly distributed across the domain [0,1] for each test.
Therefore, adding more points acted as a measure of the point spacing (h). For points near
the boundaries, the condition number tended to increase slightly. However, it never
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increased more than one order of magniti
from these tests.

The condition number for this study
the LINPACK library. This subroutine a~
Although the method used to calculate th
comparisons were made with the method
each method was always the same.

Number of Ne

Figure 13 depicts the effects of the ]
neighbors. Although this graph utiliies t]
Taylor series and fifty total points, all gra
best condition number for each case teste
equaled the number of the Taylor series c
of nxn, and a least-squares approximation
the matrix condition improved as more n[

Although the condhion number was
systems, these numbers are completely d~
squares problem. Other solution techniql
improved conditioning.
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Table 3.--Condition Numbers

Points Order Neighbors Condition Points Order Neighbors C!Ondition
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dTotal Numb r of Points (Spacing)

Results of this study show that as the) spacing is decreased, the rmge of values from
the left to the right side of [A] will increase exponentially. This huge merence ~ v~ues
causes [A]-l to be large. Subsequently, th~Bcondhion number will be large. Therefore, as
the spacing decreases (more points are adlded), the condhion number should increase.
These conclusions are verified by Figure 14.

This represents the data for a fourth- order Taylor series using four cloud points.
Graphs for other variations are very simila x. As expected, the condition number increases
as the spacing decreases. However, the tc)ta.1increase is only a couple of orders in
magnitude. Therefore, only one or two d.gits of accuracy will be lost in the solution across
the entire range of spacing tested.

Based on this study, point location ~Bpacing)and the condition number of the local
coefficient matrix are related. However, the dependent relationship is weak and does not
provide any strong insight into adaption nmethodology. Consequently, dependence on
condition number was not included in adaption criteria in this s~dy.

1Taylo Series Order

I
In matrix [A], as the Taylor series o der (n) increases the terms to the right become

smaller. As the difference in the terms o the left and right of the matrix increases, the
magnitude of the terms in the inverse mat “x[A]-l becomes very large. This will cause the
condition number to become large. Beta se the factorial of n magnifies the effect of the
Taylor series order on the condition num er, this is the limiting variable on the condition
number’s magnitude. Figure 15 demonst ates this result. Note the log scale in the figure
for the y-axis.

Although this graph represents a tes conducted with fifty total points, and the number
of cloud points was always equal to the o der of the Taylor series order, similar graphs may
be obttied from any combination.
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Guarantee+ Digits of Accuracy

1
As previously explained, at least - ( + ~) digits of accuracy can be expected in the

derivative terms. 0 represents the order f the condition number, and J3represents the error
in the input inilormation or machine preci ion. Since the Fortran code was written in double
precisio~ machine precision was 10-16(~ 16). Therefore, as least (16 -8) digits of
accuracy may be expected.

1
Using this equatio~ a fourth-order aylor series, four cloud points, and the

information in Table 3, at least ten throu twelve digits of accuracy are guaranteed for
each spacing tested. Agai~ the point sp ing does not have a considerable effect.
However, changing the order of the Tayl r series has a significant effect on the accuracy
that is guaranteed. Figure 16 represents he effects of changing the Taylor series order on
the guaranteed accuracy. This graph kee s the number of cloud points equal to the Taylor
series order and uses fifty points.

$humnary

/

As the Taylor series order increases the guaranteed accuracy in the solution decreases
from poor conditioning of the numerical ystem. Although in many cases zero digits of
accuracy are guaranteed, several digits o accuracy may still be achieved. For example, in

16

12

8

4

0

0

Guaranteed Digits of Accurac

2 4 6

4

8 10
Taylor Series rder

Figure 16. Guaranteed digits ~f accuracy for a given Taylor series order.
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approximations even though the condition number for these cases is extremely high.
Obviously, these solutions still have a large degree of accuracy. However, this accuracy is
not guaranteed, and the unstable system of equations may produce erroneous solutions
without warning. To ensure stability in the equations being solved, and to guarantee some
degree of accuracy, higher order Taylor series approximations should be avoided.

The relationship between “nearest neighbof’ point location and condition number was
examined. As expected, the condition number increases as the spacing decreases.
However, the total increase is only a couple orders of magnitude over the entire range of
spacing tested. Therefore, the relationship between point location and condition number
does not appear valuable for defining adaption criteria.
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rc TER 5

ADAPTION B POINT MOVEMENT

When t+ Begin Adaption

Prior to engaging any form of adap the process must evaluate the need for
adaption. Generally, the adaption proce duces addltiona.1calculations md
temporarily increases the error. on should ultimately provide a more
accurate solution with a onal calcdations. TO support these
goals, adaption ~ any fo conditions. First, if the process has
progressed to a nearly converged solutio adaption is introduced to retie this solution; or
second, adaption is intro a rapidly diverging solution.

When a solution b dly increase, oil.en by an order
of magnitude with each al for the current iteration is
100 times the initial res mesh-related problem,
adaption may have the the solution again bejjns to
converge, adaption discontinues.

Adaption begins when the solution” nearly converged. This occurs when the product
often times the conve crement has the same
magnitude as the su

,

4

ei is the iteration number
k is th current iteration

By not adapting until the solution is~nearly converged,

(20)

the process adapts to a more

/

correct solution and unnecessary calculat ons are eliminated. Once this adaption begins, it
continues until the governing equation is solved, even if the residual change increases above
10 At e.

The choice of an appropriate value or the convergence parameter (e) is lefl to the
program user. This value will strongly ect the total computational time and ultimate
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accuracy. A suggested default value is 0.001. For the examples tested, this value offered
sufficient convergence and a near minimum error.

Adaption by Point Movement

Once the solution has converged suiliciently and if adaption is necessary, the first type
of adaption implemented is point movement. The technique utilized in the Fortran code for
moving points difllersslightly from previous research (Wolfe et al. 1996).

Local adaption by point movement utilizes a spring analogy approach. In this
technique, the mesh structure moves toward an equilibrium distribution in which a local
spring coefficient times the distance between points remains constant. This is analogous to
an object placed between two physical springs moving to a position where the forces acting
on it from each spring sum to zero. Just as the spring constant reflects the actd stifhess
of a physical spring, the spring coefficient in the numerical system reflects the stiilhess, or
resistance to movement, of each point in the mesh.

For an actual spring, physical laws dictate the properties that determine the spring’s
stiflhess. For the theoretical. spring system however, the stiffness maybe defied. The
properties used to define the stifiess should emphasize the important characteristics of the
fi.mction’sbehavior. Therefore, the adaption algorithm utilizes the dependent variable, the
gradient, and the second derivative when calculating the numerical stiffhess. This departs
slightly from adaption in many commercial solvers, which only adapt on the gradient of the
dependent variable. However, allowing differences in both the variable magnitude and its
fist and second derivatives to tiect the numerical stii??nessboth generalizes and moderates
the method.

To determine when adaption is necessary, two spring coefficients are calculated for
each point. The mathematical construction of the numerical stifhess coefficients is given in
equation (21). These coefficients essentially represent a linear sum of the changes that
occur in the fimction and its first and second derivatives between the central point 1 and its
neighbors (1-1 or 1+1). Each of the three components is uniformIy weighted. To keep the
magnitude of each component similar, the change in the values is divided by the total range.
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ki.l =

[

m, -m,-,

W)m-mti )

[

m, -f(x),+,

+

f’(x), ‘.f (X)j+l f“(x), -f’’(x),+l
ki+l =

(f (x)=-f (x)~ ) + (f’(x)m- ‘(x)ti ) + (f’’(x)= -f’’(x)ti ) 1

(21)

~

These adaption stfiess coefficients are utilized to form the generalized forces given in
equation (22). The term ~i-1 +i refers t the generwed force acting on point 1 by point ~-
1. The adaption rdgorithm will continue t move the mesh points until these two forces are
approximately equal.

Fi-l-i = ki-i(xj-xi-l)
(22)

Fi+l. i = ki+~“(Xi+l- xi)

If the spring coefficients (k) did not ~hange with the relative positions of the points,

F
the distance (Ax) point 1 must move to m e equation (21) equal would be:

1ki-l” ((Xi+ Ax)_ X.-l) = ki+l” (Xi+ l- (xi + Ax))
(22)

ki-~.(x---- Xi) + ki+l”(Xi+l- Xi)
k=

ki. ~+ki+~

To adjust for the change this movement

T

“ cause on the spring coefficient (k), the point is
actually only moved a ilaction of this dist ce. The distance the point I moves in the
numerical model is given by equation (23 . By moving only a fraction of the distance, the
movement algorithm progresses slower b t is much more stable.

~=%

(23)

1- +
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When Adaption is Necessary

A user-defied movement parameter controls when adaption by point movement is
necessaq. This movement parameter (a) represents the amount of change allowed in the
generalized forces from the left to the right boundaries. This type of approach has the
advantage of giving a physical significance to the movement parameter. However, as more
points are added to the system the same movement parameter will actually allow less
tolerance in the generalized force from one point to the next. If the movement parameter
had been defined as the allowable change in the generalized forces between consecutive
points, the total allowable change in the generalized forces could become larger than the
actual total change between boundaries as points are added. Since this would disable point
movement adaptio~ the movement parameter is defined as the total allowable change.

The allowable tolerance between the generalized forces is directly proportional to the
movement parameter. This relationship is developed as follows. The po~t movement
algorithm continues until the absolute difference between the generalized forces of equation
(21) decrease below a predefine tolerance.

(24)

This tolerance represents the amount of change possible in the generalized forces between
two consecutive points. Since the movement parameter (a) is the maximum allowable
change in the generalized forces from the lea to the right boundaries, the relationship
between the tolerance and the movement parameter is:

a = tolerance” (number ofpoints - 1) (25)

Therefore, adaption must continue until equation (26) is satisfied for every point in the
domain.

lFi.l+i- Fi+l-il c
a

number ofpoints -1

(26)
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Selecting an Appropn

To determine an appropriate moven
components of the generalized forces mu
point movement is complete, the differen
allowable tolerance.

lFi.l-i-.

Iki-l”(xj-xi-l) -

Physical significance may be given t
magnitude of each of the components in i
stiflhess (k) by the maximum stiilhess bet
normalized value between Oand 1 results
boundary conditions), the average distam

The maximum tolerance could be fc
consecutive points. However, since thes
between the generalized forces can be esi
points (Axm) and setting k equal to one.

maximumtok

k=

m“mum tolerance

By inserting the movement pam.met
the generalized forces across the domain
range ofx.

mt parameter (a), the values of each of the
t be considered. Assume that when adaption by
e in the generalized forces is approximately the ‘

z tolerance (27)
j+l-j

~+~”(xi+~-‘j) I z tolerance

the movement parameter if the approximate
Legeneralized forces is known. By dividing the
~eenany two points across the domain (k.J, a
Since x ranges from Xi. to X.a (defined by the

; between points (Axm) is:

x=- Xti

amberofpoints - 1

(28)

mdusing the maximum distance between two
iffhess (k) is generally less than one, the tolerance
mated by using the average distance between

‘ante—%

~erance
= (l” Ax=)

(29)

: k-” x--x-
number of points - 1

r (a) into equation (29), the maximum change in
s determined. As expected, this simplifies to the
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-“mum a x=- X*
= k=”

number ofpoints -1 number of points - 1

maximuma z km” (x-- Xti)

(30)

At this point, the range of the movement parameter (a) maybe defined to vary from Oto
by simply dividing by the maximum value (k.a” (x.m - x.i~). Therefore, the movement
parameter will range from Oto 1, and this division will occur automatically within the
program.

1

Since the maximum a represents a 100’%change in the generalized forces, this value
would require very little, if any, adaption. Therefore, the movement parameter should be a
small fi-action of this maximum. Lower values will require addkional iterations, but they
will also provide a more accurate simulation of the spring system. Typically a value of
0.10, or 10°/0of the maximum change, provides sufficient adaption.

Point Movement Algorithm Performance

To enhance the capability of the numerical method, adaption should provide a more
accurate solution. A more accurate numerical solution will globally approach the true
solution and capture the important local f~tures of the true solution. Adaption by point
movement primarily positions points appropriately to capture the important features such as
maximum and minimum values, or areas of steep gradient. By correctly positioning the
mesh points, the average emor should decrease. To veri& the effectiveness of the point
movement method, variations of the test cases from Chapter 2 were modeled.

All tests used the same boundary conditions, Taylor series order (fourth), number of
cloud points (four), and number of total points as their respective tests cases from Chapter
2. In additio~ the tests used a convergence parameter (e) of 0.001 and a movement
parameter (a) of 0.10. The simulations were not concluded when the convergence
parameter was satisfied. Instead, calculations continued for a set “total time.” This
provided better comparisons with the previous examples. The convergence parameter was
used, however, to initiate the adaption process.
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Point Movement A ility to Solve Equation (10)

iRegardless oft eInitial Point Seeding

III recalling the results from solving ~quation (1O)without adaptio~ the solution was
smooth and contained no steep gradients. ~Without adaption for an initially evenly spaced
grid, the average error was reduced to 1.$9x107. With these conditions, it is not surprising
that, given the movement parameter of O.~O,the solution required no additional adaption.

However, since this equation is well behaved, it may assist in demonstrating a further
capabtity of the point movement algorith@ Rather than using a uniformly spaced initial
point distributio~ the points were intenti~nally clustered. If working correctly, the point
movement algorithm should be sufficiently robust to reposition these points to a more
uniform spacing without losing any soluti~n integrity.

The results of this test are displayed ~inFigure 17. The top line shows the initial
clustering of the points. The middle line ~emonstrates the final point locations subsequent
to repositioning by the movement algoritlbn. As observed, the point movement adaption
has successtldly repositioned the initially ~lustered points to a more uniform spacing. The
bottom line represents an evenly spaced #id which required no adaption.

During the calculations, the initially blustered point distribution caused the solution to
diverge. This initiated the point adaption~a.lgorit~ which then corrected the point
distribution until the solution started con~erging. Figure 18 demonstrates the effect
adaption had on the residual and error du#ing calculations. Although several iterations were
required to reposition the points, the sub~equent graphs are nearly identical. The
eventuahninimum error produced tier adaption was 1.60x10-7,a slight reduction from the
minimum error without adaption.

+
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I I
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Figure 17. Repositioning of’an initially clustered point distribution.
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Figure 18. Residualand errorcomparisonswithadaptionfor equation(10).

Point Movement Adaption for Equation (14)

For a practical application of Burger’s equatio~ the area in which the shock occurs is
of the greatest interest. Although the numerical solution to Burger’s equation without
adaption found in Chapter 2 accurately represents the total solution across the dom~ it
does not sufficiently capture this area of steep gradient. Adaption by point movement helps
to obtain the necessary clustering.

Figure 19 displays a solution to equation (14) applying adaption by point movement.
Points have effectively been moved into the region of the shock. Although the numerical
solution obtained with adaption is slightly offset to the left, it improves the solution
obtained without adaption. With adaption by point movement applied, the average error
changed very little. However, since more points are in the shock are% these points tended
to have larger errors associated with them individually, and the maximum error was
reduced.

.
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Figure 19. Solution to equation (14)with point movement adaption.

$ummary

The point movement algorithm follows a spring analogy. The numerical stiffhess
coefficient (k) for this system is defined to be largest in the areas that require clustering.
Generalized forces (F) are generated by multiplying the stiffhess coefficient times the
dkmce between points. The adaption algorithm moves the points until these forces are
approximately constant.

In addition to the convergence parameter (e), adaption by point movement requires a
new user-defined movement parameter (a). This parameter represents the percent change
allowed in the generalized forces over the domain of the fi.mction. Lower values will
require more adaptio~ but will better distribute points according to the spring analogy.

In general, the point movement algorithm seems stable and effective. The important
local features of the finction have been adequately captured. The method is sufficiently
robust to achieve similar results regardless of the initial point distribution. Although point
movement does not significantly improve the error, it does provide a better representation
of the overall solution.
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CHAPTER 6

THE ADAPTION COEFFICIENT

.

Introduction

As previously discussed, point movement adaption utilizes a spring-analogy approach.
For a physical sprh% the stiffness depends on the material properties. For the numerical
system however, the stiffness must be defined. The properties used to define the numerical
stiiThessshould emphasize the important characteristics of the iimction’s behavior. In
additio~ the stiflhess must be defined in terms of the information known about the current
solution and point distribution.

Typically, point clustering is desired in areas of steep gradients, near boundaries, or at
maximum and minimum locations. These locations are indicated by the current
approximation to the fbnction value and the derivative terms. The current time and mesh
spacing may also provide important itiormation to use in developing the numerical stiffness.
The adaption stiflhess coefficient must u&ze a combination of these values to provide the
desired mesh distribution and improve accuracy.

This section provides a greater understanding of the adaption stiiihess coefficient (k)
and its effect on point location and accuracy. No attempt has been made to find the optimal
adaption coefficient. However, several possibilities are presented and discussed.

The Traditional Spring Analog

The traditional approach places the spring between consecutive points. The adaption
stiffhess coefficient for this approach then compares the fi,mctionvalue and derivatives (or
whatever values are used in the stiflhess definition) with the same values at neighboring
points. The comparison may add, subtract, multiply, or divide these values. Multiplying the
adaption stifl%esscoefficient by the distance between the two points obtains the generalized
force. The point then moves to a location in which the generalized forces acting on it ilom
each side are equal.

For the spring analogy method, the most logical formulation for the adaption stitlhess
coefficient is:*
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ki+l = + c1

df df

xi - Zi+l

df df

Z&- Zti

(31)

where f represents f(x)

co, cl> ... c~ are constants

n represents the T~lor sem”esorder

This expression utilizes most of the information available for determiningg the stiflhess
between points i and i+l. The constants COthrough c. maybe varied to emphasize the
various terms.

Equation (32) is a simplified form of equation (31). The coefficients CO,cl, and ~
represent a percentage weighting on each term. They should add to 1.00 or 10OO/O.To
keep the magnitude of the adaption stiflhess coefficient roughly equal to the stiflhess
coefficient used thoughout this thesis, the whole equation is multiplied by three. Since
equation (32) is similar to the adaption spring coefficient used for all other examples in this
thesis, it ~l”be studied in geater-detail.-

ki+l = 3
f (X)j ‘.f(x)i+~

co f (X)m-f (X)ti

f’(x)j ‘f ‘(x)j+~

+ c’ f’(x)-- f’(x)ti

f“(x)j ‘f “(x)j+~

+ c’ f“(x)m-f’’(x)ti

(32)

CO+ C1+C2=1

To determine the effect of each term on the final accuracy, several tests were
considered. For equations (1O)and (12) in Chapter 2, point movement adaption was
petiormed usiig equation (32) and a variety of percentage weighings for each term. The
calculations for all three tests used a fourth-order Taylor series approximation with four
cloud points, twenty-five initially equally spaced points, a movement parameter (a) of 0.1,
and a convergence tolerance (~) of 0.001.

First, equation (1 O) was solved using a range of weighting from zero to 100% for each

term in equation (32). These results are given in Figure 20.
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Figure 20. Final error for equation (10) with variable stiflhess weighings.

According to this figure, the average error increases as the percent weighting on the
fimction value (CO)increases. Also, a weighting greater than 40% and less than 70V0is
desiied for the first derivative term (cl). A feasible weighting for the three terms is 40% on
the fimction value, 40’Moon the fist derivative, and 20’%0on the second derivative.
Although this value does not provide the minimum error, its error is near the minimum and
some moderation is maintained in the stifiess coefficient. Although it is not the minirmq
an equal weighting on each term would provide a very good solution.

F@ure 21 gives the results for testing equation (12). Ag@ the weighting on each
term was varied from zero to 100’XO,and the final average error was recorded.

For equation (12), the percent weighting on the fiction value had very little effect on
the final average error. However, the weighting on the first derivative term should remain
between 20% and 80’XO.Although it did not provide the minimum error, an equal weighting
on each of the three terms would have provided a very good solution.

w
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Figure 21. Final error for equation (12) with variable stifiess weighings.

Summary

Developing an adaption stifiess coefficient (k) that offers the desiied movement of
points in the spring analogy is challenging. The adaption stiflhess coefficient must offer an
appropriate clustering and improve accuracy. For local spring-analogy adaption methods,
the stifhess coefficient generally compares known ird?ormationabout the fbnction and
derivatives with similar information at neighboring points. This is the method used for the
point movement and point refinement algorithms in this report.

50



CHAPTER 7

k

ADAPTION BY MESH REFINEMENT

Introduction

To effectively model a moving boundary problem without losing accuracy, adaption by
mesh refiement is required. As the problem domain expands, more points will be
necessary. In contrast, points maybe deleted if the domain becomes smaller. As seen in
Table 3 of Chapter 3, adding points to the mesh may signitkantly reduce the final error in
the solution. More points, however, increase the number of calculations for each iteration
and usually requires additional iterations for the solution to converge. Adaption by mesh
refinement attempts to balance these factors.

When Adaption by Refinement is Necessary

Adaption by mesh refinement utilizes the same spring analogy as point movement
adaption. In general, if the average magnitude of the generalized forces from two
consecutive points exceeds a user-defined refinement parameter (y), then a point is added in
this interval. Conversely, if this generalized force for every point in the domain declines
arbitrarily below three fourths the refinement parameter, a point is deleted from the system.
Typical values for the refinement parameter range from 0.001 to 0.01.

Atiapoint atiijl ycFw
Fi-l +Fi+l

Fm =
2

Delete a point # : y > q.-,

for every i = 2, 3, ... number of points

Sequence of Adaption Methods

(34)

Including mesh refiement with point movement complicates the adaption process. By
using the spring analogy, the point movement algorithm adapts the mesh until the

51



generalized forces are approximately equal. Therefore, if one of the generalized forces
exceeds the refinement parameter, theoretically the generalized forces between all the points
could exceed the refinement parameter. This would require that a point be added between
each interval, nearly doubling the total number of points. Subsequent adaptions may then
require deleting nm.nyof these points. A more conservative method of limiting the addition
and deletion of points must be followed.

In general, point movement should be nearly complete to accurately determine if
points should be added or deleted. However, the effort to correctly position points by the
movement algorithm may be wasted unless the total number of points is approximately
correct before point movement begins. Once adaption by mesh refinement begins, the
method must add or delete points cautiously to maintain stabthy in the solution. To adapt ‘
most effectively and efficiently, the Fortran code proceeded with point movement and mesh
refinement in three steps.

The first adaption technique suggested is a relaxed form of the mesh refinement
method. When the solution is nearly converged according to equation (20), this routine is
initiated. Beginning at the left boundary and working to the right, the average generalized
forces given by equation (34) are evaluated at each point. If the average generalized force
for point i is greater than one and one half the refinement parameter, a new point is added
next to point Z. Since deleting points may cause a significant decrease in accuracy, no
points are deleted in this relaxed mesh refinement.

No points are deleted

Ifa point is added at i, then point i+l immediately to the right is not allowed to adapt
during this iteration. Once the need for adaption has been determined at each point, the
program proceeds to the next iteration on the governing equation. This relaxed mesh
refinement continues for every subsequent iteration until no points are added. After
completing this initial relaxed mesh refinement adaptio~ it is not used again.

The relaxed mesh refinement should obtain the approximate number of total mesh
points needed to satisfi the refinement parameter. Next, adaption by point movement
proceeds.

The final adaption step refines the mesh by adding or deleting points. When adaption
by point movement completes, all the generalized forces should be approximately equal. At .
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this point, the algorithm determines the need for fhther refinement. To eliminate the
possibility of overrefining the mesh only one point maybe added or deleted each iteration.
If the maximum average generalized force is greater than the refinement parameter, the
adaption adds a single point at the location of the maximum value. Otherwise, if the
minimum average generalized force decliies below three fourths the retlnement parameter,
this point is deleted. If a point is added or deleted, the point movement algorithm must
correctly reposition the points before the mesh refines firther.

Adding Points

The addition of a point using this adaption algorithm is a four-step process. First,
adaption determines the distances to the nearest neighbors on either side of the central
point. Second, it positions a new point one third the distance from the central point to the
first neighbor on the right. Next, the central point moves one third the distance from its
current position toward the nearest neighbor on the left. Finally, values of the dependent
variable’s magnitude and derivatives for the repositioned center point and the new point are
derived using linear interpolation from the nearest neighboring points. This procedure
attempts to maintain any clustering from previous adaptions, but allows the final positioning
to be accomplished by the point movement adaption process.

Performance of the Combined Refinement and Movement Adaption Methods

Equation (12), the second test case from Chapter 2, is appropriate to demonstrate the
robustness of the combmed refinement and movement methods. For the linear ODE, two
sets of initial point distributions were utilized, and the results compared. The adaption
algorithms should be sufficiently robust to determine the approximate optimum number of
point for the solution.and the given refinement parameter, regardless of the initial number of
points. In the first test, the gridless calculations were initiated with 25 equally spaced
points, while the second case utilized 100 points initially. For the first case, the refinement
algorithm added points resulting in sixty-two total points in the final solution. The second
test effectively reduced the number of points to a final total of sixty-five. Therefore, the
refinement technique works very well in achieving similar point distribution for the solution
regardless of the initial number of points for this particular ODE.

Next, the gridless method with fill adaption capability solved the steady-state
equations (1O), (12), and (14). This verified the effectiveness of the adaption techniques to
provide an accurate solution and capture the important features of the governing equation.
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Each solution utilized a fourth-order Taylor series with four neighboring cloud points, a
movement parameter of 0.1, and a convergence tolerance of 0.001. Equations (10) and
(12) started with twenty-five initially equally spaced points with a refinement parameter of
0.01. Equation (14) used fifty initial points and a refinement parameter of 0.005.

As expected equation (10) solved easily with fill adaptio~ as shown in Figure 22. ---

During adaption the number of points reduced from twenty five to twenty four, and the final
error increased to 9.90x10-7with fill adaption. Adaption also provided an improved
solution for equation (12), as shown in Figure 23. In the final solutio~ the total number of
points increased to 43 reducing the error to 2.94x104.

The solution to equation (14) with fill adaption also improved considerably, as shown
in Figure 24. The region near the shock has been captured very accurately. However,
some error has been propagated from the shock area into the smoother regions to the right
and left. The final error for this solution was 3.00x10-3.
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Figure 22. Solution to equation (10) with fill adaption.
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Figure 23. Solution to equation (12) with fill adaption.

o

Numerical f(x)

Exact f(x)

-0.5 -0.25 0 0.25 0.5
Spatial Domai~ x

Figure 24. Solution to equation (14) with fill adaption.
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Summary

Although adaption has introduced new restrictions and obstacles for the gridless
methodology, it has improved the technique’s ability to capture an accurate solution for
these example. Generally, adaption increases the total computational time and does not
provide a significant increase in the solution’s average error. However, the method can
effectively adapt while maintaining the solution stability and integrity. This fact verifies that
the gridless method should be capable of modeling more complex transient problems such
as a moving boundary.
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CHAPTER 8

TRANSIENT SOLUTIONS USING THE GRIDLESS METHOD

Introduction

The objective of this research is to lay a foundation that will allow for accurate
modeling of complex moving boundtuy problems. Tradhional structured and unstructured
solution methods are limited by moving boundaries. In addition to being computationally
expensive, the constant remeshing during the transient calculations may cause the grid to
distort and twist. By eliminating the permanent connectivity between points, gridless
technology overcomes this obstacle.

Thus far, it has been demonstrated that the gridless method can solve a variety of
linear and nonlinear steady-state problems, and adaption may be applied to improve these
solutions. Next, the method is extended to allow for simple, time-varying problems.
Eventually in this chapter, an actual moving boundary problem in one dmension will be
modeled.

Extending the Solution Method for Solving Transient Problems

When solving the steady-state problems previously outlined, the numerical method
started with a large error and large residual. Eventually the residual became very small and
the solution was achieved.

Although the solution steps are the same, the approach for solving transient problems
is slightly dii%erent. For transient problems the gridless method must maintian the solution
in time, rather than to solve for an unknown solution. Since the initial Iiuwtion values are
know the initial error is zero. However, this error will immediately increase slightly to an
approximately steady error. If the error continues to increase, a smaller time increment is
most likely needed.

*

Solving a transient problem differs horn solving a steady problem in three primary
ways. First, computations generally proceed for a set length of time instead of stopping
when the solution converges. Second, because the initial conditions are know adaption
may begin immediately. And third, the gridless method must constantly adapt since the
actual solution is changing in time.
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A Simple Transient Test for the Gridless Method

The first transient problem modeled was the simple heat or dffision equation with the
difhsive constant set to one.

df(x) d~(x)—= — (36)
dt dx2

For the boundary conditions~(O,t) =j(l,t) = O,and the initial conditionj(~O) = x - /, a
separation of variables approach to the analytical solution gives:

[[ 11f(~>o = -~ f J- Ozmin(mo +2cos(n7c) -2)siIl(m’m).-”2’2’

(37)

X3 n-l n3

For this example, the mesh initially had twenty five equally space points. A fourth-
order Taylor series was used with four neighboring cloud points. The movement parameter
was 0.2, and the refinement parameter was 0.02.

Figure 25 compares the numerical solution for equation (36) to the analytical solution
from equation (37) at various times during calculations. The solid lies represent the

0.1

0.08

0.06

0.04

0.02

0

0 0.2 0.4 0.6 0.8 1
Spatial Domain, x

0

f(x) att= 0.1
n

f(x) at t = 0.2
A

f(x) at t = 0.3

Exact f(x)

Figure 25. Solution to equation (36) at various times.
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finction’s analytical solution for the respective times. As observed, the gridless method
seems to track the solution very well for this simple Iiiear partial dflerential equation.

Numerical Modeling of a Transient Problem
with a Time-Periodic Boundary Condition

Although the gridless method easily solved the previous example, the equation did not
offer a substantial challenge for the method, and the problem eventually reduced to steady
state with the solution ~~t) = O. The next example also involved solving the heat equation.
However, a time-dependent condition was introduced on the left boundary. This is a true
transient problem and will better test the gridless method’s capabilities.

Cij($ . ().01*
dt

(38)

For the boundary and initial conditions of j(O,t) = sin(lO,t), fl~,t) = O, and

j(x,O) = e(-x~500Jsin(-x~)

the analytical solution to equation (37) is (l?oulikakos, 1994):

f(x,t) = e(-x@J sin(lOt - x@@
(39)

Numerically, the boundary condition f(~,’) = O was estimated at Y(’ ,’) = O . This
introduced an error on the order of 10-10on the right boundary. However, since this error
was significantly less than the average error in the calculations of the gridless method, it was
accepted.

Equation (38) was solved numerically using a fourth-order Taylor series with four
neighboring cloud points. The movement parameter was 0.1, and the refinement parameter
was 0.005. The initial mesh contained fifty equally spaced points. Results are shown in
Figure 26.

Although this figure demonstrates the gridless method’s ability to follow the motion of
a moving solution in time, the method needs improvement. After 0.3 seconds, this solution
contained twenty-one points with an average errorof2.13x10-3. Especially in the region of
the spatial domain from 0.2 through 0.4, the numerical and exact solutions dii%ered
noticeably.
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Figure 26. Solution to equation (38) at various times.

Perhaps the largest contributors to the emors for a time-accurate solution are the
integration time increment and interpolation errors. Although the time step, according to
equation (6), provides sufficient stability to model transient problems, accuracy should
improve for smaller increments. For fiuther examples, the time increment will be reduced
arbitrarily by three fourths.

Adaption will always introduce error horn interpolatio~ and adaption is required for
solving moving boundary type problems. The optimum solution for these problems will
balance the level of accuracy and the degree of adaption necessary. Relaxing the adaption
techniques will limit the amount of adaption necessary. This r~quires fewer steps of
adaption and fewer interpolations steps. Therefore, the induced error from adaption should
decrease.

Relaxing the point movement parameter directly decreases the error. However,
increasing the movement parameter will provide a less efficient point dktributio~ and the
important finction features may not be captured.

Typically, decreasing the refinement parameter should increase accuracy since this
adds points. However, adding points requires interpolation over a large distance,
introducing a significant error. These two factors nearly cancel each other. Therefore, the
refinement parameter has little effect on accuracy for transient problems.
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The refinement parameter has a secondary effit on accuracy. A lower refinement
parameter will add points to the system. More points require addhional adaption steps.
Since more adaption steps introduce more error, a lower retlnement parameter may actually
increase the average error. If a tighter mesh is desired, this error must be accepted.

Generally, for steady-state problems the fist adaption step is to add points using a
relaxed refinement parameter to approximately obtain the correct number of points. Since
adding points introduces large errors, this is inefficient for transient adaption methods.
Instead, a good approximation to the number of points must be selected based in the initial
conditions.

Another method for controlling the induced error is to limit the distance of the
interpolation each time a point is moved. According to equation (23), each point may move
5% of the desired distance each iteration. By limiting this distance fiu-ther, the induced
error may be substantially reduced, but the number of adaption iteration required will
increase. However, numerical experiments have shown that the cumulative effect of
moving a shorter distance over more iterations reduces the error.

The final suggestion restricts the fi-equencyof adaption. Requiring a few iterations
between adaptions allows the gridless method time to recover from past errors before
introducing new errors. This will moderate the method and reduce the error slightly.

In Figure 27, the solution to equation (38) is given using relaxed adaption. Again, the
solution started with Mty evenly spaced points using a fourth-order Taylor series with four
neighboring cloud points. The movement parameter was relaxed from 0.1 to 0.25, while
the refinement parameter remained at 0.005. Points moved only 2’% of the desired distance
each iteratio~ and ten iterations were required between adaptions.

In Figure 28, the error for the firstsolution to equation (38), given by Figure 26, and
the error for the second solutioq given by Figure 27, are compared. For the second
method, the error after 0.3 seconds has been reduced fi-om2. 13x10-3to 6.991x104.
Although the first solution is initialiy more accurate, the second solution is much more
stable. This eventually leads to a more accurate solution.

A Moving Boundary Solution

To veri& the gridless method’s capability to model an actual moving boundary,
equation (36) was solved with a transient boundary condition. The temperature at each
boundary was held at a constant zero value. However, the right boundary was allowed to
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Figure 27. Solution to equation (38) at various times with relaxed adaption.
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move rapidly from 1.0 to 2.5 over the fist 0.3 seconds of calculations. Although an
analytical solution is not available for compariso~ Figure 29 gives the numerical solution.
The trend of the solution for the gridless method seems to be physically realistic.

Grid Prediction

For transient problems, the adapted mesh tends to lag the true solution slightly. The
adaption process attempts to fit the mesh to the current finction solution. However, before
the adaption is complete, the finction has a new value and the point distribution is already
incorrect. By predicting the expected il.mction value and adapting toward this predicted
value, the point distribution should become more time-accurate.

A simple mesh predktion method was introduced into the gridless program. This
method utilized liiear extrapolation to predkt the fiction values at a fbture time. The
fiction value at each point was stored for several iterations. No adaption could occur
while storing these values since this would change the point locations, making the
extrapolation invalid. After the new finction values were predicted, the gridless program
adapted as usual using the predicted values rather than the current fimction values.

To determine the effects of mesh prediction on the accuracy of the solutio~ equation
(38) was solved using the prediction method. The linear extrapolation used the current
fimction values and the fhnction values from ten iterations previous. The iimction values
were predicted twenty iterations into the fbture if the current time increment remained
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Figure 29. A moving boundary solution for equation (36).
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constant. The error for this technique is compared with the error without prediction in
Figure 30.

Although the point distribution may have been more accurate using the mesh
predictio~ the solution accuracy decreased. Since the predicted fiction values are only
estimates, these values are not as stable as the actual fi.mctionvalues for the current
iteration. Therefore, the estimated values changed more than the current values, and they
required more adaption. With more adaption required, the error increased.

Summary

Transient problems offer an interesting challenge for the gridless method. Adaption
inherently introduces error into the solution from linear interpolation on the new fi-mction
values. Since the transient problem does not allow the gridless method sufficient time to
recover from these induced errors, they must be kept as small as possible. This maybe
accomplished by interpolating over smaller distances, reducing the integration time
increment, or simply not adapting as frequently. The adaption algorithm uses each of these
ideas in some form to maintain time accuracy. Although a balance of accuracy,
computation time, and the required level of adaption must be maintained, the gridless
technique is capable of solving complex transient problems.
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Figure 30. Error comparison for standard and prediction adaption methods.
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CHAPTER 9

GLOBAL ADAPTION

Introduction to Global Adaption

.

Although adaption is necessary for the gridless method to model a complex transient
problem such as a moving boundary, local point adaption introduces additional restrictions
on the method. For steady problems, adaption increases computational time. For transient
problems, constant local adaption introduces error into the solution each iteration as
adaption occurs.

Local adaption compares the stiffhess between neighboring points and adjusts points
individually. These adjustments may then cause other neighboring points to require
adjustment during subsequent iterations. During the iteration steps in which adaption
occurs, the gridless method makes less progress toward the solution because of the errors
induced by linear interpolation. Therefore, transient problems require smaller time
increments to maintain accuracy, and steady problems need more iterations before they
converge.

Global adaption compares the stifl%essover the entire domain and then adapts
accordingly. Rather than adapting points, this method generates a completely new mesh
that perfectly matches the cument fbnction and stiilhess values. Function values for the new
mesh are found by linear interpolation between point locations from the previous mesh.

The Global Adaption Method

For global adaptio~ the adaption stiflhess coefficient must be defined at each point as
in equation (40) rather than between points. This definition includes information only about
the flmction’s first and second derivatives. Since information flom the fi.mction’s
magnitude gives little information about an appropriate point distributio~ this value is not
included.

ki =

[

f’(x), f“(x)i

f’(x)m-f’(x)k + fyx)=-f’’(x)ti
1

(40)
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By using this definition of the adaption stifhess coefficient, the local generalized force
is defined as the adaption coefficient (k) times the length of the region the point occupies.
Numerically integrating the adaption stifhess coefficient over the entire domain using the
trapezoidal rule obtains the total generalized force. This is equivalent to finding the area
under the stifihess curve.

Ftotal J
= kak (41)

5
mmzzr Prn~ (k,+ ki.l)

F@@l= (Xj- ‘j-~)
i-2 2

For global adaptioq a single global movement parameter (ag.~~ replaces both the
point movement and point refinement parameters. This global movement parameter
represents the maximum allowable value of the individual generalized force at any point.

(42)

The new total number of points (n-) is determined by dividing the total generalized
force by the global movement parameter and raising the result to the next higher integer.

[1F@
n = integer — +1

a

(43)

Dividing the total generalized force by the new total number of points gives the actual
applied generalized force (F’i,@Pli~J)for each point. This value will be slightly less than the
global movement parameter.

(44)

Equation (41) finds the approximate area under the stifhess curve. Again working
with this equation from left to right, the total area is broken into (n- -1) regions each with
an area equal to Fi,~Pfi.&For the new mesh distributio~ a point is placed where each of
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these areas meets. The function values at the new point locations are found using linear
interpolation between the grid points from the previous mesh.

The global adaption method provides a near perfect distribution in a single iteration.
Only one iteration of accuracy is lost, and all subsequent iterations may proceed toward the
correct solution without the need of constant adaption. However, during the one iteration
for global adaptio~ nearly every point will move, causing a substantial increase in the error.
The advantages and disadvantages between local and global adaption depend on the effects
of these errors on the ultimate solution accuracy.

Global Adaption Performance for Steady-State Problems

To determine the capabilities of the global adaption algorit~ it was used to solve
problems previously solved with local adaption methods. Figure 31 gives the solution using
global adaption for equation (12).

The error for the local and global techniques solving this equation is compared in
Figure 32. The solution with local adaption finished in 3907 iterations with Mty nine total
points and an average error of 2.62x104. The global adaption technique adapting every 500
iterations required 3018 iterations and finished with an average error of 2.87x10+. The
global movement parameter was adjusted to 0.0055 to achieve the same number of points in
the tlnal solution as the local adaption method. Although the error for each method is
comparable, the global method converged considerably faster. In addition to requiring
fewer iterations, the solution using the global method used fewer calculations each iteration.

To determine the effects on modeling transient problems, the gridless method with
global adaption solved equation (36). Figure 33 gives this solution. Global adaption
provided a very uniform point distribution for this problem.
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Figure 31. Solution to equation (12) with global adaption.
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Figure 34 compares the error for the local and global techniques solving equation (36).
For local adaptio~ the problem required 17788 iterations to complete the solution over the
first 0.3 seconds. It ended with twenty nine total points and an average error of 3.12x10-7.
The global adaption technique adapting every 500 iterations required 9882 iterations over
the 0.3 seconds and finished with an average error of 4.89xl O<. The global adaption
coefficient was adjusted to 0.01675 to achieve the same number of points in the final
solution as the local adaption method.

For transient solutions, the induced error fi-ominterpolation has a significant effect on
the solution accuracy. Although global adaption requires fewer iterations and finishes the
calculations much quicker, Figure 34 demonstrates that local adaption with consistently
small induced errors better maintains accuracy in time for this problem.

Summary

Local adaption methods require several iterations to complete, and error is introduced
during each of these iterations. Global adaption provides a near perfect point distribution in
one iteration. However, during this one iteration nearly every point will move, causing a
substantial increase in the error.

For transient problems, the gridless technique cannot recover fi-omthis large error
increase, and the overall problem accuracy decreases. However, for the steady-state
example, similar accuracy using global adaption techniques was achieved for considerably
fewer total iterations,
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CHAPTER 10

CONCLUSIONS

The Strengths of the Gridless Method

The strength of the gridless methodology lies in its ability to model any geometry using
clouds of discrete points. Because these points are not required to maintain the consistent
connectivity of grid-based solution methods, the point distribution cannot distort or twist
into undesirable shapes as the mesh adapts. Therefore, gridless solutions maintain accuracy
and integrity during adaption even in areas of high deformation or large flow gradients

For the one-dmensional problem adaption must be applied to the gridless method to
realize these capabfities. The two underlying objectives for this research were first, to
ver@ the capabtities of the gridless method to adapt and provide accurate solutions for a
variety of problem types, and second, to provide background tiormation for implementing
a multidimensional adaptive gridless method. The research centered on investigating a
variety of problem types, mesh distributions, and adaption variation. No attempt was made
to find an optimal one-dimensional gridless solution technique. Instead, several possibilities
were studied that may apply to adaption in higher dimensions.

Purpose of Adaption

Adaption in any form should complement and enhance the numerical method. For
adaption to be effective, it must capture the important features of the true solution and
minimize error. Higher order approximations and adaption by mesh refinement may
substantially reduce the error fl-omthe true solution. However, modeling moving boundary-
type problems requires the actual movement of points. Therefore, point movement
adaption is the key to the gridless method. Other adaption methods are only included with
point movement adaption as necessary to maintain solution accuracy.

Goals for Implementing Adaption

To keep the adaption method simple, and to allow for a smooth transition to multi-
dimensional models, four goals were followed for implementing adaption into the gridless
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method. The first goal required that the adaption be semi-autonomous. To achieve this
goal, suggested default values were developed for most of the programs parameters. The
program user was required only to enter the convergence parameter (e), the point
movement parameter (u), and the point refinement parameter (y). For global adaption, the
global movement parameter (a~~ was required.

The second goal was to incorporate generality to permit the solution of a wide class of
problem sets. The Fortran code was developed such that changing the governing equation
only required modifying one subroutine. Therefore, nearly any one-dimensional problem
may be solved by the gridless program with no change to the program itseIf This is
possible because of the modularity within the gridless technique’s logic.

Third, the adaption method must be sufficiently robust to achieve a similar solution
regardless of the initial number of points or point locations. This capability was verified
directly by numerical experiments in Chapters 5 and 7.

The final goal was to allow generality in the technology to accommodate multi-
dimensional problems. To make the transition to higher dimension models, the adaption
techniques were kept very simple. By avoiding unnecessary complexity in the one-
dimensional model, the methods developed are much more likely to apply in higher
dimensions. In additio~ several ideas and combinations were studied rather than limiting
the research to the methods that provided the best one-dimensional solution.

Multidimensional Gridless Adaption

In a multidimensional spring analogy, a single point’s position is af.l?ectedby all other
points in the domain. Because of the complexity of this system a global adaption method
that simultaneously finds a point location for every point in a single iteration seems most
appropriate. The greatest difficulty should be in determining the region that each point
occupies.

The multi-dimension spring system should still utilize a similar adaption stiflhess
coefficient (k). However, the effect of the cross derivative terms should be investigated.
Similar convergence and movement parameters should also be used.

72



Summary

The chapters demonstrate some of the capabilities of the gridless numerical solution
technique. The information gained from this study will be a springboard for the follow-up
work to be performed in multi-dimensions. HopeiMly, the gridless approach will resolve
the problems and inefficiencies encountered with the adaption of structured and
unstructured grid methods. In time, this method could develop into a powerfbl tool for
accurately modeling complex geometries and moving boundary problems, and for problems
involving the dynamic coupliig of a fluid and structure.

v
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