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Abstract

In 1983, high-level radioactive waste repository performance requirements related to
groundwater travel time were defined by NRC subsystem regulation 10 CFR 60.113. Although
the DOE is not presently attempting to demonstrate compliance with that regulation,
understanding of the prevalence of fast paths in the groundwater flow system remains a critical
element of any safety analyses for a potential repository system at Yucca Mountain, Nevada.
Therefore, this analysis was performed to allow comparison of fast-path flow against the criteria
set forth in the regulation. Models developed to describe the conditions for initiation,
propagation, and sustainability of rapid groundwater movement in both the unsaturated and
saturated zones will form part of the technical basis for total-system analyses to assess site
viability and site licensability.



This study is an enhancement of previous groundwater travel time analyses. In it the
authors attempt to define the appropriate conceptual model for assessing fast-path flow. The
conceptual model thus allows disequilibrium flow in the fractures and in the matrix. This
conceptual model also allows for spatial and temporal variability of infiltration from the ground
surface. In addition, the natural heterogeneity in hydrologic properties and the uncertainty in the
values for those properties is expected to play an important role in allowing controlling rapid
movement of groundwater. Because of this uncertainty in the distribution of rock properties, a
probabilistic approach has been used in the unsaturated zone. Geostatistical simulation
techniques, constrained by a geologic framework model, are used to create multiple realizations
of the unsaturated domain. Numerical modeling of steady-state groundwater flow in these
heterogeneous, two-dimensional domains is accomplished using the TOUGH2 code. A particle
tracking method is used to simulate the advective and dispersive movement of groundwater in the
simulated flow field and to calculate travel times from the repository to the water table.
Numerical modeling of steady-state groundwater flow in the saturated zone is performed within a
deterministic, three-dimensional model domain representing the upper 250 m of the saturated
zone. Advective and dispersive transport are simulated by particle tracking from the water table
to the five km limit of the accessible environment.

The results of the groundwater flow modeling provide insights into the implications of the
conceptual models employed, the sensitivity of modeling results to specific parameters and
assumptions, and distributions of groundwater travel time for a set of base case calculations.
Values of matrix saturation simulated by the unsaturated flow modeling compare favorably with
measured matrix saturations from boreholes near the modeled cross-sections. Particle travel
times in the unsaturated zone are particularly sensitive to infiltration rates, fracture-matrix
connectivity, and fracture frequency. Increased infiltration rate, in concert with reduced fracture
matrix connectivity, results in short travel times, while simulating generally realistic matrix
saturations. The presence or absence of simulated lateral diversion of groundwater flow in the
non-welded PTn unit above the repository is shown to be sensitive to the van Genuchten moisture
characteristic curve parameters used in the flow modeling. The introduction of a large, transient
infiltration event at the surface results in the relatively rapid propagation of increased fracture flow
velocity within the mountain in the unsaturated flow model. For the base-case calculations of
flow in the unsaturated zone, particle travel times to the water table vary from approximately 50
years to greater than 1,000,000 years, with the faster travel times occurring from the southern end
of the repository. In the saturated zone, the flow model is calibrated to hydraulic head
measurements in wells by the inclusion of four faults as low hydraulic conductivity zones. The
distributions of particle travel times to the five km limit in the saturated zone vary dramatically
depending on the location where the particles are released beneath the repository. Particle travel
times in the saturated zone vary from about 250 years to 1,000,000 years, with the faster travel
times occurring for particles released beneath the southern and western parts of the repository.
There is considerable uncertainty in the absolute values of travel times in the saturated zone due to
uncertainty in hydraulic conductivities of units downgradient of the repository, but the relative
pattern of travel times is probably valid. Distributions oftotal combined groundwater travel times
in the unsaturated zone and saturated zone exceed 1,000 years at four of five locations considered
from the potential repository. Approximately 40% of the particles released from one location at
the southern portion of the repository have total simulated travel times of less than the regulatory
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limit of 1,000 years. There are important uncertainties in this analysis that preclude definitive
evaluation of regulatory compliance.

The results of this study support our assumptions regarding the importance of both
selecting an appropriate conceptual model of groundwater flow processes and the incorporation of
heterogeneity in material properties into the analyses. The modeling assumptions employed in
the analyses are supported by favorable comparison of simulated matrix saturation values with
measurements at the site. Simulated particle velocities are also qualitatively substantiated by
recent isotopic dating measurements. This study also shows that the groundwater travel times are
sensitive to variation and uncertainty in hydrologic parameters and in the infiltration flux at the
upper boundary of the problem domain. Simulated travel times are also highly sensitive to poorly
constrained parameters describing the interaction between flow in fractures and in the matrix.

This work was supported by the United States Department of Energy under Contract DE
AC04-94AL85000, and was performed under WBS 1.2.5.4.4.

The data in this report were developed subject to the controls in QAGR 042, Revision 0, PCA
2.0, Task 2.1, and was done under Work Agreement WA-0181, Revision 00. The data used as
input or reported are not qualified. The lack of qualified, spatially distributed data for some
critical parameters necessitated the inclusion of nonqualified data in the analysis.
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Executive Summary

Introduction

This report describes the analyses performed to model groundwater flow at the potential
high-level nuclear waste repository site at Yucca Mountain, Nevada and to provide estimations of
pre-waste-emplacement groundwater travel time (GWTT-95). These analyses include
calculations of groundwater flow in the unsaturated zone above and below the potential
repository, as well as flow in the saturated zone to the five km limit of the accessible environment.
Although the regulatory criteria concerning groundwater travel time are no longer being used as
measures of subsystem performance, the underlying analyses of fast-path groundwater flow are
integral to any safety assessment of the potential site. These analyses will be incorporated into
future repository performance assessment calculations.

Because groundwater flow is expected to be one of the most important mechanisms for the
transport of radionuclides from the repository, the characterization of groundwater flow is of great
importance in an evaluation of the suitability of the site. The US Nuclear Regulatory Commission
is responsible for licensing any nuclear-waste repository and has established groundwater travel
time as one of the subsystem regulations for the assessment of repository performance. This
performance requirement states that "...pre-waste-emplacement groundwater travel time along
the fastest path oflikely radionuclide travel from the disturbed zone to the accessible environment
shall be at least 1,000 years...." In addition to the Nuclear Regulatory Commission subsystem
performance requirement, the Department of Energy has stated a similar disqualifying condition
that was originally intended to be used as a site-selection criterion.

This study includes several enhancements relative to previous analyses of groundwater
travel time at the Yucca Mountain site. More sophisticated geostatistical simulation and upscaling
methods have been applied to the characterization of material properties in the numerical
modeling domain of the unsaturated zone. Recently acquired data on hydrologic parameters have
been incorporated into the modeling effort. The conceptual model of groundwater flow processes
in the unsaturated zone has been generalized to include the possibility of disequilibrium, fast-path
flow in fractures. This more general conceptual model of flow is implemented using the dual
permeability model (DKM), which is generally recognized as more physically realistic than the
previously employed equivalent continuum model (ECM). Numerical modeling of groundwater
flow and an analysis of the resulting travel times in the saturated zone are also included in this
report.

Conceptual Model

The conceptual model of flow processes, geologic conditions, and boundary conditions at
the Yucca Mountain site forms the basis for numerical modeling of groundwater flow and analysis
of groundwater travel time. This conceptual model is based on current understanding of flow in
fractured media under unsaturated and saturated conditions and on geologic and hydrologic data

XIX



from the site. Because site-specific data are sparse, the conceptual model encompasses a range of
possible flow conditions.

The geology of the site is observed to consist of a series of gently-dipping volcanic strata,
that alternate from welded to non-welded tuffs. The site is divided into major structural blocks by
several north-striking, west-dipping normal faults and more poorly delineated northwest trending
structures. Bedrock fracture frequency is higher in fault zones and in more densely welded
intervals of the volcanic strata.

Meteorological data and observations of the shallow subsurface indicate that infiltration of
groundwater is highly variable in both time and space. Recent estimates of the spatial distribution
of average infiltration are based on the conclusion that infiltration is generally higher on ridge
crests and side slopes and is generally lower in washes. These estimates have been incorporated as
surface boundary conditions in this study. Perched water has been encountered within the
unsaturated zone (UZ) in several boreholes, indicating the variability of unsaturated flow at the
site. The configuration of the water table indicates that saturated flow at the site is generally
northwest to southeast, with considerable variation in the magnitude of the hydraulic gradient.

Conceptual models of flow processes in fractured media have evolved as site
characterization at Yucca Mountain has proceeded. Initial models of unsaturated flow assumed
that flow occurs primarily in the rock matrix at slow velocities, with fractures forming capillary
barriers between matrix blocks. Alternatively, fractures have been proposed as locations of
relatively focused, fast-path groundwater flow in the unsaturated zone. A more general
conceptualization is that unsaturated flow occurs in both fractures and matrix, interacting in
response to local hydrologic conditions and media characteristics. Two alternative numerical
implementations ofconceptual models that incorporate fracture and matrix flow are the equivalent
continuum model and the dual-permeability model. Though computationally simpler, the
equivalent continuum model contains the inherent assumption that capillary pressures are the
same in the matrix and fractures at any given location in the system. The dual-permeability model
allows disequilibrium in capillary pressure between matrix and fractures, which is a more general
conceptualization of flow processes that permits the propagation of faster flow through fractures
under conditions of lower matrix saturation and over greater distances.

The conceptual model used in this study for the unsaturated zone is consistent with the
emphasis placed on the propagation of fast-path flow in fractures, which may be initiated by
infiltration at the surface or within locally saturated zones (perched water). The dual-permeability
model is used and steady-state conditions are assumed for numerical modeling of groundwater
flow along four cross-sections. Surface infiltration rates are specified and the water table is used
as the lower boundary. Heterogeneous material properties for both the fracture and matrix
domains are specified, thus incorporating site data, an interpretive geologic model, and
uncertainty in the spatial distributions of hydrologic parameters.

In contrast, the conceptual model of the flow in the saturated zone (SZ) used in this study
consists of a deterministic representation of the geology of the upper portion of the saturated
zone. Variability of flow in the SZ is incorporated through the simulation of hydrodynamic
dispersion in the particle tracking method. The equivalent porous medium conceptual model of
flow, a confined system, and steady-state conditions are assumed. The flow system is recognized
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to be dominated by flow through the fractures. The lateral boundaries of the saturated zone model
are defined as specified head and are taken, in a general sense, from the results of regional-scale
flow modeling.

Parameter and Geologic Model Development

Numerical modeling of groundwater flow for analyses performed in this study use
hydrogeologic parameters that have been developed from available site data. Models of rock
properties along cross-sections in the unsaturated zone are constrained by borehole data, a
deterministic geologic framework model, and regression relationships among various parameters.
Because of uncertainty in hydrologic parameters, a probabilistic approach in the unsaturated zone
has been adopted in this study. Ten independent realizations of the material properties in the
numerical model domain are generated along each cross-section using geostatistical simulation
techniques.

The primary matrix parameters of porosity and saturated hydraulic conductivity are
simulated by sequential Gaussian simulation and coregionalization. Facture frequency is also
simulated by sequential Gaussian simulation. The geologic framework model of the unsaturated
zone is used to constrain, but not strictly define, material properties during the geostatistical
simulation process using a newly developed technique. Matrix moisture characteristic curve
parameters and fracture porosity are determined from regression relationships with saturated
hydraulic conductivity and matrix porosity. Zones ofenhanced fracture frequency associated with
tectonic activity are simulated using indicator simulation techniques. Hydrologic parameters
which are simulated on the finer geostatistical scale are upscaled to the coarser flow-model scale
using power-law averaging.

Material properties are deterministically assigned to hydrogeologic units in the numerical
flow model of the saturated zone. The geologic framework model of the saturated zone is based
on a published interpretation of the geology at the water table.

Numerical Flow Modeling in the Unsaturated Zone

The conceptual model of groundwater flow in the unsaturated zone is implemented for
analysis of groundwater travel time using numerical methods. Solution of steady-state,
unsaturated flow is obtained by the TOUGH2 code using the integral finite-difference method.
Boundary conditions consist of specified liquid flux at the upper boundary, no-flow along the
lateral boundaries, and specified capillary pressure at the water table along the lower boundary.
The numerical grid for each cross-section is adapted to conform to the dipping strata, the location
of faults, and to the location of presumably hydrologically significant units such as the nonwelded
Paintbrush Tuff interval and the basal vitrophyre of the welded Topopah Spring Tuff.

Flow modeling results indicate a generally favorable comparison between simulated
matrix saturation and values of matrix saturation measured in core from boreholes near the cross
sections. Simulated matrix saturations vary significantly among geostatistical realizations, but are
generally lower in the nonwelded Paintbrush Tuff interval and under surface washes. Simulated
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matrix saturations are generally quite high in vitrophyres and in zeolitized regions. Flow
velocities in both the matrix and fractures are generally vertical downward, with no apparent
lateral.diversion at unit interfaces. Simulated flow velocities in fractures exceed flow velocities in
the corresponding matrix over most of the cross-sections. Groundwater flow from the matrix to
the fractures only occurs in a few areas in the lower parts of the sections.

A particle tracking algorithm is employed to simulate the movement of water particles in
the steady-state flow field calculated by the flow model. Water particles are tracked subject to
advective transport, mechanical dispersion, and molecular diffusion. Advection occurs at the
faster of the matrix and fracture flow velocities. Results indicate that particle movement is
generally downward and there is variation in travel time among geostatistical realizations by
approximately one to three orders of magnitude for any given location. Travel times from the
repository horizon to the water table vary from approximately 50 years to greater than 1,000,000
years for all realizations along the four cross-sections. Although most particle travel times exceed
1,000 years, a significant number of particles have travel times of less than 1,000 years.

Sensitivity analyses of the numerical flow model were performed to evaluate the
importance of uncertainty in hydrologic parameters, of numerical modeling methods, and of
alternative conceptual models of flow processes. A single representative realization of one cross
section was used for sensitivity analyses. Findings of the sensitivity analyses are summarized by
the following points:

• Particle travel times are very sensitive to infiltration rates, though higher infiltration rates
result in unrealistically high simulated matrix saturation within most of the section.

• Flow modeling results are sensitive to the degree of connectivity between the fracture and
matrix continua. Further reduction of the fracture-matrix connectivity can offset the effects
of increased infiltration on matrix saturation, resulting in very short « 10 years) travel times.

• Reduction of fracture frequency results in short travel times, but does not favorably match
observed matrix saturation values.

• Removal of the zeolitic region from the flow model results in somewhat longer travel times.

• Refinement of the numerical grid results in greater local variability in simulated matrix
saturation and lower fracture saturation. Travel times are increased by approximately one to
two orders of magnitude using the refined grid.

• Use of the equivalent continuum model results in a favorable match with observed matrix
saturations, but much longer travel times through the section.

• The use of the van Genuchten moisture characteristic curve parameters from previous
unsaturated flow modeling studies results in significant lateral diversion of flow in the PTn
unit. The presence or absence of lateral diversion in flow modeling results thus appears to be
very sensitive to these parameters.
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• The application of a relatively large, but realistic infiltration flux at the upper boundary of the
flow model for a short time period (one week) results in the rapid propagation of increased
fracture flow velocity within the mountain. The simulated pulse of increased fracture flow
reaches the repository horizon within ten years of its initiation at the surface.

Numerical Flow Modeling in the Saturated Zone

The numerical flow model of the saturated zone is a three-dimensional domain extending
beyond the limits of the controlled area of the Yucca Mountain site and consisting of five layers.
Hydrostratigraphic units are defined primarily on the basis of degree of welding. The lateral
boundaries are specified hydraulic head and the water table and lower boundary are specified as
no-flow. Solution of the steady-state flow model is performed by the finite-element method using
the STAFF3D code and a numerical grid consisting of 13,800 nodes. .

The saturated zone flow model is calibrated based on measurements of hydraulic head in
27 wells and on the inferred direction and magnitude of the hydraulic gradient in the region
downgradient from the repository. Reasonably accurate calibration is achieved for most wells by
the inclusion of the Solitario Canyon fault, Solitario Canyon fault splay, Drill Hole Wash

.structure, and the Yucca Wash structure as low hydraulic conductivity zones. The generally
southeast-trending, low hydraulic gradient in the area to the south and east of the repository is
simulated by the flow model.

A particle tracking algorithm that simulates the advective and dispersive transport of water
particles in the saturated zone is used to determine travel times from the water table beneath the
potential repository to the five km limit of the controlled area. Complete diffusive mixing
between fractures and rock matrix is assumed in the particle tracking method. Groundwater flow
in the region downgradient of the repository in the flow model is controlled by the geometry of the
hydrostratigraphic units and the contrasts in hydraulic conductivity among the units. Results
indicate that the simulated travel times from below the repository to the five km limit are very
sensitive to the distance traversed by the pathline through the low-conductivity Calico Hills
Formation. The distributions of particle travel times vary dramatically depending on the location
where the particles are released beneath the repository. In general, particles that are released
below the eastern part of the repository have long travel times (>10,000 years) and particles
released below the western and southern parts of the repository have shorter travel times (-250 to
a few thousand years). The distributions of travel times for particles released beneath the central
part of the repository are very broad, ranging from a few hundreds to a few tens of thousands
years.

Summary and Conclusions

Numerical modeling of groundwater flow is used to determine the travel time from the
potential repository to the five km boundary of the accessible environment and to assess the
impacts of our uncertainty in conceptual models and hydrologic parameters. These calculations
are performed separately for the unsaturated zone and saturated zone. The important findings of
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this numerical study for each of these zones are presented below. In addition, estimates of the
combined unsaturated-zone and saturated-zone groundwater travel time distributions are made.
Finally, recommendations based on these findings are presented.

Unsaturated Zone:

• Simulation of material properties using a method linking geostatistical simulation techniques
to a deterministic geologic framework model incorporates parameter uncertainty and retains
geologic realism.

• Numerically simulated values of matrix saturation compare favorably with observations
made from boreholes.

• Flow modeling indicates that groundwater flow in both the matrix and fractures is vertically
downward, with flow velocities in the fracture domain generally exceeding those in the
matrix.

• Simulated particle travel times from the repository to the water table for any location along
the cross-sections vary by about one to three orders of magnitude among geostatistical
realizations, indicating the importance of heterogeneity and uncertainty in hydrologic
parameters.

• Variations in particle travel times along cross-sections are due primarily to variations in the
infiltration rate at the surface boundary and to the thickness of the PTn unit. Shorter travel
times are associated with areas of higher infiltration and with regions of thinner PTn.

• Most simulated particle travel times from the repository to the water table exceed 1,000
years in the UZ. Some particle travel times less than 1,000 years occur at the western
portion of cross-section AA, the eastern and central portion of cross-section BB, along
cross-section CC, and at the southeast end of cross-section DD.

• Sensitivity analyses indicate that simulated particle travel times decrease in response to
increased infiltration flux, decreased fracture-matrix connectivity, and decreased fracture
frequency.

• It is possible to match observed matrix saturation profiles by inversely adjusting the
infiltration and fracture-matrix connectivity in unison. This relationship and the difficulty of
constraining these parameters make it difficult to assess the absolute values of travel time by
model calibration to observed matrix saturation.

• Both the equivalent continuum and dual permeability models are able to match measured
core saturations. Use of the ECM, however, results in significantly longer travel times.

• Although lateral flow is not simulated in the PTn unit by the DKM, it is simulated using the
ECM and van Genuchten a parameter used in previous studies (Klavetter and Peters, 1986).
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• The introduction of a large transient pulse of infiltration along the upper boundary of the UZ
flow model caused simulated flow velocities in the fracture domain to increase throughout
the mountain, though the relative increase in velocity decreases with depth. This pulse of
increased velocity reaches the repository horizon within ten years of the initiation of the
pulse.

Saturated Zone:

• The SZ flow model is calibrated to measurements of hydraulic head at 27 wells and to the
inferred direction and magnitude of the hydraulic gradient. Reasonable calibration is
achieved by including zones of lower hydraulic conductivity along the Solitario Canyon
fault, Solitario Canyon fault splay, Drill Hole Wash structure, and Yucca Wash structure.

• Simulated particle travel times from the water table below the potential repository to the five
km boundary of the accessible environment are sensitive to the geometry of the
hydrostratigraphic units, specifically the low-conductivity Calico Hills Formation. Pathlines
through this unit result in travel times up to two-orders of magnitude longer than for
pathlines through other units.

• In general, particles released at the water table below the eastern portion of the repository
have travel times greater than 10,000 years, whereas many particles released below the
southern and western portions of the repository have travel times less than 1,000 years.

Combined UZ and SZ Travel Times:

The distributions of groundwater travel time are estimated at several locations by
combining travel times in the UZ and SZ for the designated base case. Total travel time
distributions are determined by randomly summing travel times from a region along one of the
UZ cross-sections with travel times from the water table below this region. This procedure
implicitly assumes that fast pathways in the UZ do not necessarily coincide with fast pathways in
the SZ. Of the five representative regions evaluated in this way, one distribution contains travel
times of less than 1,000 years. In the southern part of the repository about 40% of the combined
simulated particle travel times are less than 1,000 years.

Comparison of these results to the NRC and DOE GWTT regulations indicates that a
significant portion of simulated total travel times (40%) from the southern portion of the potential
repository are less than the regulatory 1,000 year limit. However, interpretation of these results
should include consideration of the parameter sensitivities, uncertainties, and assumptions in the
underlying numerical modeling analyses. Sensitivity analyses indicate that particle travel times
may vary several orders of magnitude in the UZ flow simulations within plausible ranges of some
input parameters, such as infiltration flux and fracture-matrix connectivity. The conservative
approximation used to track the movement of particles between the fractures and matrix
emphasizes the fastest flow paths, but does not calculate a complete distribution of travel times in
the UZ. There are important uncertainties in this analysis of GWTT, especially in the UZ, that
preclude definitive evaluation of regulatory compliance.
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Conclusions:

The results of this study support the assumptions made regarding the importance of the
conceptual model of flow processes and the incorporation of heterogeneity in material properties
into the analyses. The more physically realistic DKM simulates the observed distributions of
matrix saturations and simulates relatively faster groundwater flow in the fracture domain. The
inclusion of uncertainty and heterogeneity in material properties in the UZ flow simulations
results in considerable variability in simulated groundwater travel times. Simulations of
groundwater flow are particularly sensitive the infiltration flux at the ground surface and to poorly
constrained physical parameters describing the interaction between unsaturated groundwater flow
in fractures and the matrix.

Recommendations based on the findings of this study are made with the intent of
improving the assessment of groundwater travel time in particular and understanding of
groundwater flow at the Yucca Mountain site in general. .

Recommendations:

• Additional site-characterization data from the area of the southern portion of the potential
repository are needed to assess groundwater travel times in this region. Findings from this
study indicate the potential for relatively fast-path flow in both the UZ and SZ in this area,
yet few borehole data are available.

• Infiltration and fracture-matrix connectivity are key modeling parameters that should be
constrained as fully as possible through laboratory, field, and numerical experiments.
Simulated groundwater travel times and matrix saturation are found to be sensitive to several
parameters, but infiltration and fracture-matrix connectivity are critical to more accurate
numerical flow modeling in the UZ.

• Field studies to obtain direct evidence of lateral flow in the PTn (or lack thereof) and
laboratory work to better constrain the van Genuchten a parameter in the PTn are needed to
validate numerical flow modeling in the UZ. The base-case results of this study did not
show significant lateral diversion of groundwater flow associated with the PTn, but this
result is shown to be sensitive to the conceptual flow model employed and the value of the
van Genuchten a parameter used for matrix moisture characteristic curves. Analysis of
possible lateral flow in the PTn is critical to evaluating groundwater flux at the potential
repository horizon.

• Although the relative groundwater travel times in the SZ have been established in this study,
the absolute values of travel times can only be accurately determined by acquiring additional
data on hydraulic conductivity by field testing. Furthermore, the assumption of groundwater
exchange between fractures and matrix must be substantiated by tracer experiments in the
field.

xxvi



CHAPTER 1
Introduction

This report describes the analyses performed in FY 1995 to model groundwater flow at the
potential high-level nuclear-waste repository site at Yucca Mountain, Nevada. The work is part of
a program intended to provide inputs to the Department of Energy's (DOE) site viability
evaluations. To support DOE's addressing of these regulations, this work has calculated estimates
of the travel time of a "particle" of water assuming no disturbance to the flow regime due to the
presence of the nuclear waste. The analyses represent preliminary estimations of the groundwater
travel time (GWTT), as defined in the Nuclear Regulatory Commission (NRC) subsystem
regulations (described in Section 1.1 below). Since the completion of this work, the strategy of the
Yucca Mountain Site Characterization Project (YMSCP) has changed to de-emphasize activities
directed toward evaluating the subsystem performance requirements. This report presents results
that were intended to support the groundwater travel time regulatory evaluation. Although the
regulatory criteria that form the basis for the GWTT requirements are no longer being used as
measures of subsystem performance, the underlying analyses are integral to any safety assessment
of the potential site. Therefore, these analyses will be incorporated into future performance
assessment calculations.

The GWTT-95 analyses provide an initial estimate of our interpretation of groundwater
flow at the Yucca Mountain using a reasonable balance between sufficient detail in the modeled
processes and a site-scale extent for the model domain. The GWTT-95 methodology is applicable
not only to analyses in support of GWTT regulations, but also for other PA efforts, including the
total-system performance assessments planned for the DOE's-Viability Assessment.

1.1 Regulatory Issues

Groundwater travel time is one of the subsystem regulations promulgated by the NRC for
underground nuclear-waste repositories. The intent of such regulations is to provide additional
means for the regulators to judge their confidence in the repository total-system performance
requirements. Evaluation of GWTT is intended to provide an independent estimate of the ability
of the potential repository site to isolate waste by defining a minimum time period for groundwater
to move from the general area of the repository to the accessible environment.

The NRC GWTT Performance Requirement is given in 10 CFR 60.113(a)(2) (NRC, 1983)
and the DOE GWTT Disqualifying Condition is contained in the DOE Postclosure Geohydrology
guideline in 10 CPR 960.4-2-1 (d) (DOE, 1984). The Performance Requirement states that "...pre
waste-emplacement groundwater travel time along the fastest path oflikely radionuclide travel
from the disturbed zone to the accessible environment shall be at least 1,000 years...." The
disturbed zone has been defined by the NRC to include "...that portion ofthe controlled area the
physical or chemical properties ofwhich have changed as a result ofunderground ... construction
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or heat generated ... such that the resultant change ofproperties may have a significant effect on
the performance of the geologic repository."

In addition to the NRC subsystem performance requirement, the Department ofEnergy has
stated a similar performance condition that was originally intended to be used as a site-selection
criterion. The Disqualifying Condition is that "A site shall be disqualified if the pre-waste
emplacement groundwater travel time from the disturbed zone to the accessible environment is
expected to be less than 1,000 years along any pathway oflikely and significant radionuclide
travel."

1.2 NRC Technical Exchanges

The concept of a "disturbed zone" in GWTT calculations is something of a conundrum
because the definition involves post-waste-emplacement effects (such as heat) although the GWTT
calculation itself is for pre-waste-emplacement (i.e., ambient-temperature) conditions. This
apparent inconsistency has led the NRC and DOE technical staffs to propose an alternative concept
at technical exchange meetings. Under the alternative, pre-waste-emplacement GWTT
calculations and post-waste-emplacement calculations would both be made starting from the
location of the potential repository (instead of starting from the ambiguous disturbed zone). The
two classes of distributions would be compared, and if the post-emplacement ones were not
significantly faster than the pre-emplacement distributions, then the effects of disturbance by the
repository (and thus the extent of the disturbed zone) could be considered negligible. Ifpost
emplacement GWTT distributions were faster than the pre-emplacement ones, then both the pre
and post-emplacement calculations would be redone starting at successively greater distances from
the repository volume until the differences between the two classes of distributions became
negligible.

The second area of discussion at the technical exchanges is the definition of what
constitutes "faster" or "slower" GWTT distributions. The regulations, stated above, leave
considerable room for interpretation of what could constitute the "...fastestpath". Interpretations
of the fastest path range from the absolute fastest travel time for any element in any GWTT
distribution to a probabilistic prediction of the fraction of the distributions that are less than the
regulatory limit. Because the definition was left unresolved in the regulations, it is anticipated that
the NRC will make an interpretation in the future. Future GWTT investigations will explore the
implications of the various alternatives.

1.3 Overview of the GWTT-95 Study

Based on the technical exchanges, the groundwater travel time investigations conducted in
fiscal year 1995 (called GWTT-95) are intended to provide the pre-waste-emplacement GWTT
distributions against which future post-waste-emplacement distributions can be compared.
Because of the I,OOO-year regulatory standard for travel time, the emphasis of the analyses is on
modeling fast groundwater-flow paths in both the unsaturated zone (UZ) of Yucca Mountain and
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in the saturated tuffs (the saturated zone - SZ) beneath the mountain from the potential repository
horizon to the accessible environment. The goal of these analyses is to estimate a combined (UZ
and SZ) pre-waste-emplacement groundwater travel time.

The DOE approach to addressing both the NRC and DOE regulations for GWTT is based
on evaluating the likelihood and significance of distributions of travel times. Thus, GWTT has
been probabilistically calculated from the area of the potential repository in the unsaturated portion
of Yucca Mountain and through the saturated tuffs to the accessible environment (defined as being
located 5 km away from the repository).

The important issues defining the scope of this analysis are as follows: The analyses are
considered to be "pre-waste-emplacement" because thermal perturbations arising from decay heat
from the radioactive waste are not considered. The rock at the Yucca Mountain site, like many
other natural geologic formations, has great variability in its physical and hydrologic properties.
To reflect this in the modeling, the model hydrologic and physical parameters are represented as
heterogeneous spatial distributions. The fastest flow ofgroundwater in the UZ is expected to occur
in rock fractures, rather than through the rock matrix. To model these fast-path flow processes,
two conceptual models have been investigated - the equivalent-continuum model (ECM) and the
dual-permeability model (DKM).

Pre-waste-emplacement GWTf distributions are calculated by incorporating the following
components: identification of features, events and processes (FEPs) comprising the scenarios
being modeled, development of the UZ and SZ model domains, simulation of hydrologic model
parameters in the UZ and SZ, calculation of flow in the UZ and SZ, estimation of travel times for
water particles on the UZ and SZ flow fields, and combination of the UZ and SZ distributions.
Simulations are made from the potential repository horizon in the UZ to 5 km down-gradient from
the repository in the SZ to produce an estimate of groundwater travel time to the accessible
environment.

The FEPs modeled in the GWTT-95 work are consistent with the scenarios developed for
nominal-flow conditions at Yucca Mountain. The nominal-flow scenarios are described in Barr
and Hunter (1995)1.

The GWTT-95 model domains are built upon numerous prior analyses. These analyses
have investigated the importance of heterogeneity in the physical and hydraulic properties of the
unsaturated rock as a method to simulate the spatially and temporally variable groundwater flow
behavior. The effects of heterogeneity in the unsaturated zone on flow have been developed by
Robey (1994) on an INTRAVAL problem, and in the GWTT-94 analyses (Arnold et al., 1995).
Both of these efforts simulated heterogeneous hydrologic properties on 2-dimensional cross
sections with variations in the properties occurring over a scale of a few meters. The INTRAVAL
work was intended to emphasize simulation of the heterogeneous properties; flow was modeled
using a flow code (the DUAL code - Robey (1994)) that preserved flow variations resulting from

1. Barr, G. E. and R. L. Hunter. (1995). Reference Hydrologic Scenarios Developedfrom the Nominal Flow
Report. Sandia Letter Report. Albuquerque, NM: Sandia National Laboratories.
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the heterogeneities. The GWTI-94 work continued the investigation of heterogeneities using the
DUAL code. Heterogeneity has been implemented in the model by geostatistical simulation
techniques. For both the INTRAVAL and GWTT-94 analyses, the geostatistical simulations
produced realizations of the stratified hydrogeologic rock units. Further statistical simulations
produced spatially variable values ofporosity on the two-dimensional cross-sections. From these
heterogeneous porosity fields the other hydrologic parameters (e.g., hydraulic conductivity and
water-retention parameters) were then simulated from regression relationships.

The approach used to generate the UZ hydrogeologic model for GWTT-95 is an
enhancement of the GWTT-94 procedures. In contrast to prior work, where the rock types and the
hydrogeologic properties of those rock types were separately modeled using three-dimensional
geostatistical techniques, in GWTT-95 materials properties are simulated in two dimensions using
both measured borehole data and interpretive data from a three-dimensional geologic framework
model. In GWTI-94, the boundaries between the rock-type strata were also statistically generated,
resulting in some modeling artifacts that took the form of interfingering of adjacent units. To more
realistically model the geologic regime, the geologic framework model is used to constrain the
boundaries. The resulting two-dimensional cross-sections used for the GWTT-95 analyses appear
to be layered, but the layers are derived from the materials properties simulations constrained by
the deterministic model, and are still heterogeneous.

The parameter set used for flow modeling is an enhancement of the Total-System
Performance Assessment (TSPA)-93 (Wilson et al., 1994) and GWTT-94 data sets (Schenker et
al., 1995). Particularly for fracture hydrologic properties, the parameter data sets have been
expanded with recently developed data.

In past flow modeling efforts the ECM has been used. With this model, the relationship
between pressure head and hydraulic conductivity can be represented by a single curve that
describes both matrix and fracture flow. Because the ECM assumes that fracture and matrix
capillary pressures are always in equilibrium, fracture flow only occurs when the matrix is nearly
saturated. Although the heterogeneous hydrologic-properties distributions produce regions of
localized saturation, this restriction on fracture flow in the ECM may limit its realism in terms of
the propagation of flow in fractures. The predecessor to the DKM, the dual-porosity model, was
developed for modeling petroleum-production (Warren and Root, 1963). It has in the past only
been applied to groundwater-flow problems on a limited basis. Like the dual-porosity model, the
DKM uses two continua, one for the matrix and one for the fractures, in which the flows can be
independently modeled. The two continua are linked by a coupling factor that permits transfer of
water from the matrix to the fractures and back. This model has the potential to simulate fracture
flow over a wider range of groundwater infiltration and saturation conditions, and may more
realistically model conditions at Yucca Mountain.

For GWTT-95, groundwater flow in the UZ was modeled using both the ECM and DKM.
Most analyses assumed steady-state boundary conditions, and flow simulations were run to steady
state conditions. In addition, flow was also modeled for some episodic boundary conditions. Four
2-dimensional transects were modeled on which the model parameters were stochastically
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assigned. Several realizations of the simulated hydrologic properties were modeled for each
transect.

Because neither the INTRAVAL nor the GWTT-94 work included flow in the saturated
zone, the GWTT-95 investigations referred to the work done in TSPA-93 (Wilson et al., 1994). For
that analysis, a 3-dimensional deterministic geologic model of the saturated zone was constructed.
The GWTT-95 SZ model is an enhancement of the TSPA-93 model. The SZ model covers an area

of 172 km2 (extending from the potential repository to the 5-km boundary of the accessible
environment) to a depth of 250 m below the water table. More of the available site data have been
incorporated in the definition and layout of the stratigraphic units. The contacts for dipping units
within the model are more accurately modeled than previously, and the hydrologic features of the
faults have been incorporated.

Saturated-zone flow is modeled in 3-dimensions assuming flow through an equivalent
porous medium of rock matrix and fractures. A single realization of the hydrologic parameters is
used. The flow field is calculated using homogeneous intra-unit hydrologic parameters.

Groundwater travel time distributions are estimated by modeling the transport of "water
particles" on four two-dimensional transects located in various parts of the Yucca Mountain site.
Travel times are estimated by tracking the paths of water particles launched from the potential
repository horizon. Depending on whether velocities are greater in the fracture or matrix domain
at a given element, the particles can either travel by flow in the fracture or matrix domains.
Depending on the proportion of fracture to matrix flow, different locations can have differences in
the travel times in the unsaturated zone. The particles are assumed to be transported in the UZ and
SZ flow fields primarily by advection in the fractures and/or matrix. In the UZ, particle flow paths
are modified by diffusion and dispersion; in the SZ, longitudinal and transverse mechanical
dispersion are applied to the particle trajectories to provide a distribution of transport paths.
Particle tracking computer codes trace the paths of water particles in the UZ and SZ flow fields to
determine distributions of travel times.

In addition to baseline analyses, sensitivity studies have been done to investigate the two
conceptual models and the effects of varying the model domains and parameter distributions.
Sensitivity analysis provides an assessment of the uncertainty of the calculations relative to the
flow modeling assumptions.
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CHAPTER 2
Conceptual Models

The conceptual model of a hydrogeologic system, such as that at the Yucca Mountain site,
provides a basis for numerical modeling of groundwater flow and the analysis of groundwater
travel time. A conceptual model includes assumptions regarding the geologic configuration of the
system, the relevant hydrologic boundary conditions, and potential groundwater flow processes
for fractured porous media under conditions of the site. Because site-specific data are sparse, the
conceptual model should encompass a range of possible flow conditions.

This chapter includes a brief description of observations of geologic and hydrologic
conditions and some general inferences drawn from these observations regarding the flow system.
Also included is an evaluation of alternative numerical methods for implementing the inferred
conceptual models of flow. In conclusion, the specific conceptual models of flow in the
unsaturated and saturated zones for the GWTT-95 analysis are presented.

2.1 Yucca Mountain Site Hydrogeologic System

A general overview of the geologic and hydrologic conditions is given below. For a more
detailed description of observations at the site refer to Arnold et al. (1995) and Wilson et al.
(1994).

2.1.1 Geology

Rock units in the region of Yucca Mountain include Paleozoic sedimentary and
metasedimentary rocks, some Mesozoic intrusive igneous rocks, Cenozoic silicic and basaltic
volcanic sequences, and alluvial deposits. At the site itself, the basement consists of Paleozoic
carbonate rocks. A thick sequence of Miocene-age silicic ash-flow and air-fall tuffs erupted from
the Timber Mountain-Oasis Valley caldera complex constitute the bedrock of the unsaturated and
shallow saturated zones. Formation-level stratigraphic units roughly correspond to major
volcanic eruptive events (see Table 2-1). The approximately tabular bodies of alternating welded
and nonwelded tuffs may vary somewhat in thickness across the site, but generally have a high
degree of lateral continuity (e.g., Istok et al., 1994). The major welded ash-flow tuffs are usually
separated by thinner intervals of nonwelded or partially welded ash flows, air-fall tuffs, and
reworked tuffaceous sediments. The potential repository is located in the TSw unit. The water
table occurs in the Calico Hills Formation, Prow Pass Formation, and Bullfrog Formations in the
area directly below the repository. Note that the stratigraphy presented in Table 2-1 is intended as
a general guide to the volcanic section of the site. For unsaturated zone modeling a more detailed
subdivision of the stratigraphic units is employed (see section 3.1.1).
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Alluvial deposits of varying thicknesses cover the bedrock surface over most of the site.
Alluvium tends to be thickest in washes and channel bottoms, thinner on side-slope terraces, and
very thin to absent on steep side slopes and ridge tops.

Table 2-1: Hydrogeologic stratigraphy at the Yucca Mountain site.

Unit ID Unit Name Description

TCw Tiva Canyon welded Moderately to densely welded, devitrified ash-flow tuffs
belonging to the Tiva Canyon Tuff of the Paintbrush Group.

PTn Paintbrush nonwelded Nonwelded to partially welded, vitric and locally devitrified
interval tuffs belonging to the lowermost Tiva Canyon Tuff, Yucca

Mountain Tuff, Pah Canyon Tuff and uppermost Topopah
Spring Tuff of the Paintbrush Group; also includes air-fall
tuffs, "bedded tuffs", and intercalated reworked tuffaceous
sediments.

TSw Topopah Spring Welded Moderately to densely welded, devitrified ash-flow tuffs
including the upper vitrophyre belonging to the Topopah
Spring Tuff of the Paintbrush Group.

TSbv Topopah Spring basal Densely welded basal vitrophyre belonging to the Topopah
vitrophyre Spring Tuff of the Paintbrush Group.

CHnv Calico Hills vitric Lowermost nonwelded to partially welded part of the
Topopah Spring Tuff lying underneath the basal vitrophyre
and nonwelded to partially welded, vitric and locally argillic
ash-flow, bedded, and reworked tuffs of the tuffaceous beds
of the Calico Hills Formation.

CHnz Calico Hills zeolitic Nonwelded and partially welded zeolitic tuffs of the tuf-
faceous beds of the Calico Hills Formation and the bedded
tuffs overlying the Prow Pass Tuff.

PP Prow Pass Nonwelded, partially and moderately welded ash-flow tuffs
belonging to the Prow Pass Tuff of the Crater Flat Group.

BF Bullfrog Nonwelded, partially and moderately welded ash-flow tuffs
belonging to the Bullfrog Tuff of the Crater Flat Group.

Tram Tram Moderately to densely welded ash-flow tuffs belonging to
the Tram Tuff of the Crater Flat Group.

The volcanic tuffs dip approximately 50 to 100 to the east and have been offset by a series
of north-striking, west-dipping normal faults (see Figure 2-1). The main repository block is
bordered on the west by the Solitario Canyon fault and on the east by the Bow Ridge fault. A
more poorly delineated, northwest trending fault, the Drill Hole Wash structure, extends along the
northern boundary of the potential repository. The Ghost Dance fault extends in a north-south
direction within the repository block. Fracturing of tuff units appears to be related to both
tectonic processes and cooling processes. Fracture frequency is higher in fault zones such as the
Ghost Dance fault, creating tectonic zones of cross-formational continuity within the fracture
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network. Cooling fractures form intra-formationally continuous fracture networks. Fracture
frequency is generally higher in welded units, decreasing dramatically in air-fall tuffs and other
non-welded units.

West

Solitario Canyon fault

~ Ghost Dance fault

/

East

Bow Ridge fault

/'

Figure 2-1 Schematic cross-section of the potential Yucca Mountain repository region.

2.1.2 Surface Hydrology

The average annual precipitation in the vicinity of the repository has been estimated as 17
cm (Hevesi et aI., 1992). A majority of the precipitation occurs during low-intensity winter
storms, generally occurring from November to April. Summer monsoon storms tend to be shorter
duration, higher intensity precipitation events that occur in July and August (Hevesi and Flint,
1993). Accumulation of runoff in washes is a relatively rare event associated with more intense
monsoonal storms.

Potential evapotranspiration greatly exceeds precipitation in the arid environment of
Yucca Mountain. However, calculations of potential evapotranspiration do not account for the
heterogeneous temporal and spatial distributions of precipitation and evapotranspiration
processes. The depth to which evapotranspiration influences moisture content is unknown.
Monitoring of moisture content in a set of 34 shallow boreholes using a neutron-backscatter
moisture probe has been used to estimate shallow infiltration at a variety of different settings at
the site (Flint et al., 1994). These transient moisture content data along with assumptions about
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the association of infiltration with geographic parameters have been used to estimate the spatial
distribution of infiltration by Hudson and Flint2. An alternative estimation of the areal
distribution of infiltration based on the Maxey-Eakin method has also been performed by Hevesi
and Flint3. See section 4.1 of this report for a more detailed discussion of the results of Hudson

and Flint2.

2.1.3 Subsurface Hydrology

2.1.3.1 Unsaturated Zone

Subsurface hydrology in the unsaturated zone (UZ) has been observed through the drilling
of boreholes and examination of the hydrologic properties of the boring cores. Measurements of
hydrologic parameters such as bulk density, porosity, particle density and in situ saturation,
gravimetric water content, and saturated hydraulic conductivity have been made on core samples
in most of the geologic units. In addition, testing in the boreholes, such as air-permeability tests of
the fracture permeability (LeCain and Walker, 1994) and measurements of in situ temperature,
pneumatic pressure and water potential (Kume and Rousseau, 1994) are being conducted.
Additional hydrogeologic parameters have been measured along transects of outcrops (Flint et
al., 1996; Istok et al., 1994). Measured matrix saturations vary from unit to unit, tending to be
lower in the higher porosity units such as the PTn..

Perched water has been observed in several of the drillholes (Table 2-2). There is some
question as to whether the perched water found in borings drilled in Drillhole Wash is natural or
drilling fluid that was lost during the drilling of USW G-1. UZ-1 was drilled in 1983 and there is
not as much documentation for the hole. Drilling stopped when the perched water was found at
387 m. It is believed that this water was in the Calico Hills unit, but this is not certain. Perched
water has also been found in the southern portion of the potential repository in boring SD-7 just
west of the Ghost Dance fault.

2.1.3.2 Saturated Zone

Groundwater flow in the saturated zone under Yucca Mountain occurs in the Cenozoic
volcanic rocks and the underlying Paleozoic sedimentary strata. The Paleozoic strata beneath
Yucca Mountain are part of the regionally extensive carbonate aquifer of the south-central Great
Basin (Winograd and Thordarson, 1975). At the present time, direct observation of the saturated
zone is limited to 30 drill holes. Depth to the water table varies from approximately 275 min
valley floors to about 750 m at ridgetops in the vicinity of the site (Czarnecki and Luckey, 1989).
The general configuration of the water table indicates groundwater flow from the northwest to the

2. Hudson, D. B. and A. L. Flint. 1996. Estimation ofShallow Infiltration and Presence ofPotential Fast
Pathways for Shallow Infiltration in the Yucca Mountain Area, Nevada. U.S. Department of Energy Tech
nical Report, TIS#960242.

3. Hevesi, J. A. and A. L. Flint. (in review). Geostatistical Modelfor Estimating Precipitation and Recharge
for the Yucca Mountain Region, Nevada-California, 1993. Water-Resources Investigations Report. Den
ver, CO: US Geological Survey.
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Table 2-2: Occurrences of perched water in boreholes (refer to Figure 3-1 for borehole
locations).

Depth to Elevation Polymer

Borehole
Perched of Unit in which Perched water was Drilling
Water Perched Encountered Fluid from

(m) Water (m) USWG-I?

UZ-14 384.6 956 Basal portion of the Topopah Spring Tuff traces
non-lithophysal unit. Water appeared to
be perched on clay layer developed on top
of the welded basal vitrophyre of the
Topopah.

NRG-7nA 460.2 822.1 Non-welded base of the Topopah Spring Yes
Tuff. The water was perched on top of the
Calico Hills Tuff.

SD-9 452.3 843.1 Calico Hills, 15 feet below the upper Yes
contact of the Calico Hills with the
Topopah Spring Tuff.

UZ-l 387 962.0 Calico Hills? Yes

SD-7 479.8* 883.3 At the contact between the vitric and the No
zeolitic Calico Hills

* -perched water was first encountered 485.4 - 488.3 m below the ground surface and subsequently rose.

southeast at the site. The magnitude of the horizontal hydraulic gradient, as indicated by the
potentiometric surface, varies dramatically across the site (Robison, 1984). Beneath most of the
potential repository and to the south and east, the hydraulic gradient is very small (about 0.0001).
Directly to the north of the repository, the water-table elevation increases by approximately 300
m, defining a region with a large hydraulic gradient (>0.15). Another significant step in the water
table occurs to the west of the potential repository, where the horizontal hydraulic gradient is
>0.03. Anomalously low heat flow measurements and variations in temperature at the water-table
(Sass et al., 1988) indicate the possibility of significant vertical flow of groundwater in the SZ at
the site.

2.2 Conceptual Models of the Hydrogeologic System

Inferences regarding the geologic and hydrologic conditions and processes at the Yucca
Mountain site continue to evolve as additional data are acquired. New insights into the nature of
groundwater flow in fractured media have continued to contribute to the conceptualization of flow
processes in a generic sense. Analysis of fast-path flow in the UZ is particularly sensitive to the
conceptualization of flow processes.
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2.2.1 Geology

Conceptual models of volcanic stratigraphy and structural geology have important
implications for groundwater flow in both the UZ and SZ at the site. Stratigraphic classification
of geologic units reflects the purpose of the classification exercise. In the study of groundwater
flow, classification of strata on the basis of relevant hydrologic properties is required and may
vary with the motivation of the analysis. Previous studies (e.g., Arnold et al., 1995; Wilson et al.,
1994; Barnard et al., 1992) have employed differing sets of hydrogeologic units based on factors
including welding, porosity, vitrification, and zeolitization. Limitations on the number of data
and the ability to define parameter distributions for some strata preclude further subdivision of
hydrostratigraphy in some cases.

Zeolitization is important to flow modeling at Yucca mountain because is causes a large
reduction in the hydraulic conductivity relative to a small reduction in porosity. Zeolite minerals
generally form in tuffs due to increased temperature and moisture. Therefore, zeolitization has
mostly occurred closer to the water table in the Calico Hills Formation and the Prow Pass Tuff
where the units were at one time saturated. Zeolites are also present, though not pervasively, in
the PTn, indicating high moisture contents at one time. Zeolitization is more pervasive in the
northern part of Yucca Mountain and is absent in locations to the south (USW GU-3 and Busted
Butte) (Moyer and Geslin, 1995). Greater zeolitization to the north could be indicative of the
water table position or the proximity to the caldera complex.

Structural interpretations of the geology at the site are based primarily on surface mapping
and on limited geophysical data. Major faults have been delineated at the surface, but the degree
of faulting by smaller-offset faults is uncertain, especially in regions such as the imbricate fault
zone to the east of the Ghost Dance fault (Figure 2-1). There is additional uncertainty about the
configuration of major faults at greater depth. The north-striking normal faults may be listric,
converging with a low-angle normal fault at depths as shallow as 1500 m (Scott, 1990) or they
may extend to depth at relatively high angles. Geophysical data have been used to hypothesize
the existence of a buried graben, coincidental with the large hydraulic gradient in the saturated
zone, in the area directly north of the repository (Fridrich et al., 1994).

2.2.2 Unsaturated Zone

2.2.2.1 Infiltration

Infiltration at the ground surface is accepted as the primary source of groundwater in the
UZ flow system by all of the alternative conceptual models used in recent performance
assessments. However, the magnitude and distribution of infiltration vary among different
conceptual models. Montazer and Wilson (1986) believed that infIltration occurs episodically
during large precipitation events and is focused in fractures in the TCw. They further proposed
that runoff which is concentrated in washes leads to increased infiltration in these areas. Flint et
al. (1994) asserted that infIltration is higher on sideslopes and ridge tops because of lower
evapotranspiration due to the presence of clay soils and bedrock fractures, whereas infiltration is
lower in active channels and terraces due to greater evapotranspiration of moisture stored in
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relatively thick alluvium. Because of differences in solar radiation and evapotranspiration
between south-facing slopes and north-facing slopes, increased infiltration on north-facing slopes
has been proposed. Variations in infiltration depending on outcropping bedrock unit were
proposed by Flint and Flint (1994). Recent interpretations by and Hevesi and Flint4 have stressed
the correlation between elevation and infiltration.

Shallow infiltration is a transient process due to seasonal variations in precipitation and the
episodic nature of recharge events. The depth at which transient infiltration is "averaged" into net
infiltration depends on the conceptualization of shallow infiltration processes and on the
conceptual model of fracture-matrix flow interaction processes at greater depths. The depth to
which evapotranspiration-induced flow will occur is unknown. The choice of a steady-state or
transient conceptual model of flow is partially dependent on the conceptualization of infiltration
processes.

2.2.2.2 Flow Processes

Groundwater flow in the UZ can occur as flow in the rock matrix and as flow in the
fractures. The nature of the interaction of flow between matrix and fractures has important
implications in the conceptualization of the flow system. The simplest conceptual model assumes
that flow occurs exclusively in the matrix (Kaplan, 1993; Bloomsburg et al., 1989; Lin and
Tierney, 1986); fractures do not participate in the flow process, but may act as capillary barriers to
impede unsaturated flow. Conversely, another highly simplified representation of the system
assumes that the most significant flow path is through the fractures that may occur as sparsely
distributed "weeps" (Wilson et al., 1994; Barnard et al., 1992; Nitao and Buscheck, 1991). A
more general conceptual model of the UZ flow process is that flow occurs in both the matrix and
the fractures, being dominated by flow in either the matrix or the fractures depending on the local
hydrologic conditions (Wang and Narasimahn, 1985, 1986, and 1988; Sinnock et al., 1984). In a
locally saturated area there can be flow from the matrix to the fractures. The transient-flow
scenario recognizes the episodic nature of infiltration events and includes the propagation of
saturated flow from the surface in fractures. The significance of transient flow to the analysis of
fast-flow paths in groundwater travel time depends on the depth to which saturated pulses
penetrate before imbibition into the matrix.

Early conceptual models of unsaturated flow at the site were developed to visualize the
large-scale flow system and the potential changes in the hydrology due to the presence of a
repository. Montazer and Wilson (1986) believed that infiltration occurring during large
precipitation events is focused in fractures in the TCw and diverted laterally by the PTn. Lateral
flow continues until it reaches a fault, where the water moves downward. They speculated that
perched water zones occur at these fault boundaries. Wang and Narasimhan's conceptual model
had transient flow occurring primarily in fractures with dissipation of the transient pulse by the
nonwelded Paintbrush tuff. In this model, flow is primarily vertical, with some lateral diversion
of flow due to inclined hydrologic units (Wang and Narasimhan, 1985, 1986, 1988). In their
model, Sinnock et al. (1984) assumed the unsaturated flow at the site is one-dimensional and

4. see footnote 3, page 9.
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transient. The influence of faults on the groundwater flow system is uncertain. However,
conceptual models generally agree that they act to limit lateral movement of flow by behaving as
barriers or drains.

The observations of perched water in boreholes at several locations and the occurrence of
relatively young environmental tracers at deptlr' have prompted reinterpretations of the
conceptual models of flow to account for the heterogeneous nature of flow processes. These
observations imply a complex groundwater flow system in which fractures support significant
flow in some regions and matrix flow dominates in others. The resulting conceptual model places
greater emphasis on the heterogeneity of the media that controls the unsaturated flow.

2.2.3 Saturated Zone

The conceptual model of groundwater flow processes in the SZ is that flow occurs
predominantly in the fracture networks in both the volcanic units and in the Paleozoic carbonate
aquifer. For groundwater flow on large scales, fracture connectivity is generally assumed to be
high enough to justify a continuum representation of fracture permeability. The degree of
interaction between flow in the fractures and matrix may influence groundwater travel times in the
system.

Conceptual models of the saturated zone proposed by Czarnecki and Waddell (1984),
Czarnecki (1985), Czarnecki (1989), Sinton (1989), and Fridrich et al. (1994) differ primarily in
the processes controlling the large hydraulic gradient north of the site. The primary
representations of the system are the diversionary and non-diversionary fault models (Fridrich et
al., 1994). Fridrich et al. (1994) recommend identifying individual hydrostratigraphic units by the
degree of welding, style of crystallization, fabric, secondary alteration, tectonic fracturing, and
faulting. Their conceptual model predicts that zones of high hydraulic conductivity will exist in
the densely welded tuffs and coarse-fabric tuffs, and parallel to faults. All the saturated zone
conceptual models describe a three-dimensional flow system through a faulted, fractured porous
medium.

2.3 Alternative Implementations of Conceptual Flow Models

2.3.1 Overview of Conceptual Flow Models

A limited number of numerical models are available to describe the various conceptual
flow processes in fractured rock. These models, ranging from the equivalent porous medium
model to the discrete fracture model, are currently at various stages of development and maturity.
Figure 2-2 summarizes the major models that can be used to describe flow through fractured
media. The models are presented along with a sketch of the model domain and the characteristic
curves associated with each conceptualization.

5. Al Yang. personal communication. 1995.
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Of the models shown in Figure 2-2, several are not suitable for use in the UZ calculations
in this study. The equivalent porous medium model, for example, represents the domain with
either fractures or matrix materials, but not both. Since flow in the UZ will likely depend on the
combined response of both domains, the equivalent porous medium model is not used in the UZ
simulations. The dual-porosity model, which does not allow flow to be transmitted through the
matrix domain, is also not used. Finally, while discrete fracture models have been applied to
saturated domains, the implementation of these complex models to the UZ have not been fully
developed. Therefore, the discrete fracture models are excluded from this study. A more thorough
description of the remaining two models, the equivalent continuum model (ECM) and the dual
permeability model (DKM), is provided in the remainder of this section.

2.3.2 Comparison of the ECM and DKM Conceptual Models

The ECM has been used extensively in describing flow through fractured rock as a result
of its relative simplicity and ease of computational implementation (Arnold et al., 1995; Robey,
1994; Dudley et al., 1988). In this model, the capillary pressures in the matrix and fractures are
assumed equal. As a result, the flow through this fracture-matrix system is equivalent to flow
through a composite porous medium that has hydraulic properties comprised of both fracture and
matrix properties. Dudley et al. (1988) express that for conditions similar to those found at Yucca
Mountain (i.e., low infiltration rates and good coupling between the fracture and matrix), the
equivalent continuum model provides a reasonable approximation to fracture-matrix flow.
However, recent studies have shown that flow processes such as fingering in fractures (Glass and
Tidwell, 1991) and mechanical aspects such as fracture coatings may effectively reduce the
coupling between the fractures and matrix. This may cause pressure disequilibrium between the
fractures and matrix, even under low infiltration rates.

Ifpressure equilibrium cannot be assumed, more elaborate models such as the DKM must
be used. Unlike the ECM, the DKM represents the fractures and matrix as separate continua. As a
result, different pressures can exist in the fractures and matrix, which allows flow to occur
between the two continua. Propagation of flow in fractures is more likely to be observed in these
models, depending on parameters such as the fracture-matrix connection area and the capillary
pressure gradient that affect the coupling of flow between the fracture and matrix continua.
However, the additional flexibility and capabilities of the DKM are complicated by the additional
parameter uncertainties and computational efforts associated with simulating flow in separate
fracture and matrix domains. As a result, several analyses have been performed recently to
compare the ECM and DKM under various hydrologic scenarios and to determine the feasibility
of implementing the DKM in the highly heterogeneous environments proposed in this study.

Ho et al. (1995) performed a series of benchmarks to illuminate the strengths, weaknesses,
caveats, and capabilities of the ECM and DKM. One- and two-dimensional simulations were
performed to investigate important issues such as heterogeneities, fracture-matrix coupling, and
episodic events associated with groundwater flow in the UZ. Results showed that the ECM and
DKM produced similar results in saturation profiles and fluxes when the infiltration rates were
low (- 1 mm/year) and the coupling between the fracture and matrix elements was good.
However, when the infiltration rate was large or when the fracture-matrix coupling was reduced,
the DKM produced a significant amount of flow through the fractures, which was more
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reasonable and conceptually consistent than the results of the ECM, which showed minimal or no
fracture flow under most conditions. Similar differences were found by Eaton et al. (1996) in a
three-dimensional model of an infiltration experiment at Fran Ridge. These discrepancies are of
considerable importance when considering the possibility of episodic infiltration events. Fast
groundwater flow paths through the unsaturated zone are likely to be initiated by episodic events
that produce high infiltration rates for short periods of time. Only the DKM and the discrete
fracture model are capable of simulating this type of behavior.

Another important issue raised by Ho et al. (1995) concerns the coupling between the
fracture and matrix elements in the DKM. Flow between the fracture and matrix elements is
treated similarly to flow between any two elements in the same continuum. Darcy's law governs
the flux of liquid between the two elements where the liquid pressures can be different in each
element. Figure 2-3 shows a sketch of a vertical, one-dimensional DKM with flow occurring in
both the fracture and matrix continua as well as between the two continua. Of particular interest is
the connection area between the fracture and matrix element shown in the formulation for
fracture-matrix flow. The calculated connection area based on geometry assumes that the entire
area between the fractures and matrix is available to flow. However, small scale processes such as
fingering within a single fracture (Glass and Tidwell, 1991) and mechanical aspects such as
fracture coatings (Thoma et al., 1990) may effectively reduce the conductance between the
fractures and matrix. In addition, observations of flow in a fracture network have shown that only
a fraction of the fractures are hydrologically active (Nicholl and Glass, 1995). As a result, the
calculated connection area between the fractures and matrix may be significantly overestimated.
If only a fraction of the fracture plane is wetted due to fingering, and only a fraction of the
fractures in a fracture network are flowing, then the connection area between a fracture and matrix
element can be effectively reduced by several orders of magnitude. This hypothetical reduction
produced greater flow velocities in the fractures and slightly lower matrix saturations in Ho et al.
(1995). As a conservative approximation, a reduction of three orders of magnitude was used as a
base case for the DKM simulations in this study. More comprehensive derivations of the fracture
matrix coupling terms can be found in Ho et al. (1995).

The results of Ho et al. (1995) showed that the application of the DKM to completely
heterogeneous, two-dimensional domains was feasible. Steady-state and transient simulations
were successfully performed and compared to the ECM results. Based on the conclusions and
recommendations from that study, the DKM is used as the primary model for GWIT-95 UZ
groundwater flow calculations.

Both the ECM and DKM are continuum models; fractures are not explicitly modeled, but
are represented as a continuum that has flow properties characteristic of flow through fracture
networks. A discrete-fracture model requires that individual fractures and their flow properties be
enumerated in the model. Because of uncertainty in our knowledge of fracture network properties
at Yucca Mountain and the large scale of the GWTT analyses, continuum models are probably
satisfactory. It is possible that "dead-end" fractures could flow directly into the matrix of
underlying units, especially in the case of a welded unit overlying a nonwelded unit. This type of
"cross-continuum" flow is not represented in the DKM and could possibly influence the
simulation of flow.
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fracture matrix

where

At-m =effective connection area
between fracture and matrix

d = effective distance between
fracture and matrix

Figure 2-3 Mass flow between fracture and matrix elements in a dual-permeability model.
The fracture-matrix conductance depends, in part, on the effective connection
area, which may be reduced as a result of small scale processes such as
fmgering, preferential flow paths, and mechanical aspects such as fracture
coatings. See Section 4.2.1 for definitions of other variables.

2.4 Conceptual Models Employed in the GWTT-95 Analysis

Numerical simulations utilized in this study are based on a conceptual model of the
unsaturated zone which includes uncertainty in the spatial distribution of material properties
within the mountain and allows for non-equilibrium flow of groundwater in both fractures and
matrix. This is a considerably more general representation of unsaturated flow than was used in
the GWTT-94 study (Arnold et al., 1995). The conceptual model of flow in the GWIT-95
analysis focuses on fast-path flow in fractures, which may be initiated by infiltration at the surface
or within locally saturated zones (perched water) in the UZ. Propagation of groundwater flow in
fractures may persist with depth through regions of unsaturated matrix due to limitations on
fracture-matrix interaction. The emphasis of this study is on the propagation of flow in fractures,
whereas the work of Arnold et al. (1995) focused on the initiation of fracture flow in zones of
perched water.

The conceptual model of the saturated zone includes a single, deterministic representation
of the geology (distribution of material properties) and an equivalent porous-medium
representation of flow processes. Site-scale flow in the SZ is conceived to be controlled by
contrasts in permeability among volcanic units and within fault zones in the shallow SZ. Greater
certainty about the nature of flow processes in the SZ is offset by relatively fewer data than are
available for the UZ.
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2.4.1 Unsaturated Zone

2.4.1.1 Geology

The physical geometry of the geologic system and hydrologic parameters are
conceptualized to include both a deterministic and a random component. The deterministic
component is supplied by a geologic framework model and the random component is
approximated by stochastic simulation. The resulting bounded heterogeneity of both fractures
and matrix exercises important control of the flow system by focusing groundwater flow and
producing variations in the saturation of the medium. A two-dimensional representation of the
system is employed because of the importance of lateral flow focusing processes. Multiple
realizations of the system are used to encompass a reasonable range of uncertainty in the spatial
distribution of material properties.

2.4.1.2 Boundary Conditions

The modeled boundary conditions of flow in the UZ are infiltration flux at the ground
surface, specified pressure at the water table, and no-flow across lateral boundaries. Surface
infiltration of groundwater is specified based on independent research aimed at quantifying this

flux and determining the spatial and temporal distribution of infiltration (Hudson and Flint6;

Hevesi and Fline). Infiltration is conceptualized to occur primarily within fractures. The water
table forms a natural boundary at which the liquid pressure is equal to the gas pressure. Lateral
boundaries are located just beyond major bounding faults, which would be expected to intercept
any lateral diversion of moisture flow.

2.4.1.3 Flow Processes

The dual permeability conceptual model of flow is utilized to describe flow in UZ for this
study. Steady-state conditions are assumed to approximate the state of groundwater flow,
although preliminary simulations of transient infiltration are included as a part of the sensitivity
analysis (see section 4.5:9). The DKM explicitly accounts for flow in both the fracture and matrix
continua in a coupled manner without requiring capillary pressure equilibrium between the two
domains (see section 2.3). The conceptual model of flow employed in this study recognizes the
probable limitations on coupling of flow between fractures and matrix due to restricted wetting of
fracture surfaces. This conceptualization of flow processes in the UZ is consistent with the
emphasis placed on simulating the propagation of fracture flow by this study.

6. see footnote 2, page 9.
7. see footnote 3, page 9.
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2.4.2 Saturated Zone

2.4.2.1 Geology

The conceptual model of geology of the saturated zone is based on a deterministic
depiction of the upper portion of the SZ. This geologic representation is based on borehole data,
projection of surface faults to depth, and interpretation of general structural and stratigraphic
trends. Hydrostratigraphic units are distinguished principally on the basis of the proportion of
welded intervals within each unit. Faults with apparent influence on the distribution of hydraulic
head are included as separate, low-conductivity units.

2.4.2.2 BoundaryConditions

The lateral boundaries of the SZ are defined as specified hydraulic head. The influence of
the lateral, specified-head boundary conditions is reduced near the center of the model in the
sense that the simulated flow is redistributed by the hydrostratigraphic geometry in regions far
from these boundaries. For example, the vertical hydraulic gradient at the lateral boundaries is
zero, but there is significant vertical flow simulated in the central portion of the model because of
this redistribution. The upper and lower boundaries are specified as zero flux. Infiltration
undoubtedly crosses the water table in some areas of the model, but this flux is expected to be
insignificant relative to the horizontal flow in the SZ (at least for average infiltration rates of less
than a few tenths mm/year). The lower boundary is somewhat arbitrary; however, the upper 250
m of the tuff aquifer is assumed to be the most significant part of the flow system with regard to
transport from beneath the repository to the 5 km limit. This assumption is consistent with the
geometry of the geologic framework model (see Section 3.1.2) which indicates that groundwater
may flow under units with low hydraulic conductivity, such as the Calico Hills unit, in the region
downgradient of the repository within the upper 250 m of the SZ.

2.4.2.3 Flow Processes

The equivalent porous medium conceptual model of flow is used in the SZ flow modeling
reported in this study. It is recognized that under saturated conditions the actual flow system will
be dominated (in terms of flux) by flow through fractures. It is assumed that the fracture network
is sufficiently dense and that fluid residence times are sufficiently long to allow the equivalent
porous medium approximation to be used for the GWTT calculations. The flow in the saturated
zone is assumed to be in steady state.
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CHAPTER 3
Parameter and Geological Model Development

The 1995 GWTT calculations are carried out on four separate cross-sections through the
Yucca Mountain site. Models of rock properties along these cross-sections are constrained by
borehole data and by two-dimensional slices of a deterministic three-dimensional, geologic
framework model of the Yucca Mountain area. The lithologic units within the geologic framework
model are combined into nine hydrogeological units. The borehole information provides mean
values and standard deviations of properties within each of the nine hydrogeological units as well
as regression relations between properties. Matrix porosity and fracture frequency are
geostatistically simulated and saturated hydraulic conductivity is derived from a model of linear
coregionalization with porosity. The simulated properties are upscaled to the computational grid
using power-law averaging. Values of properties that are not simulated, (e.g., van Genuchten
parameters, fracture permeability), are derived at the computational grid-block scale through
regression relations and conceptualizations of fracture openings as parallel plates. The rock
property models are evaluated for their consistency with conceptual models of the geology at
Yucca Mountain.

3.1 Geologic Framework Models

3.1.1 Unsaturated Zone

For the purposes of the GWTT-95 study, a geologic framework model is described as a
three-dimensional model of lithology and faults (locations and offsets). Two geologic framework
models have been employed in the GWTT-95 calculations. These are the preliminary version of
the subregional model constructed by Zelinski and Clayton'' and the model constructed by
Fridrich et al. (1994). Modeling work done in the unsaturated zone relies solely on the Zelinski
model. The GWTT-95 unsaturated zone flow modeling has been completed on four separate
cross-sections intersecting the area of the potential repository (Figure 3-1).

For the GWTT calculations, lithologic units are combined into hydrogeological units (see
Table 3-1) based on similarities in porosity and geologic origin. This combining is done by 1)
examining the porosity distributions between lithologic units, 2) considering the geologic genesis
of the units and 3) considering the lateral extent and thickness of the units as represented in the
digital geologic framework model. Thickness is important because of the way the framework
model discretizes the geology and how that discretization is used by the geostatistical simulator.
For each cross-section, the digital framework model is limited to discretizing the geology into
200x200 elements. These elements are on the order of 75 m long and 17 m high. The

8. Zelinski, W.P. and R.W. Clayton. (in review). A 3D Geologic Framework and Integrated Site Model of
Yucca Mountain: Version ISMI.O. Las Vegas, NY: Civilian Radioactive Waste Management System,
Management & Operating Contractor Report.
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discretization is done with regular, rectangular elements that do not adapt to the geology. This
coarse discretization may lead to thin units being combined along with a thicker unit(s) into a
single element. The percentage of each hydrogeological unit comprising each element is provided
by the digital framework model. The link between the geostatistical simulator and the framework
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model is currently set up to query the framework model for the hydrogeological unit at the
location being simulated. If there is more than one hydrogeological unit at a location, the
geostatistical simulator currently retains the unit with the highest percentage (largest volume
within the digital framework model element) at that location. Through this process, thin units may
never be used in the geostatistical simulation and it is not necessary to keep them as separate
hydrogeological units during the lumping. The link between the geostatistical simulator and the
digital framework model is modified to retain thin, hydrologically important units if necessary.
For this reason, thin, hydrologically significant units have been kept separate during the
combining of lithologic units into hydrogeological units.

The porosity distributions for the nine hydrogeological units used in GWTT-95 modeling
are shown in Figure 3-2. The mean and standard deviation of porosity for each hydrogeological
unit are shown in Table 3-1.

Table 3-1: Description of porosity in the nine hydrogeological units.

Hydrogeological Units Unit Mean Standard Number of
Number Porosity Deviation Porosity

Msmts.

Vitrophyre 1 0.05 0.05 75

Tiva Canyon Welded 2 0.09 0.07 203

Topopah non-Lithophysal 3 0.10 0.04 779

Topopah Lithophysal 4 0.13 0.04 512

PP-BF welded 5 0.15 0.04 21

Calico Hills 6 0.23 0.07 181

PP-BF non-welded 7 0.25 0.06 44

Paintbrush Tuff non-welded #2 8 0.28 0.10 57

Paintbrush Tuff non-welded #1 9 0.46 0.08 204

Under guidance set forth by the Yucca Mountain Site Characterization Office (YMSCO),
Performance Assessment analyses must be based on data qualified under the Quality Assurance
program. For such "QAed" data, there is traceability of custody, consistent collection techniques
and measurement calibrations. Much of the data collected in the past at Yucca Mountain may not
meet all of the requirements for QA'ed data. If sufficient qualified data were available, these data
were used in these analyses. In other cases, due to limited availability, "non-QAed" data were
used. It should also be noted that data were being generated in parallel with the development of
the GWTT-95 calculations. Therefore, data that were not used for part of these analyses were
incorporated where possible when they became available.
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Measurements taken from the core of five borings were used to determine the distribution
of porosity in the hydrogeological units: NRG-6, SD-9, SD-12, UZ-14 and UZ-16. The neutron
holes were not used for these analyses because they generally only penetrate the TCw. By using
only quality assured porosity data to define the hydrogeological units, the spatial distribution of
the data is limited. For many of the lithologic units, there are no qualified porosity data. These
units have been combined into their respective hydrogeological units based on the geologic
similarity between them and the other stratigraphic units comprising the hydrogeological unit.

This combination of lithologic units results in nine hydrogeological units that have been
used to constrain simulations of rock properties. The final hydrogeological unit may appear in
several, non-contiguous, locations within the model domain (e.g., the TSw lithophysal unit). The
hydrogeological units in the unsaturated zone are shown for the four cross-sections in Figures 3-3
and 3-4.
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To maintain consistency between the mean values for the hydrogeological units used in
the framework model and the data conditioning the geostatistical simulations only borings with
qualified data were used for the geostatistical simulations. Limiting the conditioning data to
qualified data forces the geostatistical simulation to reference the framework geologic model
frequently. The geologic framework model is conditioned stratigraphically on all borings.

The zeolitic regions of the non-welded units must be delineated. Alterations due to
zeolitization cause a large reduction in the hydraulic conductivity relative to the small reduction in
porosity. This difference in hydrologic properties means the unit must be treated differently
during the geostatistical simulations (see Sections 3.2.1.2 and 3.3.2.2). Preliminary work has been
conducted to delineate this zeolitic region based on published and non-published lithologic logs,
geophysical logs, air-filled and pore-filled porosities based on processed geophysical logs
(Nelson, 1994) and quantitative mineralogical analyses (Bish and Chipera, 1989 and Chipera et
al., 1995).9 Based on this work these zeolitic regions are delineated as shown in Figures 3-3 and
3-4.

3.1.2 SaturatedZone

The three-dimensional geologic framework model employed in this study for flow simulation
in the saturated zone is constructed specifically for the grid used in the flow model. This geologic
interpretation is an enhanced version of the geologic model used in TSPA-93 (Wilson et al.,
1994). The geologic map at the water table presented in Fridrich et al. (1994) is used as a starting
point for the geologic interpretation. Unit contacts are projected to lower layers at approximately

5-100 dip to the east and are checked for consistency at intersections with wells. The major faults
are assumed to be vertical and geologic contacts are truncated at the faults. The geologic model is
shown in Figure 3-5 for three of the five layers of the SZ flow model. See Section 5.1.1 for a dis
cussion of the hydrostratigraphic units as defined in the model. Note that the areas to the north of
the Yucca Wash structure (shown as dark green in Figure 3-5) and to the west of the Windy Wash
Fault (shown in purple in Figure 3-5) are not resolved in the geologic model. Homogeneous
material properties are used in each of these areas due to the lack of subsurface information.

3.2 Hydrological Parameter Data Synthesis and Analysis

Input parameters required for the flow modeling include porosity, saturated hydraulic
conductivity (Ksat) and characteristic curve parameters for the matrix domain and porosity,
permeability, aperture, frequency and characteristic curve parameters for the fracture domain. As
discussed in Section 3.3.2 matrix porosity and fracture frequency distributions are modeled
directly through geostatistical simulation. Matrix Ksat is also calculated at the geostatistical scale
using a coregionalization model with porosity (see Section 3.3.2.2). The other parameters are
determined through different regression or direct relationships, described below.

9. Buesch, D., personal communication, 1995.
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Input data required for the geostatistical simulations include conditioning matrix porosity
and fracture frequency data, where available, as well as the mean and standard deviation of matrix
porosity and fracture frequency for the different hydrogeological units described in Section 3.1.
The sources of these conditioning data as well as the development of the regression relationships
used in the data development are described below.

3.2.1 Matrix Parameters

3.2.1.1 Porosity

The porosity measurements used as conditioning data are those that have been determined
by methods approved by the quality assurance program (Table 3-2). Measurements made from
core from the most shallow neutron boreholes are not used as conditioning data because the only
porosity data available from these holes are in the TCw. The neutron holes from which data were
used were cored into the upper TSw. Note that there is a gap in data in the southwestern portion
of the potential repository site (Figure 3-1). Cross-section C-C has two deep boreholes (SD-9 and
SD-12) in its vicinity and therefore will be the most affected by the conditioning data. Cross
section A-A is the least constrained with few boreholes in the vicinity. Data from SD-12 and UZ
16 should influence cross-section B-B to some extent, though the borings are not extremely close
to the cross-section.

Table 3-2: Matrix porosity conditioning data sources (Refer to Figure 3-1 for borehole locations).

SD-9 UZ-16 N-32 N-54
DTN:GS9S0408312231.004 DTN: GS940S08312231.006 DTN: GS940108312231.002 DTN:GS920S08312231.012

SD-12 N-27 N-37 NRG-6
DTN:GS9S0308312231.002 DTN: GS940108312231.002 DTN: GS940108312231.002 DTN:GS9S0608312231.007

UZ-14 N-31 N-53
DTN:GS9S0408312231.00S DTN: GS940108312231.002 DTN: GS930108312231.006

3.2.1.2 Saturated Hydraulic Conductivity

In order to perform the coregionalization (see Section 3.3.2.2) to determine the matrix
Ksat from porosity, a regression relationship between matrix porosity and matrix hydraulic
conductivity is necessary. Data used for determining the relationship between matrix porosity and
matrix Ksat are those collected from outcrop transects (Flint et al., 1996) (DTN:
GS94080831223 1.008) and also data from SD-9 (DTN: GS95060831223 1.006), UZ-16 (DTN:
GS96080831223 1.001) andN-27 (DTN: GS96080831223 1.001). Only those measurements made
from the borehole samples have been qualified. Two separate relationships were determined, one
for non- zeolitic units (TCw, PTn, TSw, CHn, PPn, and PPW) and a second for zeolitic units
(CHnz and PPnz) (Figure 3-6). The regressions yield the linear relationships presented in Table 3-
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3. With the available data for the zeolitic units, a strong correlation between porosity and Ksat
does not exist. However, the error of the regression relationship is modeled when Ksat is
calculated using the coregionalization method (see Section 3.3.2.2).

Table 3-3: Regression relationships between porosity and Ksat for zeolitic and non-zeolitic units
(see Figure 3-6).

Regression Equation R2

Non-Zeolitic Units 10g1O(Ksat) = -11.0 + 11.8(<1» 0.75

Zeolitic Units 10g1O(Ksat) = -11.7 + 5.8(<1» 0.15

3.2.1.3 Characteristic Curve Parameters

The van Genuchten method was chosen as the method of fitting both the moisture
retention and relative permeability characteristic curves (van Genuchten, 1980). This method was
chosen due to availability of data and lack of evidence for a better method.

Recent work has shown considerable variation in the van Genuchten parameters used in
different modeling exercises (Wilson, 1996). This comparison has shown that the van Genuchten
a parameter can have a significant effect on whether lateral diversion will occur at the interface of
the PTn and its bounding welded units. For this reason a review of the available van Genuchten
parameter data was made (Table 3-4). There are four sources of data used in Wilson et al. (1994)
and Arnold et al. (1995): Peters et al. (1984), Flint and Flint (1990), Rutherford et al. (1992), and
Voss (1993). The data reported in Voss (1993) were later reported in Flint et al. (1996) along with
some additional data. The data reported in Flint et al. (1996) were obtained from outcrop samples.
Finally, the most recent data were taken from core samples in UZ-16 and N-27; these data have
not yet been published, but are the only available quality assured data available at this time. 10

With the exception of Flint and Flint (1990), each referenced study reported using a
psychrometer to determine the moisture retention curve (Table 3-4). Based on the fact that
different methods were used in Flint and Flint (1990) it was decided not to use these data for the
GWTT-95 calculations. Examination of a for the remaining references shows that in the PTn and
somewhat in the TSw the mean log(a) is lower in the Peters et al. (1984) and Rutherford et al.
(1992) data sets than those ofFlint et al. (1996) and Flintll (Figure 3-7). These differences can be
explained by the different sample preparation methods used in each study. Peters et al. (1984) let
the samples equilibrate for only one hour after partial drying in a microwave oven. This drying
process only dries the outside of the sample, time is then needed for the moisture content to
equilibrate throughout the whole sample. After equilibration a relative humidity measurement is
made indicating the water potential. If the sample is not given enough time to equilibrate, as is the
case with Peters et al. (1984), then the relative humidity reading will be too low, thus the water

to. Flint, L.E., personal communication, 1995.
11. Ibid.
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Table 3-4: Summary of available van Genuchten parameter data.

Number of Data

Samples Cores Methods QAed?

Peters et al. 107 G-4, GU-3 thermocouple No
(1984) psychrometer

Flint and Flint 30 G-l, UZ-5, UZ-4, 1) porous plate using No
(1990) UE-25a #6, a pressure extractor

UE-25a#l, 2) Mercury Intrusion
UE-25c #1, GU-3 3) centrifugation

Rutherford et al. 40 Gl, GU3, G4 Psychrometer No
(1992)

Flint et al. 41 Transect Data chilled mirror No
(1996) psychrometer

Flinta 55 UZ-16, N-27 chilled mirror Yes
psychrometer

a. Flint, L. E., personal communication, 1995

pressure will be too negative which will mean the air entry pressure will be too high and thus a
too low. This is exactly what is observed in the data (Figure 3-7). It is expected that this
difference would become more exaggerated in the welded units if reaching equilibrium is only
affected by the permeability of the sample (the lower the permeability, the more time needed to
reach equilibrium). The trend of lower a's can be observed in the TSw, but is most obvious in the
PTn. Measurements of a in the non-welded units are complicated by the intricate pore structure in
these units containing three distinct ranges of pores sizes as described by Peters et al. (1987).
Thermocouple-psychrometer methods measure only smaller pores in the range of 0.03 to 0.3 um
(Peters et al., 1987). Thus, examining these data suggest that when the sample is set to equilibrate
the moisture might move preferentially into the larger pore spaces, thus the smaller pores that the
thermocouple-psychrometer measures become inproportionately dry. Beta values proved to be
consistent between the different sources of data (Figure 3-8).

The sample preparation methods used by Flint et al. (1996) and Flint12 avoids the concern
of when the moisture content of the sample will be in equilibrium and, therefore, appears to
produce more accurate relative humidity readings and therefore more accurate a values. In this
case samples are allowed to air dry on a scale until the desired moisture content is reached. Then
the relative humidity measurement in the chilled-mirror psychrometer is made over a period of
time so that an equilibrium dew point is reached.

12. see footnote 10, page 29.
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The determination of van Genuchten parameters was also improved by including in-situ
saturation and pressure head data measured directly from borehole core samples for 25
hydrogeological layers defined in Flint13 to provide "average" van Genuchten parameters for each
layer. The average parameters were determined from van Genuchten curves for each
hydrogeological unit layer fit on all of the available lab and in-situ data for that layer. These
average curves were created using the data from UZ-16. Saturations calculated from the average
curves using in-situ pressure head data from SD-9, SD-12 and SD-14 closely match the measured
in-situ saturations (Flint14) . The van Genuchten a determined in the laboratory on individual core
samples (the lab data) are generally larger than the average a for each hydrogeological layer,
especially in the PTn (Figure 3-9). The larger values in PTn can be explained by the methods used
to measure water potential. Air entry pressures lower than 1 bar cannot be measured accurately
with the present equipment which only has a resolution of +/- 1.26 bars. Thus the "wet" end of the
characteristic curves of these samples are inaccurate. In addition, three of the samples from the
PTn could not be sub-sampled to provide coherent cores for the saturation-pressure data (Flint15) .

The relatively large differences between the lab data a and the average a calculated using the in
situ saturations indicate that the larger pore sizes not measured with the psychrometer are
important to the flow system and resulting saturations.

Matrix a for the flow model is determined using a regression relationship with matrix Ksat
(Figure 3-10). Note that the data used for this regression are preliminary, but are the best available
data at the time of the analyses. The final versions of these parameters will be published in
Flint16. The average a's described above are used because it is believed that these data better
represent the field data and thus produce more accurate models. Two data points are not used in
this regression; both points represent units at the base of the TCw. Both samples have a high clay
content. While this clay content is a real phenomenon, these relatively thin layers (6 m and 5 m)
are not represented in our model. Including these points in the regression would thus compromise
the predictions of a for the PTn.

Using the same points that were used in the o-Ksat regression, a mean ~ of 1.60 (standard
deviation = 0.394) is calculated (Figure 3-12). This slightly higher mean than that calculated
using the lab data (which had a mean of 1.52 and a standard deviation of 0.25) is accounted for by
two higher values, one from the Calico Hills vitric unit and the second from a bedded tuff unit
directly above the Calico Hills (3 and 2.5, respectively). As this data set is preliminary, it is
highly likely that as more data become available these values will change. Until then there is not a
justification for taking them out of the data set and they do not influence the mean significantly.

In conclusion, the following regression between saturated hydraulic conductivity (m/s)
and a (llPa) is used for the GWTT-95 calculations:

loglO(a) =-1.62 +0.411oglO(Ksat) R2 = 0.81

13. Flint, L. E., (in prep.), Matrix properties ofhydrogeologic units at Yucca Mountain. Nevada, U.S. Geo-
logical Survey Water Resources Investigation Report, Denver, CO.

14. see footnote 10, page 29.
15. see footnote 10, page 29.
16. see footnote 13 above
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Figure 3-9
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the GWTI-95 calculations.

Because the range in ~ is only from 1.21 to 1.73 (excluding the anomalous points), a constant
value of 1.60, the mean, is used for the GWTI-95 calculations (Figure 3-12). A constant residual
saturation of 0.0453 was used in the GWTI-95 simulations taken from Wilson et al. (1994) as the
expected residual saturation from the TSw.

As an exercise to visualize the average characteristic curves for the upper units, the mean
porosity for the units in our GWTI-95 model are used to calculate Ksat using the regression
between Ksat and porosity (Figure 3-6). An average 0;is then calculated using the regression
equation above. Residual saturation is set at 0.0453 as is used for the modeling. It appears that
there could be lateral diversion above the PIn if the infiltration is greater than approximately 0.6
mmlyr (Figure 3-12). Diversion could occur at the base of the PTn if infiltration is greater than
approximately 0.5 mm/yr if the TSw caprock is present or greater than approximately 1.7 mm/yr
if the PTn contacts the TSw non-lithophysal unit (Figure 3-12). These necessary minimal
infiltration rates are higher than those used by Prindle and Hopkins (1990), Wilson et al. (1994)
and Arnold et al. (1995). However, more recent studies (Hudson and Flintl 7; Hevesi and Flintl 8)

17. see footnote 2, page 9.
18. see footnote 3, page 9.
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indicate that infiltration rates could be in this range or even higher. Predicting whether water will
be laterally diverted in the GWTT-95 modeling is further complicated by the fact that the system
is heterogeneous.

3.2.2 Fracture Properties

3.2.2.1 Fracture Frequency

Fracture frequency data, measured as the number of fractures in a ten foot interval ofcore,
are taken from the boreholes listed in Table 3-5 and are used both as conditioning data and to
determine the mean and standard deviation of fracture frequency assigned to each
hydrogeological unit. These data are qualified. In addition to these core data, fracture frequencies
measured on three pavements, all in the TCw upper lithophysal, are used as conditioning data
(Barton et al., 1993) (DTN: GS940608314222.002) (Figure 3-1). Fracture frequencies are
calculated as the total length of fractures in the pavement divided by the area of the pavement.
Note that, except for SD-9 and SD-12, the cores from which the rest of the fracture frequency data
are derived are located in Drill Hole wash. It is therefore likely that these data are biased towards
higher fracture frequencies due to the Drill Hole Wash structure.
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Table 3-5: Fracture frequency data sources.

NRG-4 NRG-6 SD-9
DTN: SNF29041993002.048 DTN: SNF29041993002.048 DTN: SNF29041993002.069

NRG-5 NRG-7I7A SD-12
DTN: SNF29041993002.048 DTN: SNF29041993002.048 DTN: SNF29041993002.071

Raw fracture frequency data can not be used because of two forms of bias in the data.
First, a vertical borehole is more likely to intersect a horizontal or gently dipping fracture than a
vertical or steeply dipping fracture. Therefore, if a vertical borehole intersects a steeply dipping
fracture it should be given more weight in the fracture frequency calculation than a gently dipping
fracture. The following equation was used to do this weighting:

C d F #
# of Fractures with dips between 0 and 10

0
# of Fractures with dips between 10 and 20

0
+

orrecte racture = 5 + 15cos cos

# of Fractures with dips between 20 and 30
0

# of Fractures with dips between 30 and 40
0

--.,;.,~---.,;,..;...-.~...:..:£-::-:-~...:..:.:.:...::..:....:.=..:....:...:.-+ +
cos25 cos 35

# of Fractures with dips between 50 and 60
0

# of Fractures with dips between 60 and 70
0

--.,;.,.....:.:...---.,;,..;...-.=...:..:£~~...:..:.:.:....:...:....:.=.:.....:....:.-+ +
~~ ~~

# of Fractures with dips between 70 and 80
0

# of Fractures with dips between 80 and 90
0

cos 75 + ;,;..,,:,::..:..:;.::.;.;...:..:.:..:....-......:..:.:....;..co.,o!;s-:::8-=-5------

A similar correction to raw fracture frequency data was made by Spengler et al. (1984)

(3-1)

An interval of 100 was chosen because at the time it was thought that average fracture
frequency data from Spengler et al. (1981 and 1984) and Scott and Castellanos (1984), reported in

100 intervals for each hydrogeological unit could be included. In the end, these data were not
used due to insufficient information on the fracture dips. For the data that are used the dip is
reported for individual fractures.

The second form of bias in the raw data is that differences in the amount of core recovered
from each run gives some intervals higher weighting than others. To correct for this bias, the
measured fracture frequencies are divided by the percent recovery for that interval. Therefore, if
only half of the core length is recovered the fracture frequency is doubled. If less than 10% of the
interval is recovered for a run then the fracture frequency is taken to be the average of the fracture
frequencies for intervals above and below the run.

An example of a fracture frequency distribution before and after the above two corrections
are made is presented in Figure 3-13. It can be seen that the fracture frequencies are increased
significantly by these correction methods. However, the trends of higher and lower frequencies
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remain similar. The large resulting frequencies do not seem unrealistic, but should be compared
with data from the Exploratory Studies Facility (ESF) as it is made available. It should be noted

that dividing the fracture frequency data in 10° increments based on dip results in a greater

increase in fracture frequency than if a larger increment (i.e. 30°) is used. An evaluation of the
sensitivity to dip increments to use is therefore useful (see Section 4.5.5).

The core data show that there are some 10 foot intervals with 0 fractures. To quantify
these low fracture frequency intervals, the percentage of intervals without fractures is calculated
for each hydrostratigraphic unit. This percentage is the likelihood of hitting an interval without a
fracture. The mean fracture frequency assigned to each hydrostratigraphic unit along with the
probability of hitting a 10 foot interval without a fracture are reported in Table 3-6. Note that
fracture data are not available from the Prow Pass welded and non-welded units. The PPWis
assigned a fracture frequency as an average between the TSw lithophysal and nonlithophysal.
The PPnw is assigned the same fracture frequency as the PTn.

Table 3-6: Mean fracture frequency and the probability of hitting a 10 foot interval without a
fracture for each hydrogeological unit.

Hydrostratigraphic Unit
Mean Fracture Probability of Hitting a 10 foot

Frequency (11m) Interval without a Fracture

TCw 14.16 0.0

PTn 2.92 0.22

TSw nonlithophysal 16.93 0.015

TSw lithophysal 15.98 0.086

CHn 2.22 0.46

vitrophyres 11.68 0.071

3.2.2.2 Fracture Porosity

Fracture porosity is calculated using a regression relationship between the median matrix
porosity and mean fracture porosity for each hydrogeological unit (Figure 3-14). This relationship
is consistent with observations of the relationship between degree of welding and fracture
frequency described in Section 2.1.1, in which the more brittle, welded units have higher fracture
frequency arid fracture porosity. From their relationship, a fracture porosity is calculated based on
the geostatistically simulated matrix porosity. Values of fracture porosity used in the regression
are calculated for each unit using the fracture frequencies described above and expected fracture
aperture values reported in Wilson et al. (1994):

(3-2)
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Figure 3-14 Regression relationship between matrix and fracture porosity used for
GWTT-95 calculations. This regression relationship is adjusted to preserve
the fracture aperture distribution, as described in the text.

where <l>f = fracture porosity
b = fracture aperture (m)
F f = Fracture frequency (11m)

The fracture aperture values used are listed in Table 3-7. These are expected values
determined from beta distributions (see Wilson et al., 1994). The range is between 103 and 206
microns. After fracture apertures are determined for a cross-section the aperture distributions are
examined to determine if the apertures still have these general means (Section 3.2.2.3). It was
discovered, that depending on the distributions of the different hydrogeological units in a cross
section, the mean aperture for the entire cross-section might be well under what is expected based
on the Wilsonet al. (1994) data. In order to correct for this, the equation for the regression shown
in Figure 3-14 is multiplied by 2 for cross-sections A-A, B-B and C-C and by 1.25 for cross
section D-D.
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Table 3-7: Expected fracture aperture of each hydrogeological unit (Wilson et al., 1994).

Unit
Fracture Aperture Unit Fracture Aperture

(microns) (microns)

TCw 181 PPW 103

PTn 206 PPnw 179

TSw 180 vitrophyre 192

CHn 179

3.2.2.3 Fracture Aperture and Permeability

Once fracture frequency and fracture porosity are determined, fracture aperture can be
calculated using equation 3-2. A continuum fracture permeability was calculated using the
following equation:

F b
3

fk=
12

where k = fracture permeability (m2)

b = fracture aperture (m)
Ff = Fracture frequency (lIm)

3.2.2.4 Characteristic Curve Parameters

(3-3)

The revised Young-LaPlace equation is used to calculate the van Genuchten ex parameter
from the fracture aperture. The Young-Laplace equation is:

where "'e =
't =
9 --
P =
g =
rl =
r2 =

capillary pressure head (m)

surface tension (0.072 N/m at 20 DC)
contact angle of the fluid onto the liquid (assumed to be 0 degrees)

density of the fluid (998 kg/nr' at 20 DC)

acceleration due to gravity (9.80 mls2)

radius of the fluid meniscus in one direction (m)

radius of the fluid meniscus in the direction perpendicular to rl (m)

(3-4)
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As we assume planar fractures, r2 goes to infinity. Knowing that the fracture aperture (b)

=2r and the capillary pressure head is inversely proportional to ex:

1
ex =-

"'e
the following equation can be deduced to solve for ex from fracture aperture:

ex = bpg
2'tcos8

(3-5)

(3-6)

A constant value of 3.0 was used for fracture B. This number is based on the mean from a
uniform distribution between the theoretical minimum and maximum ~ discussed in Wilson et al.
(1994).

As with the matrix characteristic curve parameters, "average" fracture characteristic
curves are determined for the fractures for illustrative purposes. The mean fracture frequency for
each hydrogeological unit is used to perform the calculations described above. The characteristic
curves are presented in Figure 3-15. Examination of these "average" characteristic curves
indicate that lateral diversion should not be expected in the fracture domain as the characteristic
curves of contacting units do not intersect. Because the actual model domain is heterogeneous,
there most likely are some exceptions.

3.2.2.5 Fracture Network Dispersivity

An estimate of dispersivity in fracture networks in welded units was derived from
theoretical considerations for use in particle tracking simulations in the SZ. Stochastic theory of
flow in heterogeneous media indicates that asymptotic macrodispersivity will be achieved after
flow in the system has encountered a range of permeability values. The effective longitudinal
dispersivity can be calculated from the following relationship (Gelhar and Axness, 1983):

(3-7)

where a2lnk is the variance of In hydraulic conductivity (or permeability), Ais the correlation

length of conductivity, and f is a flow term which is approximately 1 for isotropic media. There
are several assumptions with this relationship, including statistical stationarity of the hydraulic
conductivity field, isotropic hydraulic conductivity, an exponential model of spatial correlation,
and lognormal distribution ofconductivity. It has been estimated that a travel distance of 10 to 100
times the asymptotic dispersivity is required to reach asymptotic dispersive behavior (Gelhar et
al., 1979).
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Figure 3-15 Unsaturated characteristic curves for the TCw, PTn and TSw using mean
fracture van Genuchten parameters used in GWTT-95 calculations. Note
that the curves of units that are in contact with each other do not intersect
indicating that lateral diversion would not occur in the fracture domain
above or below the PTn in a system with homogeneous units.

Air permeability data from three boreholes (UZ-16, NRG-6, and NRG-7) were used to
determine the spatial continuity and variance of air permeability in the Topopah Spring welded
unit (TSw I9) . These in situ pneumatic tests are assumed to have measured principally the fracture
network permeability (LeCain and Walker, 1994). A probability plot and experimental variogram
of air permeability are shown for UZ-16 in Figure 3-16. The approximately linear probability plot
of log permeability indicates a lognormal distribution as required by the theoretical expression in
equation (3-7). The variogram shows a range of approximately 30 m for a spherical variogram
model. This value corresponds to a correlation length of 10m for the exponential variogram
model specified in the theoretical relationship in equation (3-7). It should be noted that this value
for the correlation length is a rough approximation. Variograms for the other boreholes are less
distinct, but are not inconsistent with the same value of spatial correlation.

19. LeCain, G., written communications, 1995.
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Figure 3-16 Log probability plot and variogram of air permeability measurements in
borehole UZ-16.

Using the variance of log transformed permeability and the value of correlation length
estimated from the variograms, an estimate of the asymptotic macrodispersivity can be calculated.
The results for the three boreholes are presented in Table 3-8. These values of dispersivity
generally fall within the range of experimental results (Gelhar et al., 1985).

Table 3-8: Parameters derived from air permeability data.

Borehole a2lnk A(m) A(m)

NRG-6 1.57 10 16

NRG-7 0.75 10 7.5

UZ-16 1.78 10 18

Use of the asymptotic macrodispersivity in modeling groundwater flow is only valid for
flow distances greater than the minimum required to attain asymptotic behavior. Using the "rule
of thumb" of 10 to 100 times the macrodispersivity for this minimum travel distarice yields a
range of 75 m to 1800 m. This indicates that use of the asymptotic dispersivity is probably valid
for modeling flow in the saturated zone for GWTT (travel distance of at least 5 km). Flow in
fracture networks in the unsaturated zone may not, however, reach asymptotic behavior within the
travel distance of a few hundred meters to the water table.

It should be noted that this analysis of dispersivity does not include processes that occur at
smaller and larger scales. There is variability in fracture aperture, on the scale of a single fracture,
which leads to additional dispersion of flow. Since the air permeability measurements interrogate
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a relatively large volume of rock, there is variability in the permeability field on smaller scales
which is not measured and causes more dispersion also. The effects of discrete structural features
(generally on a larger scale than the air permeability testing) on the fracture permeability field are
not addressed in the stochastic approach and also cause additional dispersion.

3.3 Geostatistical Simulation of Hydrologic Properties in the
Unsaturated Zone

3.3.1 Link to Geologic Framework Model

Geostatistical simulation has been employed in previous GWTT studies to develop
stochastic realizations of rock properties (Arnold et al., 1995). Previous efforts at geostatistical
modeling have employed a two-step approach. In the first step, the stratigraphic sequence was
divided into several different rock types and the spatial location of these rock types was simulated
in a two or three-dimensional domain through indicator simulation (Rautman, 1994; Robey,
1994). In the second step, hydrologic properties were simulated within the indicator
representation of the geologic units. In these two-step approaches to simulation, the sparse nature
of the conditioning data allowed stochastic artifacts that did not fit the conceptual model of the
geology (e.g., small zones of non-welded material appearing in the middle of a known thick,
welded sequence). Ad hoc post processing of these simulations allowed for correction of these
artifacts, but a moreobjective geologic basis for creating rock property simulations was desired.

For the 1995 iteration of GWTT calculations, rock property models were required along
four cross-sections bisecting the areal extent of the proposed repository (Figure 3-1). The cross
sections were selected to provide a representative sampling of stratigraphy, fault conditions and
infiltration rates within the area of the proposed repository. The sensitivity studies discussed later
in this paper (Section 4.5) are drawn from modeling done on cross-section AA (Figure 3-1)
between the water table and the topographic surface. For this reason, the following discussion
uses cross-section AA as an example of rock property modeling techniques that were used for all
cross-sections. The general approach to the 1995 calculations is similar to that used in previous
years; however, the spatial variability of rock properties was modeled directly, rather than using
the two-step approach employed previously. Additionally, a dual continuum (matrix and fracture)
conceptual model of the mountain has been used in the flow modeling rather than the previously
used equivalent continuum conceptual model.

Direct simulation of properties requires conditioning information in addition to measured
property data from the available boreholes. This additional constraining information is provided
by the geologic framework conceptual model of Yucca Mountain. For the GWTT-95 calculations,
software was written which would allow direct coupling of the geostatistical simulation process
with an interpretation of the geology at the site (Cromer and Rautman20) . This software is known
as the GSLffi-LYNX integration module (GLINTMOD) and it provides a link between the

20. Cromer, M.V. and C.A. Rautman (in press), Use of Stratigraphic Models as Soft Information to Con
strain Stochastic Modeling of Rock Properties: Development of the GSLm-LYNX Integration Module,
SAND95-2338. Sandia National Laboratories, Albuquerque, NM.
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sequential gaussian simulation program SGSIM from the GSLIB software library (Deutsch and
Joumel, 1992) and the digital geologic framework modeling software LYNX21. The link between
the two software packages allows a location being simulated in the SGSIM coordinate system to
access the geologic framework model and determine the expected value of the property being
simulated within the specific hydrogeological unit. In the current version of GLINTMOD,
information from the geologic framework model is used in the geostatistical simulation when the
number of conditioning points found within the local simulation search neighborhood is less than
a user-specified minimum. In these cases, the mean property value for the relevant
hydrogeological unit is determined from the geologic framework model and passed back to
SGSIM. This mean is then used to center the posterior cumulative distribution function (cdf) used
in the Monte Carlo simulation. The geologic framework model is called often in the early stages
of the simulation when there are few previously simulated nodes and then, as the simulation
domain is populated, additional points are conditioned upon previously simulated nodes.

3.3.2 Gaussian Simulation

3.3.2.1 Matrix Porosity

In any geostatistical modeling exercise, the amount and type of spatial correlation needs to
be quantified. This quantification is usually accomplished through variogram modeling. A key
parameter in a variogram model is the distance (range) over which properties are spatially
correlated. At this time, there has been no systematic study of the range of spatial correlation both
parallel and perpendicular to stratification within different lithologic units for different rock
properties at Yucca Mountain. A number of studies have examined one or two properties across
units in the vertical direction. Other studies have examined horizontal correlation in a single unit.
The results of these studies are summarized in Table 3-9. Table 3-9 is a very high-level summary
and for more information the reader is referred to the listed references. As seen in Table 3-9, there
is a high amount of variability in estimates of the spatial correlation for different properties at
Yucca Mountain.

The geostatistical modeling done with GLINTMOD for GWTT-95 uses a single variogram
model with a specified range and parallel vs. perpendicular to stratification anisotropy to simulate
porosity across all hydrogeological units. The variogram used in GLINTMOD for the simulation of
matrix porosity is a spherical model with a parallel range of 460m and a perpendicular range of
4.6m. These values are within the wide range of values shown in Table 3-9.

Constraining the geostatistical simulations with geologic information through the
GLINTMOD routine requires other considerations related to the range of correlation. The geologic
framework model at each cross-section contains gently dipping strata with undulations in the
contacts between strata (Figure 3-3 and Figure 3-4). Geostatistical theory is based on spatial
correlation as measured in a straight line between two points. Stratigraphic undulations and abrupt
discontinuities, such as faults with significant offset, are not modeled well through geostatistical
techniques. In order to better retain these geologic features, the parallel and perpendicular

21. Lynx Geosysytems, Vancouver, B.C., Canada
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Table 3-9: Reported ranges of spatial correlation. Spherical models were used in all studies.

Lithologic Parallel Perpendicular
Property

Sample
Reference

Unit Range (m) Range (m) Domain

TCw (base) >1300 5-10 porosity transects on Istok, et al.,
and Ksat 30x1300m 1994

outcrop

TCw 0.1-0.2 0.1-0.2 permeabil- lxlxlm Tidwell,
(upper) ity block 1994

TCw N/A 8-90 porosity 5 outcrop McKenna
through CH and Ksat transects and Raut-

(25-315m) man, 1995

CH 900 60-225 porosity, outcrop Rautman,
Ksat, bulk transects 1991
density and and drill
permeabil- holes
ity

TCw 2000-5000 100-250 porosity borehole Rautman,
throughBF data (verti- 1995

cal); model-
ing study
(horizontal)

correlation ranges are set to the low side of the values shown in Table 3-9. The relatively short
parallel range and the corresponding limits on the search neighborhood require the geostatistical
simulator to obtain data from the geologic framework model on a more frequent basis than if the
ranges were longer. The more frequent references to the geologic framework model cause the
simulations to be more tightly constrained to the features in it.

Figures 3-17 and 3-18 show a portion of section AA along the Solitario Canyon Fault as it
appears in the geologic framework model and as simulated with several different correlation
lengths. The distinction between the two sides of the fault deteriorates as the spatial correlation
range increases. At a range length of 2000 m (Figure 3-18 (b)), the vitrophyre units (dark blue)
continue across the fault plane before pinching out. In the same figure, the green and orange
colors representing the porosity of the Calico Hills Unit continue across to the west side of the
Solitario Canyon Fault. Additionally, as the correlation range increases, the distinction between
the lithophysal and non-lithophysal portions of the TSw blurs. This lack of resolution is caused by
the undulations in the boundaries of these units being modeled with a large correlation length as
measured along a straight-line distance. These decreases in resolution are caused by fewer
references to the geologic framework model during the simulations. The relative numbers of
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references to the geologic framework model for the different correlation lengths are shown in
Figure 3-19. As seen in Figure 3-19, even with a range of 460 m, the number of calls to the
framework model is less than five percent of the total number of simulated points.
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Figure 3-19 The relative number of references to the geologic framework model for
simulation ofporosity along section AA corresponding to the images in Figures
3-17 and 3-18.

At this time, GLINTMOD uses a separate mean porosity value for each hydrogeological
unit in the domain and a single standard deviation of porosity for all units. The use of a single
level of variability for all units is reasonable given the similarity of the standard deviations shown
in Table 3-1. The value of the standard deviation is chosen with respect to how the simulation of
porosity values is accomplished in normal-score space. The porosity conditioning data across all
hydrogeological units (Figure 3-20) are transformed from their original values to a standard
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normal distribution using a normal-score transform (Deutsch and Journel, 1992). The new
distribution with a mean of zero and a variance of 1.0, is a transform of all conditioning data
across hydrogeological units.

0.600.500.20 0.30 0.40
Porosity, fraction

0.10
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Figure 3-20 Distribution of the matrix porosity conditioning data. The thick dashed line
denotes the mean and the thin dashed line denotes the median.

The overall standard deviation of the porosity conditioning data is 0.139. From Table 3-1,
the standard deviations of each hydrogeological unit range from 0.04 to 0.10 or from 29% to 72%
of the global standard deviation. On average, the standard deviation of any hydrogeological unit is
44% of the global standard deviation (0.06) and this value is used in GLINTMOD for the
simulation of porosity in all units.

Matrix porosity simulations (Figure 3-21) are created using porosity data from boreholes
shown in Figure 3-1 and summarized in Table 3-1 as conditioning data and the deterministic
interpretation of the geology along each cross-section (e.g., Figure 3-3).The discretization of the
geostatistical simulation domain varies between cross-sections and is described in Table 3-10.
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Figure 3-21 Realization number one of porosity along cross-section AA.

Table 3-10 : Discretization of cross-sections for geostatistical simulation.

Cross- delta-x delta-z
total n

Section
nx

(m)
nz (m)

AA 414 9.1 4 1000 0.91 414,000

BB 440 9.14 1000 0.91 440,000

CC 400 13.72 778 1.37 311,200

DD 330 13.72 778 1.37 256,740

3.3.2.2 Coregionalization of Matrix Saturated Hydraulic Conductivity

Linear coregionalization is a process by which geostatistical simulations of correlated
rock propertie s can be created . This techniqu e is felt to be well suited to the data available at
Yucca Mountain and is employed for the generation of saturated hydraulic conductivity from
porosity fields for GWTT-95 calculati ons.
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The ultimate goal of the simulation process in this study is to generate geostatistical
realizations of multiple properties which honor the univariate statistics for each property, the
covariances between properties and the spatial statistics of each property as well as the spatial
cross-covariances between properties. One way to accomplish this goal is cosimulation (Deutsch
and Joumel, 1992). Cosimulation requires the statistical moments of each property, the variogram
of each property and the cross-variogram between all pairs of properties as input. Additionally,
co-simulation requires that one property be oversampled with respect to another and that the
samples of the two properties be collocated. This presents a problem at Yucca Mountain, as there
are often not enough data of a given property to adequately define a variogram, let alone a cross
variogram between that property and another.

Previous attempts to generate realizations of multiple properties at Yucca Mountain have
relied upon geostatistically simulating a primary property (usually porosity) and using that as a
surrogate for secondary properties (e.g., saturated hydraulic conductivity). The secondary
property was obtained from the primary property simulation by applying the appropriate
regression relationship to each simulated location of the primary property. This approach has
produced unsatisfactory results when the regression relationship contains a large error component

(a relatively low coefficient of determination, R2) . The large error component in the regression
relationship produces a spatially random, uncorrelated field of the secondary variable
superimposed upon the primary variable field. Ignoring the error term in the regression implies an
unrealistic 1:1 correlation between the properties.

The technique described herein, linear coregionalization, lies somewhere between true
cosimulation, where the information contained on the primary variable informs and constrains the
simulation of the secondary variable, and the previously applied regression techniques. Linear
coregionalization provides a means of reproducing the observed, or assumed, variograms, cross
variograms and regression relationships between properties in multiple simulations.

The mathematics behind linear coregionalization are described in Joumel and Huijbregts
(1978) and Luster (1985). The following description is similar to that found in Luster (1985) and
is given for two correlated properties. However, there is no theoretical limit on the number of
correlated properties that can be simulated. Two basic constructs are at the basis of
coregionalization. The first is the variance-covariance matrix from traditional statistics:

(3-8)

where C denotes variance and the subscripts refer to two different properties, Z1 and Z2. The final
goal of coregionalization is to produce realizations of the two properties which honor the variance
covariance matrix as derived from the available data. If the distributions are relatively normal to
begin with, it is possible to scale them to standard normal distributions. After this scaling, the
diagonal terms in the variance-covariance matrix are 1.0 and the off diagonals are now equal to the
correlation coefficient between the two properties.The second construct is the relation between
covariance and the correlation coefficient between the two properties:
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C12
r = 'JC=11=C=2=2

(3-9)

The correlation coefficient, r, can be obtained from the regression relationship between the
properties and the variances of each property are obtained from the data.

Spatial correlation of each property and of the combination of the properties can be
represented as:

'Y1(h) = COl +C1 lSpha(h)

'Y2(h) = CO2+ C1 2Spha(h)

'Y12(h) = C012 + C 112Spha(h)

(3-10)

where CO denotes the nugget, Cl is the sill and Spha refers to a spherical semivariogram model

with a range of a and CO + Cl =1.0. The subscripts refer to two different properties being
modeled. The spherical model is chosen here as an example; other valid, positive definite
semivariogram models could also be used.

The objective now is to obtain a simulation ofboth property Z] and Z2 that fits the variogram mod
els specified above. To do this, two new variables are defined: Y] and Y2. Both of these variables
have zero mean and covariance functions Klh) and K2(h) and they are independent of each other

(i.e., K12(h) =0 for all h). Linear combinations of these two new variables can be used to define

the original variables:

Zl(X) = a11 Y1(x)+a12Y2(x)

Z2(x) = a21 Y 1(x) + a22Y2(X)
(3-11)

Because the two Yvariables are independent, the covariance functions of the Z's are given as:

C1(h) = a2uK1(h)+a212K2(h)

C2(h) = a2
2l K1 (h) + a222K2(h)

C12(h) = a lla21 K1(h)+a12a22K2(h)

(3-12)

These equations provide a means by which two independent realizations of Y] and Y2 can be
linearly combined through the coefficients of the A matrix to provide realizations of Z] and Z2
which satisfy the variance-covariance matrix as described above.

The solution for the coefficients of the A matrix is non-unique, as there are only three
equations for the known values Cl» C2 and C12. One of the coefficients is usually set to zero
(Luster, 1985) which sets one of the Z's equal to one of the Y's:
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Zl (x) = Y1(X)

Z2(X) = a21Y 1(X) + a22Y2(x)

The final variances and covariances of the Z variables are given as:

C 1(h) = K 1(h)

2 2
C2(h) = a 21K1(h)a 22K2(h)

C12(h) = a21 K1(h)

(3-13)

(3-14)

The above expressions for Zj(x) and Z2(x) in terms of Yj{x) and Y2(x) are one possible linear

model for the coregionalization ofZlx) and Z2(x).

The model of linear coregionalization produces realizations of multiple properties that
honor the regression relationship between any two properties. At Yucca Mountain, there are
different regression relationships between properties within different portions of the mountain. An
obvious example is the different relationship between matrix porosity and saturated hydraulic
conductivity within the zeolitized portion of the mountain as compared to the non-zeolitized
portion of the mountain. These different relationships are shown in Figure 3-6. In order to honor
these different relationships, simulated locations within the zeolitized portion of each cross
section do not use the linear coregionalization method, but are modeled with the regression
relationship derived from the field data (Figure 3-6). This relationship is modeled with the linear
regression equation:

(3-15)

where bois the intercept, b j is the slope and £ are normally distributed errors about the regression

line modeled in accordance with the observed coefficient of determination.

Rather than producing two, independent, unconditional realizations which can be
transformed into the appropriate properties, one realization (porosity) is conditional to the
available data including the framework model as described above. This conditioning of one
property follows the approach taken in a previous unsaturated zone study (Desbarats, 1995). A
second realization is created to be transformed into the Ksat values. This realization is standard
normal (mean =0, std. dev. =1) and unconditional and is shown in Figure 3-22. The realization
shown in Figure 3-22 was made with the same variogram parameters as the realizations in Figure
3-21, but with a different seed for the random number generator and without any conditioning
data.

These two realizations now need to be combined through the linear coregionalization
process to produce realizations of porosity and Ksat which honor the observed correlation
between the two properties. After the realizations have been transformed (in this case the porosity
realization remains the same by choosing a12 equal to zero), they are converted from standard
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Figure 3-22 Unconditional, standard -normal realization number 1 at cross-section AA used
in the coregionalization process.

normal back to the appropriate mean and variance by multip lying each value in the real ization by
the specifi ed standard deviation and adding the mean. The resulting coregionali zed realizations
are shown in Figu re 3-21 (porosity has remained unchanged) and Figure 3-23 .

The linear coregionalization model shown here offers an efficient way to generate
correlated fields of parameters which all retain the specifi ed variograrn and the observed
correlation between the two properties. This technique is valid for any number of parameters
(only 2 are discussed here) and any value of correlation between parameters (high, low, positive or
negative), thus it could have other applications at Yucca Mountain (e.g., thermal conductivities).
Also, using the linear coregionali zation mode l allows the use of the GLINT.\I0Dsoftware without- -any further modification to that code.

A constraint on the linear coregionalization model is the requirement that variograms and
cross -variograrns of all simulated properti es have the same model type, structure and range . For
the case of porosity and Ksat, there are not enough Ksat data to confirm nor deny this assumption;
however, it is possible to conceive of the two properties having different correlation lengths . The
model of linear coregionalization docs allow for each variable to have a different nugget effect.
Compared to true cosim ulation, linear coregionalization does not exploit the covariance by using
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Figure 3-23 Realization number I of section AA for loglo matrix saturated hydraulic

conductivity (m/s) . This realization was produced through the model of linear
coregionalization with porosity . Note the relatively lower (dark blue)
conductivities in the zeolitized zone at the base of the section .

the oversampled parameter (porosity in this case) to inform and constrain the simulations of the
other parametcr(s). For cosimulating porosity and Ksat this is irrelevant at this time as there are
not enough Ksat data to do true cosimulation.

3.3.2.3 Fracture Frequency

Frequency of cooling fractures are largely a function of the lithology; more welded units
exhibit higher fracture frequencies. Mean values of fracture frequency for the nine
hydrogeological units are given in Table 3-6. The data distribution is shown in Figure 3-24. The
data represent measurements of fracture frequency from approximately 550 ten-foot-long drill
cores. These measurements are adjusted to account for partial recovery of the core and fracture
orientation relative to the vertical boreholes using equation 3.1 .

The simu lation of fracture frequency is done in GLINTMOD using the same variogram
parameters and discretization as used for simulating matrix porosity. The only exception is that
several of the units have a non-zero probability that a ten foot long core would be unfracturcd.
These probabilities are also shown in Table 3-6. The GLII\TMOD software was modified to
accommodate these probabilities. The mean fracture frequency used in the simulations for each
unit is taken from the values in Table 3-6 and the standard deviation is equa l to the global
observed fracture frequency standard deviation (0.45 log fractures /I 0 feet) . For every simulated
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location, there is a probability that the fracture frequency (1110 feet) will be zero. If the random
number drawn is below that probability, the fracture frequency at that location is arbitrarily set to
0.01 (100 m fracture spacing), otherwise the frequency is simulated using the standard
GLINTMOD approach.

3.3.3 IndicatorSimulation of Tectonic Fracture Zones

Vertical zones of relatively higher fracture frequency that cut across lithologic layering
include the large scale faults that bound the potential repository block and smaller faults
throughout Yucca Mountain. The locations of these zones are simulated using an indicator
algorithm (SISIMPDF; Deutsch and Journel, 1992). Large scale fault zones are viewed as
deterministic features and are located in the simulation domain with conditioning data (labelled
fault zones in Figure 3-25). The smaller features are considered as randomly located features and
are produced by the indicator simulation. The area within the higher frequency fracture zones is
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Figure 3-25 Realization number 1 at section AA of the high fracture frequency zones created
with indicator geostatistical simulation. The high fracture frequency zones are
black and the areas of background fracture frequency are white. The mapped,
deterministic fault features are labelled.

20 percent of the total domain for cross-sections AA, BB and CC. The high fracture frequency
zones comprise 30 percent of section DD to reflect the proximity of the cross-section to the Drill
Hole Wash fault zone .

Realizations created by the two fracture models are merged to create a single
representation of fracture frequency that is a combination of cooling and tectonic fractures. Field
studies have shown that fracture frequency within a fault zone is sharply reduced in the high
porosity, nonwelded units of the Paint Brush Group and fracture frequency is also relatively low
in the Calico Hills nonwelded unit (Scott et al., 1983). These observations have led to the
development of the relationship between porosity and the effect of tectonically induced fractures
shown in Figure 3-26. The relationship in Figure 3-26 is used to determine a factor by which the
cooling fracture frequency, or background frequency, is multiplied within the high frequency
zones . Determination of the multiplication factor as a function of porosity forces the tectonic
fractures to be more frequent in the welded zones and by stopping the slope in Figure 3-26 at a
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Figure 3-26 Empirically derived relationship between matrix porosity and the fracture
frequency multiplier.

porosity fraction ofOAO, the fracture frequency in nonwelded units in the Paintbrush Tuff remains
unaffected by tectonic fracturing (Figure 3-27). The essentially unfractured Paintbrush Tuff
nonwelded units are consistent with field observations (Scott and Castellanos, 1984).

3.3.4 Upscaling of Hydrologic Properties

The volume of the computational elements within TOUGH2 contain lO's to 100's of
geostatistical simulation elements. The geostatistical elements have values that are representative
of the properties as measured in core plugs or in 3 meter core barrel sampling of fracture
frequency. In order that the simulated properties accurately represent flow and transport at the
computational element scale, upscaling is required.
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Figure 3-27 Realization number 1 at cross-section AA, of 10glO (1/IOfeet) fracture

frequency derived by combining realizations of cooling fractures with
tectonically induced fracturing through the relationship defined in Figure 3-26.

Software has been written to read in geostatistical simulations of multiple properties ,
assuming they have been created on the same grid, along with locations of centroids for the
computational grid and the polygon defining the domain of the computational grid. The properties
are then upscaled to the computational grid and the input file for TOUGH2 is written for either the
effective continuum or the dual permeability model.

The properties in the geostatistical simulations are upscaled to the computational grid
using power-law averaging with a possible different power coefficient for each property. The
power law average is defined by:

I

( ! t Z~);
n i . I

(3-16)

where Z is a variab le and 11 is the number of geostatistically simulated values falling within the
boundary of the computational grid element. The power coefficient, w, ranges from -1.0 to 1.0. A
value of -1.0 is the harmonic mean and 1.0 is the arithmetic mean. The power law equation is
undefined when w = 0.0, however through an expansion of the equation, a value of w = 0.0
produces the geometric mean. For the GWTT-95 calculations, a power coefficient of 1.0 is used
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for matrix porosity and fracture frequenc y and a coefficient of -0.4 is used for saturated matrix
hydraulic conductivity as determined through a series of numerical experiments (McKenna and
Rautrnan, 1996). Power law averag ing provides a fast and accurate averaging technique that is
flexible enough to work with irregular grids.

The TOUGH2 computational grid for section AA is shown in Figure 3-28. The grid
discretization is based on the geologic framework model for each cross-section and is designed to
capture the thin units of the PTn and the basal vitrophyre of the TSw. The effect of upscaling on
the property distributions is examined at cross-section AA by comparing distri butions at the
sample data and geostatistical simulation scales with the resulting upscaled values.

East
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- 1300E-

Figure 3-28 Computational grid for TOUGH2 used on cross -section AA. Properties are
scaled from the geostatistical simulation scale to the computational scale.

Figure 3-29 shows the distribution of the porosity conditioning data along with the
distributi on of porosity for each of the 10 realizations along section AA. The averaging of
geostatistically simulated values into a single value for each computational element entails a loss
of information on the fine scale distribution of porosity. This loss of information is represented as
a reduction in variance from the conditioning data distrib ution to the final upscaled distribution.
The standard deviation of the porosity conditioning data is 0.139 while the standard deviation of
the upscaled porosity distribution for the ten real izations averages 0.0726, a 48 percent reduction
in variability. The geometry of the hydrogeological units is retained through the scaling process as
demonstrated in Figure 3-30.

Demonstrating the effects of upscaling on the distribution of Ksat is less straightforward
than for porosity. Ksat values are determined stochastically for each realization through the linear
coregionalization process. The simulated Ksat values are a functio n of the simulated porosity
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Figure 3-29 Box and whisker plots of the porosity distributions for the ten realizations
after being upscaled and for the porosity conditioning data. The thick and thin
dashed lines denote the mean and median respectively. The boxes define the
10th, 25th, 75th and 90th percentiles and the ends of the whiskers are the
minimum and maximum values.

values and the regression relationships between the properties for both the zeolitized and non
zeolitized portions of the mountain. The effect of upscaling on the Ksat values is shown in Figure
3-31. The distribution of Ksat values for realization number one along section AA is
representative of the distributions of all ten realizations and is shown prior to upscaling. The
center of the Ksat distributions decreases through the upscaling process because a negative power
coefficient is used in Equation 3-16. The negative power coefficient accounts for the direction of
the principal-flow direction (downward) being nearly perpendicular to the stratigraphic layering.

3.3.5 Derived Hydrologic Properties

Properties that are not simulated are derived from the upscaled values of those properties
that were simulated. In summary, the parameters that are simulated at the geostatistical scale and
upscaled to the flow model scale are matrix porosity, matrix saturated hydraulic conductivity,
fracture frequency without tectonic fractures, fracture frequencies with combined tectonic and
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Figure 3-30 Upscaled values of porosity shown in the computational grid .

cooling fractures . Table 3-11 summarizes how the other parameters necessary for the flow mode l
calculations are derived, either throu gh regress ion or direct relationships with know parameters. It
should be noted that fracture frequen cies simulated before the tectonic fractur e are simulated are
used to calculate fracture aperture. This was done so that the fracture aperture would not be lower
in the fault zones and zones of higher fracture frequency that the other zones, thus creating an
artifi cially low fracture permeab ility in these zones. Matri x a and fracture porosity are both
derived through regress ion relationships without modeling the error of the regress ion. Thi s is
justified because it is believed that the variabi lity of the parameters due to uncertainty is
represented sufficiently in the geostatistical simulations of poros ity and linear coregio nalization of
saturated hydraulic conductivity which remain geo logically viable. The values of ~ for both the
fractures and the matrix are set to constants as discussed in Sections 3.2.1.3 and 3.2.2.4.

The values of fracture permeability used in the flow model are plotted in Figure 3-31. A
qualitative comparison of these fracture permeability values in the TSw generated by
geostatistica l simulation to the distribution of air permea bility shown in Figure 3-16 indicates that
the fracture permeabilities used in this study are about one order of magnitude higher than
measured values. Th is discrepancy may be due to sampling bias in the air permeabil ity
measurements caused by the inabili ty to obtain measurements in highl y fractured zones of the
boreholes.

66



i I!:=>--------<

i I 0>----------<

=¢=:'-----

o
s::o
;:
as
.~
'iii
CD
a:

INPUT #1 !------c::=(=+p==---------

10

9

8

7

6

5
4

3
2

1

-2.0-4.0-12.0-14.0 -10.0 -8.0 -6.0
Log10 Ksat (m/s)

Figure 3-31 Box and whisker plots of the distribution of Ksat for the ten realizations of
cross-section AA after upscaling and the geostatistically simulated values for
realization number one (INPUT #1). The thick and thin dashed lines denote
the mean and median respectively. The boxes define the 10th, 25th, 75th and
90th percentiles and the ends of the whiskers are the minimum and maximum
values.

3.4 Summary

3.4.1 Evaluation of Rock Properties Models

The geostatistical simulations are evaluated in a number of ways. The conceptual model
of porosity being controlled by the degree of welding is checked against borehole data. The
general trend of porosity in the vertical direction has been documented from samples obtained in a
number of boreholes. The porosity profile in borehole SD-9 (Figure 3-33(a)) are representative of
those across the site. The highest porosity values occur in the PTn2 hydrogeological unit near the
top of the stratigraphic section. The lowest porosities occur in the vitrophyre units at the top and
bottom of the Topopah Spring welded unit. There is a slight decrease in porosity from top to
bottom of the Topopah Spring unit through the repeated sequence of nonlithophysal and
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Figure 3-32 Fracture permeability shown in the computational grid for cross-section AA,
realization I .

Table 3-11: Summary of derivation of parameters at the flow model scale.

Derived Parameter Derived From Met hod

matrix a matrix saturated regression (see Figure 3-10)
hydraulic

conductivity

fract ure porosity matrix porosity regression (see Figure 3-14)
note that due to the different distributions of
hydrogeological units in the different cross -
sections, mu ltip liers of the regression relationship
were used to mainta in a reasonable fracture
aperture distribution (see Section 3.2.2.2)

fracture aperture fracture porosity direct relationship (see equation 3-2)
and fracture note that the fracture frequencies used in these
frequency calculation are those simulated without the

tectonic fracture zones

fracture fracture frequency direct relationship (see equation 3-3)
permeability and aperture

fracture a fracture aperture direct relationship (see equation 3-6)
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lithophysal hydrogeological units (Figure 3-33(a)). Porosity as a function of elevation is extracted
from four vertical transects along cross-section AA (Figure 3-21). The trends in these transects
(Figure 3-33, (b) through (e)) are compared to the data from borehole SD-9 (Figure 3-33 (a)).

The high porosity of the PTn2 unit and the low porosity of the vitrophyre are reproduced
in most profiles. The trend of slightly decreasing porosity values from top to bottom of the
Topopah Spring unit is seen in SD-9 (Figure 3-33 (a)) and is well defined in profiles c and d. This
trend is less defined in profiles b and e. The generally random appearance of profile b in Figure 3
33 is due to its location within the Solitario Canyon Fault Zone. The high variability of porosity
along profile b is caused by the transect sampling porosity values from unfaulted rock on both
sides of the fault zone.

To determine whether or not the GLINTMOD software is able to reproduce the measured
mean and variability of porosity within the hydrogeological units, 200 data points were extracted
from each hydrogeological unit from the realization of porosity shown in Figure 3-21. The means
and standard deviations of the extracted data are shown in Table 3-12. Due to the limited extent of
the Prow Pass/Bullfrog welded hydrogeological unit, it was not possible to extract a
representative porosity sample from this unit. The means and standard deviations (with the
exceptions of units 1 to 3) of the simulated hydrogeological units (Table 3-12) compare favorably
with the observed statistics for each hydrogeological unit shown in Table 3-1.

Table 3-12: Porosity means and standard deviations for the hydrogeological units as extracted
from porosity realization number one of cross-section AA. It was not possible to extract a
representative sample from unit #5 due to its limited extent in cross-section AA. For
comparison, the measured porosity means and standard deviations shown in Table 3-1 are
repeated here.

Modeled Parameters Measured Parameters

Hydrogeological Unit
Mean

Porosity
Mean

Porosity
Name and Number Porosity

Standard
Porosity

Standard
Deviation Deviation

Vitrophyre (l) 0.06 0.01 0.05 0.05
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Table 3-12: Porosity means and standard deviations for the hydrogeological units as extracted
from porosity realization number one of cross-section AA. It was not possible to extract a
representative sample from unit #5 due to its limited extent in cross-section AA. For
comparison, the measured porosity means and standard deviations shown in Table 3-1 are
repeated here.

Modeled Parameters Measured Parameters

Hydrogeological Unit
Mean

Porosity
Mean

Porosity
Name and Number Porosity

Standard
Porosity

Standard
Deviation Deviation

Tiva Cliff welded (2) 0.10 0.02 0.09 0.07

TSw non-lithophysal (3) 0.11 0.02 0.10 0.04

TSw lithophysal (4) 0.14 0.04 0.13 0.04

PP-BF welded (5) NA NA 0.15 0.04

Calico Hills (6) 0.26 0.07 0.23 0.07

PP-BF non-welded (7) 0.26 0.08 0.25 0.06

PTn #2 (8) 0.29 0.07 0.28 0.10

PTn #1 (9) 0.41 0.08 0.46 0.08

The relationship between porosity and Ksat modeled through both linear coregionalization
and a linear regression model is checked for both the zeolitized and non-zeolitized portions of the
cross-section. Figure 3-34 shows the regression relationships for the simulated properties. The
regression relationships honor the equations derived from the sample data. The simulated results
for the zeolitized portion of the cross-section have a higher coefficient of determination than the
measured data (Figure 3-6). This higher degree of correlation in the simulated results relative to
the measured data, is attributed to a lack of outlier points in the simulated values and an imposed
gaussian distribution of errors about the regression line compared to non-gaussian errors in the
field data. The regression relation from the simulated values also extends to higher porosity
values than the regression from the field data. This extension is an artifact of the modeling
process, in that porosity values are simulated independently of the Ksat values. The field data
reflect an upper limit for porosity in the neighborhood of 35 percent for the zeolitized units
(Figure 3-6)._ As seen in Figure 3-33b, the majority of the porosity values are below 35 percent.
However, porosity values above 35 percent are simulated in the zeolitized zone and then the
regression model is applied to them to determine a value of Ksat. The use of a cosimulation
algorithm instead of linear coregionalization would correct this problem and keep the simulated
results closer to the measured results.

The conceptual models of fracturing and faulting are evaluated by visual inspection of the
resulting simulations. Examination of Figure 3-27 shows the deterministically modeled faults to
be in the correct locations with the correct dips and widths. The randomly simulated high fracture
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Figure 3-34 Regression relationship between simulated matrix porosity and Ksat for the
non-zeolitized (a) and zeolitized (b) portions of the mountain resulting from
the linear coregionalization and the regression models applied to the matrix
porosity realization shown in Figure 3-6.

72



frequency zones are of the prescribed length, orientation and frequency and the fracture frequency
within the zones is sharply reduced across the ?Tn:! and Calico Hills hydrogeological units
(Figure 3-27).

The end result of the geostati stical simu lation process is to transfer the uncertainty in the
spatial distribution of rock propert ies that results from limited sampling through a transfer
function (here, an unsaturated flow model) , to a distribution of travel times. The modeled level of
uncertainty is evaluated qualitatively by noting that an expectation map of any simulated property
should approach the image of the deterministic geologic model (Figure 3-3(a) for cross-section
AA) as the number ofrealizations used to create the expectation map increases. A porosity
expectation map created by averaging the porosity values from 10 realizations on a element by
element basis is shown in Figure 3-35. This map exhibits strong similarity to the deterministic
conceptual model in Figure 3-3 (a) in terms of the locatio n and geometry of the hydrogeological
units .

West East

1500 0.5

- 0.4E 1300-c 0.3
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Figure 3-35 Expectation map of matrix poros ity created by averagi ng the porosity on a
pixel by pixel basis across 10 realizations created for cross -section AA.
Compare the location and geometry of the regions of similar porosity to the
locations and geometry of the hydrogeological units in Figure 3-3 (a).

When all of the simulated rock properties are upscaled and implemented into the flow
model TOUGH2 (Pruess, 1991 ) along with measured and inferred boundary conditions, resulting
matrix saturations can be compared with measured saturations and the variability in mode led
saturations between realizations can be assessed. This assessment is accomplished and discussed
in Chapter 4.
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3.4.2 Discussion

In addition to conditioning rock property data, conceptual models of the geology and
stratigraphy of a site can be used to guide the geostatistical simulation process. In this situation,
the geostatistician must act as the intermediary between the field geologist and the groundwater
flow modeler. The conceptual models developed in the field must be retained through the
modeling and upscaling process as they are turned into numerical representations of site
conditions.

Results herein indicate that conceptual models derived from site investigations and
geologic interpretation can be readily incorporated into a stochastic modeling exercise. By
coupling the simulation of porosity with a geologic framework model, the resulting realizations
reflect the stratigraphic control of porosity and, on average, reproduce the geologic framework
model. Combining gaussian simulation with linear coregionalization has reproduced the
measured relationship between porosity and Ksat across the model domain. A further
combination of gaussian simulation, conditioned to the geologic framework model, and indicator
simulation produced stochastic realizations of stratigraphically controlled fracture frequency
overprinted by high fracture frequency zones resulting from tectonic activity.

In a stochastic modeling exercise, it is the random component of the process that gives the
results their variability. The true amount of spatial variability is never known, but can only be
estimated. Evaluation of whether or not the actual variability is being estimated accurately can be
made by comparing measured and modeled results. In this study, the vertical profiles extracted
from a simulation of porosity indicate that the modeling process is correctly representing the
vertical trends of the measured porosity. Additionally, the global mean and standard deviation of
porosity within hydrogeological units matches those parameters as measured in the field.
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CHAPTER 4
Numerical Flow Modeling in the Unsaturated Zone

The conceptual model of groundwater flow in the unsaturated zone, as described in
Section 2.4 of this report, is implemented for analysis of groundwater travel time using numerical
methods. This chapter contains a description of the implementation of the relevant boundary
conditions and governing equations of unsaturated flow. The simulated results of these flow
calculations are presented and compared to borehole observations. The particle tracking method
used to determine the distribution of travel times from the flow simulations is described and the
results are documented. Finally, sensitivity analyses are presented in an attempt to delineate
important uncertainties in the analysis and to illustrate potentially significant processes.

4.1 BoundaryConditions

The four two-dimensional cross-sections introduced in the previous chapter maintain
similar boundary conditions. Laterally, the domains are bounded by no-flow conditions. On the
bottom of each domain, the grid is bounded by a row of saturated elements (i.e. the water table).
Finally, the top row of elements of each cross-section is specified with a spatially non-uniform
infiltration (generation) rate (in the dual permeability model (DKM) simulations, the infiltration is
applied only to the fracture elements). The infiltration rates used in this study are based on
distributions calculated by Hudson and Flint22 for the Yucca Mountain site. Note that the
infiltration rates used in these analyses were taken from Hudson and Flint23 while the report was
still in review. Therefore, values in the published version of Hudson and Flint24 may differ
somewhat from those used in these analyses. Their average annual infiltration rate is nearly two
orders of magnitude larger than previous estimates (> 20 mm/year), and the authors caution that
the absolute values of these estimates are preliminary. They mention that the methods used were
appropriate for estimating shallow infiltration, but potential processes (such as evaporation below
depths of 2 m) affecting the net infiltration may not have been included. As a result, their
infiltration distribution is reduced by two orders of magnitude as a base case in this study, but their
spatial distribution of relative infiltration is retained. The decision to reduce the infiltration rate by
this amount is based on sensitivity studies (Section 4.5.1). Figures 4-1 a to d show each cross
section and the corresponding infiltration distribution that was applied to the top row of elements.
The units are presented in mm/year, but the infiltration rates were converted to kg/sec for use in
the numerical simulations using the density of water at 20°C and the horizontal cross-sectional
area of each element in the top row.

22. see footnote 2, page 9.
23. Ibid.
24. Ibid.
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4.2 Numerical Simulations of Flow

In previous sections, the development of necessary hydrologic model parameters and
boundary conditions has been described so that numerical simulations of flow through the UZ can
be performed. Each of the four two-dimensional cross-sections of interest has been discretized,
and properties have been simulated and upscaled so that each element in the computational grid
contains its own unique set of hydrologic properties and characteristic curves. This section
presents the governing equations that are implemented in the numerical simulations, as well as
other relevant issues pertaining to the modeling efforts.

4.2.1 Governing Equations

The system under consideration consists of isothermal, unsaturated groundwater flow in a
heterogeneous, fractured domain. The gas phase is assumed to be passive with a constanifressure
throughout the domain so that only the liquid-phase is considered in the flow equations . The
governing equations for this system follow from conservation of mass:

and Darcy's law:

a
a/ps<p)+Veq = 0

k k;
q =-- p(VP -pg)Jl C

(4-1)

(4-2)

where q is the Darcy flux, p is the liquid density, S is the liquid saturation, <p is the

porosity, k is the permeability, k; is the relative permeability, Jl is the liquid viscosity, Pc is the

capillary pressure, and g is the gravitational acceleration. Combination of equations (4-1) and (4
2) yields the transient form of Richards equation (Freeze and Cherry, 1979). Equation (4-1) is a
highly non-linear partial differential equation because of the dependence of the relative
permeability and saturation on capillary pressure. Solution of equation (4-1) in a completely
heterogeneous fractured domain can be numerically difficult, but prior analyses have
demonstrated the implementation of this formulation for problems similar to this study (Ho et al.,
1995).

Because the computational domains are comprised of both fracture and matrix materials,
the implementation of parameters in equations (4-1) and (4-2) depends on the conceptual model
of flow through the fractured rock. In the equivalent continuum model (ECM) (refer to Section
2.3), the material parameters in equations (4-1) and (4-2) are comprised of both fracture and
matrix properties for a given computational element assuming pressure equilibrium between the
fracture and matrix:

25. Sensitivity analyses comparing two-phase and single-phase numerical simulations of infiltration systems
similar to those presented in this study showed little differences in the resulting saturation and flux pro
files (Ho et aI., 1995). However, computational times were significantly reduced by using the single
phase model.
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S = Sf<1>f+Sm(1-<1>f)<1>m

<1>f+(1-<1>f)<1>m

k = km(1 - <1>f) + kf<1>f

(4-3)

(4-4)

(4-5)

where subscript m and f denote the matrix and fracture materials, respectively. Since unsaturated
flow is being considered, equations (4-3) - (4-5) must be used in conjunction with expressions
relating liquid saturations and relative permeabilities to capillary pressure. The van Genuchten
characteristic functions are used for this purpose:

where

and

S. = S .+ (1-S .)(1 + la.p l13i)- AJ r, J r, J J C

1
A,. = 1--

J (3j

j = matrix or fracture

(4-6)

(4-7)

Equations (4-6) and (4-7) are applicable for both the matrix and fracture materials (as
denoted by the subscriptj) where a and (3 are van Genuchten characteristic parameters. In the
ECM, the same capillary pressure exists in both the fracture and matrix materials in a given
computational element. For a given Pc (from equation (4-2», equation (4-6) is used to determine
the matrix and fracture saturations for the ECM. Equation (4-4) is then used to obtain an effective
saturation for equation (4-1). Equation (4-7) is used to obtain the matrix and fracture relative
permeabilities corresponding to the given Pc, which are combined to yield an effective relative
permeability for use in equation (4-2):

(4-8)

Equations (4-3) to (4-8) describe how the material parameters are combined in the ECM
for implementation into the governing equations (4-1) and (4-2). The end result is a computational
domain that behaves mathematically as if it were a single porous medium. Note, however, that
equations (4-3) to (4-8) can be used to back-calculate the saturations and fluxes associated with
the matrix and fractures once the effective saturations and fluxes are determined from equations
(4-1) and (4-2).

Groundwater flow pore velocity is calculated from the Darcy velocity as follows:
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where:

8. = s·th.
J J't'J

(4-9)

(4-10)

and 8resid is the residual saturation. Use of equation 4-9 implies that the liquid held as residual

saturation is immobile and does not participate in flow.

In the DKM, the fracture and matrix domains are modeled separately. Therefore, the
parameters associated with equations (4-1) and (4-2) correspond directly to either a fracture or
matrix property, rather than an effective parameter as used in the ECM. The flow between
fracture and matrix elements in the DKM is modeled with Darcy's law (equation (4-2)) as shown
in Figure 2-3, where the matrix properties are used for the mobility terms. The connection area
between the fracture and matrix elements is calculated based on the geometry of a uni-directional
set of fractures embedded in the matrix. The geometric connection area between a fracture and
matrix element is calculated as twice the grid volume times the fracture frequency within that grid
(Ho et al., 1995 (Appendix B)). However, because of small-scale processes discussed in section
2.3, the geometric connection area between the fractures and matrix is reduced by three orders of
magnitude as a base-case in this study. In addition, the calculated distance between adjoining
fracture and matrix elements is based on methods described by Pruess (1983) and Warren and
Root (1963). Since only one element is used to describe the matrix, the distance, d, used in the
equation for flow between fractures and matrix (Figure 2-3) is determined such that the quasi
steady flux is comparable to the flux between a fracture and a continuous matrix unit. The
distance, d, is calculated as the fracture spacing divided by six (Ho et al., 1995 (Appendix B)) for
each grid.

Conceptually, the DKM formulation is more straightforward with regards to the
implementation of the governing equations. However, this requires that the computational mesh
used by the DKM contains two elements (a fracture and a matrix element) for every ECM
element, which increases the computational burden of the solution.

4.2.2 Numerical Grid

A numerical grid is created for each of the four cross-sections described in Chapter 3
(Figure 4-1a to 4-1d). The grids are refined in areas of "interesting" geologic features such as the
PTn, basal vitrophyre, and faults. The size of each element in the unrefined areas is roughly 50
meters high by 100 meters wide. The number of elements in each grid is summarized in Table 4-1.

The DKM contains twice as many elements as the corresponding ECM, but the refinement
remains the same. To understand this concept, consider two identical meshes overlaid on top of
each other. One of the meshes represents the matrix continuum, while the superposed mesh
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Table 4-1: Number of elements in each computational grid.

Cross-Section

ECM

DKM

A-A

1441

2882

B-B

1350

2700

C-C

1700

3400

D-D

1342

2684

represents the fracture continuum. For each element location, the matrix element is connected to
its corresponding fracture element. The coupling depends on parameters such as fracture spacing
and connection area (described in Section 2.3.2 and Ho et al., 1995 (Appendix B)).

4.2.3 Numerical Solution UsingTOUGH2

The numerical code TOUGH2 (SNL software quality assurance configuration
management version 3.1) is used in this study based on preliminary assessments by Ho et al.
(1995). TOUGH2 (Transport of Unsaturated Groundwater and Heat) simulates transient, multi
phase, non-isothermal flow in one, two, or three-dimensions using the integral finite difference
method (Pruess, 1987; Pruess, 1991). In the integral finite difference method, no reference is
made to a global coordinate system, so volume elements of arbitrary size and shape can be used.
TOUGH2 incorporates equation-of-state modules (used interchangeably) that govern more
specific features of the system, such as the single-phase flow module used in this study (EOS9).

The governing equations are solved throughout the entire computational domain using an
iterative conjugate gradient solver. Since TOUGH2 does not implement a steady-state solution per
se, steady-state simulations are achieved by running the code until the total outflow of water at the
water table boundary equals the total infiltration as specified along the top row of elements. The
initial conditions used for these steady-state runs were set to a constant saturation of 0.5. Because
these initial conditions are drier in most areas than the steady-state solution, the flux at the lower
boundary should increase with time, achieving equality with the infiltration flux only when
steady-state flow conditions are reached. Generally speaking, steady-state conditions are reached

within a simulated time of 108 years. The actual duration of these simulations corresponds to a
clock time on the order of one hour for the DKM simulations and on the order of several minutes
for the ECM simulations using a SUN SPARCIO machine.

Ten realizations are simulated using the DKM for each of the four cross-sections
introduced in Chapter 3. Steady-state conditions are achieved in each case, yielding steady
fracture and matrix saturations and pore velocities that are used in the calculation of groundwater
travel times. In addition, the ECM model is used as a basis for comparison with the DKM in
several of the simulations. These and other sensitivity analyses are presented in Section 4.5.
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4.3 Flow Modeling Resultsand Discussion

Several parameters are examined in order to interpret the flow model results: matrix and
fracture saturations within the cross-section and flow velocities in the matrix and fractures.
Patterns of these parameters are of interest as well as how much an individual parameter varies
from one geostatistical realization to another. In addition, as a method to determine that flow
modeling results are reasonable, comparisons are made between measured saturations in drill
hole core samples and simulated saturations in vertical columns of elements in the cross-sections
where the cross-section is near a borehole.

4.3.1 Matrix Saturations

Similar trends in matrix saturations for the 10 realizations of each of the 4 cross-sections
are as follows (Figure 4-2a to 4-2d):

1) Saturations in the PTn are generally lower than other units, with values ranging
from approximately 0.1 to 0.5.

2) Saturations are generally lower in areas under the washes, where the infiltration is
lower.

3) Areas where the non-welded Calico Hills and Prow Pass units are zeolitized are
nearly fully saturated (> 0.9).

4) Vitrophyres generally show high saturations relative to other, higher porosity units.

The following interpretations can be made for these observations. The lower saturations
in the PTn are commonly observed and can be explained by the larger pore spaces in the non
welded unit. The higher saturations in the zeolitized areas are not explained by a decreased pore
space but instead by decreased hydraulic conductivity, that inhibits the flow of water through
these areas. The high matrix saturations in the vitrophyres are explained by the decreased pore
space (low porosity).

Matrix saturations of two cross-sections are compared where the two cross-sections
intersect (Figure 4-3). There are a total of four intersections, with cross-section C-C intersecting
the three other cross-sections and cross-section A-A intersecting D-D (Figure 3-1). This
comparison of saturations is made to examine self-eonsistency within the GWTT-95 procedure
and to examine the variation in saturations of the 10 realizations along a one dimensional column.
In general, the saturations at the intersection of any two cross-sections match very welL The
largest differences exist at the intersection of cross-sections AA and DD at elevations between
900 and 1100 m. There are two possible explanations for the lower saturations simulated in cross
section AA. First, examination of Figure 4-2a shows that the PTn is two elements thick along the
column, where as for cross-section DD (Figure 4-2d), the PTn in only one element thick. The
differences must be due to the different resolutions of the grids for the two cross-sections. It is,
therefore, possible that more water is imbibed into the matrix in the PTn in cross-section AA (due
to the layer being thicker), leading to lower saturations in the underlying units. Examination of
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the infiltration flux for the two cross-sections (Figure 4-1) also shows that the infiltration is
slightly higher at the location of the column of elements for cross-section DD (due to the
interpolation) which could lead to higher saturations.

Other differences are observed at the intersection of cross-sections BB and CC at an
elevation of approximately 800 m where the saturations simulated in cross-section BB are lower
than those simulated in cross-section Cc. Differences in the saturations can be explained by
examining the saturated hydraulic conductivity in the elements where the differences are noted.
The element in cross-section BB overlaps a portion of both the zeolitized Calico Hills and the
non-zeolitized Prow Pass. This overlap results in an intermediate hydraulic conductivity between
the two units being simulated for that element. This intermediate hydraulic conductivity is
therefore higher than that simulated for the equivalent element in cross-section CC which resides
more fully in the Calico Hills zeolitized unit. The higher simulated hydraulic conductivity in
cross-section BB in turn results in a lower modeled saturation for that element.

A similar interpretation can explain the differences in saturations observed at intersection
of cross-sections AA and CC at an elevation of approximately 1220 m (Figure 4-3). In this case
the given elements have the properties of the PTn. Saturations simulated in cross-section CC are
generally lower than those simulated in section AA. Examination of the porosity for the
corresponding elements for the two cross-sections shows a higher porosity for cross-section Cc.
This element must almost fully contain the PTnl unit, which has a mean porosity of0.46, whereas
the corresponding elements in cross-section AA overlaps either the PTn2 (the fifth element from
the top) or TSw (6th element from the top) resulting in a lower porosity. The higher the porosity
in the non-welded units the lower the saturation due to the increased pore space, thus explaining
the discrepancies in saturations. Both of these cases of discrepancies in saturations between
cross-section can most likely be resolved by using a finer grid. However, as in most locations the
saturations match closely, the grid size seems adequate for simulating saturations.

As a method to evaluate whether the simulated matrix saturation values are reasonable,
these saturations are compared to saturations measured in boreholes (Figure 4-4a to 4-4b). It

should be noted that the core measurements are made on core plug samples on the order of 40 cm3

whereas the modeled saturations are simulated on grid blocks on the order of 1000 m2. Thus, this
discrepancy in scale makes the comparisons less straight forward and accounts for the large
variation in core measurement values. The boreholes with available saturation data that are
closest to the individual cross-section locations are used. On cross-section AA, data from SD-9
(located approximately 600 m north of the cross-section) are used for comparison. Likewise, on
cross-section BB data from UZ-16 (located approximately 150 m south of the cross-section) and
SD-12 (located approximately 200 m north of the cross-section) are used. SD-9 and SD-12
intersect cross-section CC and NRG-6, NRG-7 and UZ-14 are used for comparisons in cross
section DD. Figure 3-1 presents the locations of the borings relative to the cross-sections.

GWTT-95 simulations are able to match measured core data saturations relatively closely
(Figure 4-4a to 4-4b). Saturations in the Calico Hills non-welded, non-zeolitized units are well
matched as shown in the comparison of the SD-12 data to the simulated saturations of cross
section CC and to a lesser extent, cross-section BE. The lower saturations in the PTn are also
well matched by the simulated saturations of the four cross-sections. The large differences are in
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Figure 4-4b Comparisons of simulated matrix saturations to saturation measurements
made from core samples from boreholes close to cross-sections BB and Cc.
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the TCw. The difference can be explained by the use of the DKM for GWTT-95 (also see Section
4.5.7). Infiltration is initiated only into the fracture domain and much of the fluid remains in the
fractures as it flows through the TCw. It is not until the fluid enters the PTn that much of it is
imbibed into the matrix. To better match the saturations in the TCw using the DKM some of the
infiltration could be introduced into the matrix domain along the upper boundary.

Also of interest, when interpreting the matrix saturation results is how much the simulated
saturations will vary among the geostatistical simulations. In other words, how much do the
simulated saturations vary due to uncertainty in the hydrogeological parameters? Examination of
Figures 4-3, 4-4a and 4-4b show a range of 5 - 25% in simulated saturations among geostatistical
realizations. On average there appears to be a range of approximately 10%. It is expected that
this amount of variation should significantly affect the flow through the system and, therefore, the
resulting particle travel times.

4.3.2 Fracture Saturations

Saturation in the fractures are much lower than in the matrix with ranges from the residual
saturation of 0.0001 to 0.03 (Figure 4-2a to 4-2d). Zones of relatively lower fracture saturations
correspond to those of relatively lower matrix saturations and areas of lower infiltration. The
fracture domain is generally less saturated in vitrophyres and more saturated in the PTn. These
results are most likely due to the inverse relationship between pore space and saturation as the
vitrophyres have a relatively high fracture porosity and the PTn a relatively low fracture porosity.
The random areas of higher fracture frequency (see Section 3.3.3) do not have a great effect on the
fracture saturations.

4.3.3 Flow Velocities

Flow velocities in both the matrix and fractures are predominantly vertical in the four
cross-sections (Figure 4-5a to 4-5b). The magnitude of the Darcy velocities ranges from

approximately 10-13 to 10-9 mls in the matrix domain with the majority of the area having a

velocity of between 10-12 and 10 -10 mls (Figure 4-6a to 4-6b). Velocities are lower where

infiltration is low. In the fracture domain velocities range from approximately 10-13 to 10-5 mls

with the majority of the area having a velocity of between 10-11 and 10-6 mls. Again, velocities
are lower where infiltration is low. The velocities also tend to decrease with depth. Based on a
comparison between the range of Darcy velocities in the fracture and matrix domains, in the
majority of elements fluid flow in the fracture domain is faster than in that of the matrix. These
observations are confirmed with the particle tracking (see Section 4.4).

Through most of the system there is flow from the fractures to the matrix (Figures 4-7a to
4-7b). Water is simulated to flow from the matrix to the fractures mostly near the water table or in
the zeolitic regions where matrix is generally close to full saturation. These observations are not
surprising as it is only where the matrix is almost completely saturated that the capillary pressure
decreases to below that of the fractures. The simulated relative flux through the fracture and
matrix continua is shown in Figure 4-8. A very high fraction of the flow occurs in the fractures in
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Figure 4-6a Distribution of Darcy velocities through the matrix domain for one
realization of all four cross-sections.
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the TCw unit and the zeolitized regions. The fractio n of flow in fractures in the area below the
region of low infiltration in the center of cross-section AA is significantly lower than in the rest of
the section.

fracture flux/total flux
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Figure 4-8 Ratio of fracture flux to total flux in the flow grid for the dual permeability
simu lation on cross -section AA, realization I.

4.4 Particle Tracking

A particle tracking algorithm is employed to simulate the moveme nt of water particles in
the steady-state flow field in the unsaturated zone calculated by TOUGH2. Multiple part icles are
tracked from the repository horizon in each of the cross -sections to the water table and the travel
time for each partic le is noted . The particle tracking method is cons istent with the dual
permeability conceptual model of flow, in that partic les may be moved by flow in the fracture
continuum or by flow in the matrix . A conservative (in the sense of reposi tory performance)
approximation of the interac tion of groundwater flow between fractures and matrix is used to
determine in which continuum the particle is moved .

4.4.1 Particle Transport Processes

Water particles arc transported by advection and hydrodynamic dispersion in the liquid
phase . Vapor phase movement of water particles is not considered. Steady state advec tion occurs
at the local fluid velocity in either the fracture or matrix continuum. Dispersion of panicles
occurs by a random Fickian process due to heterogeneity of the media at the sub-numerical 
element sca le and due to molecu lar diffusion .

Advective movement of panicles occurs at the faster of the velocities in the fracture or
matrix contin ua. The panicle is thus retained in the fracture continuum as long as the fracture
flow velocity exceeds the corresponding matrix flow velocity at the current location of the
panicle. If the panicle is flowing at the matrix flow velocity it is immediately transferred to the
fracture conti nuum if the fracture flow velocity becomes greater. This simplified, but
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conservative, conceptualization of fracture-matrix interaction calculates the fastest pathways in
the unsaturated flow system. However, it does not simulate the complete distribution of particle
travel times within the flow field, which should be considered when interpreting the results of the
simulations.

4.4.2 Implementation of ParticleTracking

Particle tracking is performed within the steady-state unsaturated flow field calculated by
TOUGH2. A post-processing procedure is used to calculate the average groundwater velocity for
both fractures and matrix within each cell in the TOUGH2 mesh. These average velocities are
based on the geometry of the mesh cell, porosities, the fluxes at element faces, and the principle of
conservation of fluid mass (see Section 4.2.1).

The particle tracking method used is based on the semianalytical method ofLu (1994). A
code based on this method was obtained from the USGS and modified for use with dual
continuum flow simulations and to simulate dispersion. Because the numerical mesh used in
TOUGH2 flow simulations is unstructured and the semianalytical method of advective particle
tracking requires fluid velocities on a regular, orthogonal grid, the method first calculates
groundwater velocities on a regular grid by interpolation. The interpolation technique uses the
nearest simulated velocities in each of the quadrants surrounding the point to be estimated and
calculates the velocity by inverse-distance-squared interpolation. This interpolation step has the
disadvantage of possibly "averaging out" anomalously high or low values of velocity.

The process of hydrodynamic dispersion is simulated in the particle tracking procedure by
the random-walk method. Following each time step the particle is displaced a random distance in
both the longitudinal and transverse directions. The additional displacement is randomly drawn
from a Gaussian distribution with the variance defined as:

(4-11)

where v is pore velocity, (Xi is the dispersivity (longitudinal or transverse), Dm is the effective

coefficient of molecular diffusion, and Lit is the time step. It is assumed that the dispersive
process is the same in both the fracture and matrix continua and due to lack of data, the same

values of (X and Dm are used in the fracture and matrix domains. A value of 9.3 x 10-5 cm2/s is

used for the effective coefficient of molecular diffusion. Longitudinal dispersivity is 10m and
transverse dispersivity is 1 m for all UZ simulations. This value for longitudinal dispersivity is
less than the average theoretical value calculated for the fracture network for the TSw (see Section
3.2.2.5) because asymptotic macrodispersive behavior would probably not be achieved over the
distance from the repository to the water table. The value of 10m for longitudinal dispersivity in
the matrix is probably excessive, but the focus of the groundwater travel time analysis is on the
fast-path flow that occurs in the fracture continuum.
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4.4.3 Particle Tracking Results

Particle tracking results for the UZ flow simulations are summarized in Figures 4-9a to 4
9d. Each figure shows the infiltration rate applied to the upper boundary of the flow model, an
example of the particle paths in one realization of the material properties for the cross-section, and
the distribution of particle travel times for the ten realizations of the cross-section. The spatial
distribution of infiltration for each cross-section reflects the trend of lower infiltration in washes
and higher infiltration on side slopes and ridge tops (see Section 4.1). Particle paths are primarily
vertical downward in each of the cross-sections, with some minor lateral advection near the water
table. The random dispersive component of particle movement is also apparent in the plots of
particle paths. Movement of particles at fracture flow velocities is dominant in most regions
traversed by particles in the examples shown for the four cross-sections. There are some areas
apparent in the four cross-sections (shown as red pathlines) in which matrix flow velocities
exceed fracture flow velocities.

The distributions of particle travel times from the repository horizon to the water table are
shown for all ten realizations of each cross-section in Figures 4-9a to 4-9d. There are relatively
broad distributions of travel times for any given location along the cross-sections as well as
considerable variability in travel times along the lengths of the cross-sections. Random dispersion
of particle movement and differing material properties in the multiple geostatistical realizations of
the system both contribute to the variability of travel times at a given location. The travel times
for any given realization are plotted as a single color/symbol on the graphs in Figures 4-9a to 4
9d. Careful examination of these figures shows that there is generally greater variability in travel
time among geostatistical realizations than there is due to dispersion within a single realization.
There is a general inverse correlation between infiltration and average travel time, as expected.
Particles which experience significant periods of flow at matrix flow velocities have much longer
travel times, as shown in Figure 4-9d for cross-section DD.

Most simulated particle travel times along the four cross-sections exceed 1,000 years. A
few particles at the southeastern end of cross-section DDtravel to the water table in less than
1,000 years. A significant minority of particles have travel times of less than 1,000 years along
the western portion of cross-section AA, the eastern and central portions of cross-section BB, and
the northern portion of cross-section Cc. Most of the particles at the southern end of cross
section CC travel to the water table in less than 1,000 years. The relatively fast movement of
particles calculated for the southern part of cross-section CC is apparently the result of somewhat
higher infiltration along this part of the cross-section coupled to significant thinning of the PTn
unit in this area (see Section 3.1.1). The thickness of the PTn unit has a significant impact on the
flux (and flow velocities) within the fracture continuum in the underlying TSw unit because of the
diversion of flow from fractures to matrix that occurs in the PTn. Thinning of the PTn across the
southern end of the repository could thus have an impact on the amount of fracture flow sustained
from the surface to the repository horizon and below, resulting in relatively higher fracture flow
velocities and shorter travel times.

100



0.00 ~L ~~~::§::§~~::::.___~~

EastSection AA

0.40

West
0.60 --.---------------------------,

s::::
o
:; 0.20...
:::
;
s::::

'i:"
>--E
E-

170000 171000 172000 173000

1000000 -:::r----------------.,.----------,

- 100000tn...
>--CI>
E 10000i=
CI>
>
C'G...
I- 1000

100

173000170000 171000 172000
Easting (m)

Figure 4-9a Infiltration, simulated particle paths and groundwater travel times along cross
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matrix flow velocities paths are plotted in red. Travel times are plotted in the
lower graph for all ten realizations.
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Figure 4-9b Infiltration, simulated particle paths and groundwater travel times along cross
section BB. Particle paths for a single realization ofmaterial properties are plotted
in the middle figure. Portions of particle paths in which particles are advected at
fracture flow velocities are plotted in blue and where particles are advected at
matrix flow velocities paths are plotted in red. Travel times are plotted in the
lower graph for all ten realizations.
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4.5 Sensitivity Analysis

Sensitivity analyses have been conducted for one geostatistical realization of one cross
section for the purpose of 1) evaluating the influence of hydrological parameters which have some
uncertainty on flow simulations (infiltration, fracture-matrix connectivity, fracture frequency,
fracture residual saturation, zeolitic hydrologic properties, and matrix air entry pressure or van
Genuchten a); 2) evaluating the modeling techniques and assumptions by varying the grid of the
system; 3) examining the conceptual models of flow by altering the numerical implementation of
the conceptual model (dual permeability model (DKM) and the equivalent continuum model
(ECM»; and 4) examining the effects of a transient flow pulse.

Explanations for how individual analyses were performed are given in each section below.
All analyses, except where noted, are on cross-section AA, realization 1. Boundary conditions,
except where noted, are the same as described in Section 4.1. Also, except where noted, the dual
permeability model is used. Particles are tracked without dispersion (see Section 4.4). In most
cases, the results are presented in two manners. Matrix saturations are evaluated by comparing
the simulated saturation from two columns of elements to those measured from core from SD-9.
Fracture saturations are not shown, but in most cases are directly correlated to matrix saturations
(see Section 4.3.2). Velocity vectors are also not shown in most cases, but are evaluated through
interpretations of the particle travel-time data.

4.5.1 Infiltration Flux

Shallow infiltration into the bedrock at Yucca Mountain is still under study. Preliminary
estimates of infiltration through the different hydrostratigraphic units, regardless of locations were
determined as a first iteration (Flint and Flint, 1994). More recent estimates are based on a
multiple regression using precipitation, physiographic location (channel terrace, footslope,
sideslope, ridge) and thickness of alluvium (greater or less than 3 m) as the variables (Hudson and

Flint26). Based on this regression, which has a low R2 of 0.27, average infiltration over the study
area is 24 mrn/yr. Over the extent of cross-section A-A the average infiltration rate is 19 mmlyr.
The infiltration rates used in these analyses were taken from Hudson and Flint27 while the report
was still in review and the published version may report infiltration rates somewhat different from
those used in these analyses. This average rate of infiltration is much higher than has been
estimated previously, thus sensitivity studies are conducted to see how a change in infiltration rate
affects the saturation profiles, fluid-velocity distributions, and particle travel times through the
cross-section. This section presents the work done to come to the decision to use infiltration
fluxes two orders of magnitude lower than those reported in Hudson and Flint28 (Section 4.1).
Saturations are compared with the original estimation of the infiltration (mean =19 mmlyr), an
order of magnitude lower infiltration (mean = 1.9 mrn/yr) and two orders of magnitude lower
infiltration (mean = 0.19 mmlyr). The base case is, therefore, a mean infiltration of 0.19 mmlyr
with the higher two infiltration rates used in the sensitivity studies.

26. see footnote 2, page 9.
27. Ibid.
28. Ibid.
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Matrix saturations are clearly significantly higher in the cases with the higher infiltration
rates (Figure 4-10). The matrix in the units stratigraphically below the PTn are almostcompletely
saturated in the case where the mean saturation is 19 mmlyr and greater than 90% saturated where
the mean infiltration is 1.9 mmlyr. The best match (of the three mean infiltration rates considered)
to the measured saturations from core from SD-9 is for the base case (mean infiltration = 0.19
mm/yr) (Figure 4-10). Fracture saturations are also significantly increased with the higher
infiltration fluxes (not shown).
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Figure 4-10 Comparison of simulated saturations using different spatially variable
infiltration rates to measured core saturations from SD-9.

The differences in infiltration rate also have a strong effect on groundwater flow velocities
and, therefore, particle travel times. Particle travel times decrease by more than an order of
magnitude when the mean infiltration is increased from 0.19 to 1.9 mmlyear and again by
approximately an order of magnitude when the mean infiltration is increased from 1.9 to 19 mmI
year (Figure 4-11). In summary, infiltration rate clearly has a strong control on both saturations
and flow velocities of the system.
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Figure 4-11 Particle travel times along cross-section AA for flow simulations using different
spatially variable infiltration rates.

4.5.2 Fracture-Matrix Connectivity Scaling

Fracture-matrix connectivity is another parameter for which there is uncertainty. For the
GWTT-95 calculations using the DKM, the fracture-matrix connectivity is set to be three orders
of magnitude less than full geometric connection. This reduction is justified for two reasons.
First, water is not flowing through every fracture at Yucca Mountain. Second, on the surface of a
fracture with water flowing through it, due to fingering and fracture coating, it is unlikely that the
entire surface will be wetted (Glass et al.,29 Chekuri et al., 1994). Clearly, there is a high degree
of uncertainty in what proportion of the fracture domain will be wetted. Of interest in reducing
the fracture-matrix connectivity is whether in-situ matrix saturations could be matched in a
manner different than reducing the infiltration rate from its original estimation (Section 4.5.1).
The influence of fracture-matrix connectivity on the flow velocities and therefore particle travel
times is also of interest. The sensitivity of this fracture-matrix connectivity is tested with two
additional calculations: one reducing the full connection by 4 orders of magnitude, and a second

29. Glass, R. J., M. J. Nicholl, and V.C. Tidwell. in press. Challenging and Improving Conceptual Models
for Isothermal Flow in Unsaturated, Fractured Rock through Exploration ofSmall-Scale Processes.
SAND95-1824. Albuquerque, NM: Sandia National Laboratories.
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using a 5-order-of- magnitude reduction. Each fracture matrix-connectivity (reduced by 3, 4, and
5 orders of magnitude) is run at two different infiltration rates (mean infiltration = 0.19 and 1.9
mm/yr). The base case is the simulation using a mean infiltration of 0.19 mm/yr and a 3 order of
magnitude fracture-matrix reduction.

In-situ saturations measured from core samples from SD-9 can be matched by inversely
adjusting fracture-matrix connectivity and infiltration flux. It can be seen that with both a 3-order
of-magnitude fracture matrix connectivity reduction and a mean infiltration rate of 0.19 mm/yr
and a 5-order-of-magnitude fracture matrix connectivity reduction and a mean infiltration rate of
1.9 mm/yr the in-situ saturations are equally well matched (Figure 4-12). These results are
significant in that they demonstrate that using matrix saturations as a calibration measure can lead
to non-unique solutions. As expected, matrix saturations decrease with a decrease in fracture
matrix connectivity due to less interaction between the fracture and matrix domain (Figure 4-13).
Remember that infiltration along the upper boundary is introduced into the fracture domain.
Thus, with this decrease in fracture-matrix interactions, the water is more likely to stay in the
fracture domain.

Reduction of fracture-matrix connectivity has a stronger effect on the particle travel times
at lower infiltration rates (Figure 4-14). At both mean infiltration rates of 0.19 and 1.9 mm/yr
reducing the fracture matrix-connectivity leads to a decrease in particle travel times; the
reductions are more dramatic at the lower infiltration rate. Note that in the eastern portion of the
cross-section the infiltration rates are lower, yielding larger differences in particle travel times in
this section for the case with a mean infiltration rate of 1.9 mm/yr. As stated above, using
saturations as a calibration measure leads to non-unique solutions, and in the cases demonstrating
this (3 order of magnitude fracture-matrix connectivity and 0.19 mm/yr mean infiltration rate and
5 order of magnitude fracture-matrix connectivity and 1.9 mm/yr mean infiltration rate) the
resulting simulations lead to two order of magnitude different particle travel times (Figure 4-
15).

4.5.3 Fracture Frequency

Interpretation of fracture frequency data from core logs is somewhat subjective. In
Section 3.2.2.1 a correction for the increased likelihood of a vertical borehole intersecting more
flat lying fractures is described in which the dip of the fracture is taken into account. For the

GWTT-95 data a 100 dip interval is used (see equation 3-1). However, due to uncertainty in the

dip measurements, it is possible that using a 300 interval would be more representative of the
accuracy of the fracture dip data. For this reason, fracture frequency data are re-corrected using

the same methods described in Section 3.2.2.1 only using 300 dip intervals. Equation 3-1
therefore becomes:

C ted F #
# of Fractures with dips between 0 and 30°

OITec racture 15 +cos

# of Fractures with dips between 30 and 60° + # of Fractures with dips between 60 and 90°
cos45 cos 75

108

(4-12)



1400
80-9

1300

1200

-g 1100
c
o

~
CD 1000
W

900

800

0.2 0.4 0.6
Saturation

---=.=- e: -

~==

0.8 1.0

Core Measurements

• BASE CASE
0.19 mmlyr Mean Infiltration
3 Order of Magnitude
F-M Connectivity Reduction

EB 1.9 mmlyr Mean Infiltration
5 Order of Magnitude
F-M Connectivity Reduction

Figure 4-12 Comparison of simulated saturations to measured core saturations from SD-9
using a 3 order of magnitude and 5 order of magnitude reduction to full fracture
matrix connection and a mean infiltration rate of 0.19 and 1.9 mm/yrm
respectively. Note that both simulated saturation profiles match the in-situ
saturations comparably well.

Corrected fracture frequencies are re-calculated and new mean fracture frequencies are
calculated for each unit (Table 4-2). A new geostatistical fracture frequency field is generated
using these re-corrected fracture frequencies for the means and conditioning data. Examination of
re-corrected NRG-6 borehole fracture frequency data show that the resultant fracture frequencies
are less than the data used in the GWTT-95 analyses, on average, by a factor of approximately 1.6
(Figure 4-16).

Calculated fracture porosity is also dependent on fracture frequency (see Section 3.2.2.2).
Therefore, a new regression relationship between matrix and fracture porosity was constructed
and used in this sensitivity analyses (Figure 4-17).

While not directly used in the flow model, fracture frequency is used to calculated fracture
permeability, a model input parameter (equation 3-3). Also, because fracture frequency is used to
generate the relationship between matrix and fracture porosity, changing the fracture frequency
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Figure 4-13 Comparison of simulated saturations to measured core saturations from SD-9
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at both infiltration rates.
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Figure 4-15 Particle travel times along cross-section AA for flow simulations using a 3 order
of magnitude and 5 order of magnitude reduction to full fracture-matrix
connection and a mean infiltration rate of 0.19 and 1.9 mm1yr, respectively.
Note the almost two-order-of-magnitude difference in particle travel times
despite the similar calculated saturations for the two simulations.

will also change fracture porosity, another input parameter. With the new regression, fracture
porosity will be lower than that of the base case for the welded units, but similar to the base case
for the nonwelded units. Since fracture frequency and porosity are used to calculate fracture
aperture (equation 3-2), this parameter will also differ from the base case, with an increase for the
nonwelded units. The effect of changing the fracture frequency on the fracture aperture is more
difficult to assess for the welded units since the relative decrease in fracture frequency and
fracture porosity vary from element to element. However, with just a small increase in fracture
aperture the fracture permeability increases because of the aperture cubed term in equation 3-3. A
decrease in fracture frequency also causes a decrease in the fracture-matrix connectivity (Section
2.3). An increase in the fracture permeability and the decrease in fracture-matrix connectivity
should result in increased flow velocities. The relative influence of the fracture-matrix
connectivity is evaluated by comparing the effects of changing the connectivity (Section 4.5.2) to
the results of changing the fracture frequency. All simulations use a mean infiltration rate of 0.19
mm1yr.
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Figure 4-16 Corrected fracture frequency data from borehole NRG-6 using 10° and 30° .
increments of dip measurements for correction (see equation 3-1).
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used for GWTT-95 fracture frequency sensitivity study. This regression
relationship is adjusted to preserve the fracture aperture distribution, as
described in the Section 3.2.2.2.

Reduction of fracture frequency decreases the simulated matrix saturation slightly more
than the results of decreasing the fracture-matrix connectivity by 5 orders of magnitude (Figure 4
18). This decrease in matrix saturation is expected with a decrease in fracture-matrix connectivity
and in increase in fracture permeability which will both decrease the likelihood of matrix
imbibition. Fracture saturations increase as would be expected by decreasing the fracture-matrix
connectivity (not shown). Particle travel times decrease slightly more than when the fracture
matrix connectivity is directly reduced (Figure 4-19). This observation can be explained by the
higher fracture saturations which would result in a higher hydraulic conductivity.

4.5.4 Fracture Residual Saturation

Fracture residual saturation is a parameter for which there are not any actual
measurements. It is often assumed to be O. Unfortunately, setting the fracture residual saturation
to 0 causes numerical complications when running TOUGH2. A fracture residual saturation of
0.0001 was thought to be sufficiently low and was used for the GWTT-95 simulations. As a
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Table 4-2: Mean fracture frequency and the probability of hitting a 10 foot interval without a
fracture for each hydrogeological unit used for sensitivity study.

Hydrostratigraphic Unit
Mean Fracture Probability of Hitting a 10 foot

Frequency (11m) Interval without a Fracture

TCw 9.00 0.0

PTn 2.68 0.22

TSw nonlithophysal 11.17 0.015

TSw lithophysal 9.00 0.086

CHn 1.95 0.46

vitrophyres 8.28 0.071
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Figure 4-19 Particle travel times along cross-section A-A for flow simulations using a
reduced fracture frequency. Travel times for a reduced fracture-matrix
connectivity (see Section 4.5.2) are included for comparison.

sensitivity study, it was decided to vary the residual saturation to see how much of an influence it
has on the saturation and flow fields in the GWTT-95 studies. An alternative fracture residual
saturation of OO1סס.0 is used in flow simulations.

With the decrease in fracture residual saturation, the fractures are allowed to dry out more.
In the washes the fractures clearly dry to the maximum extent of fracture residual saturations of
0.0001 and 0.00001. Fracture saturation profiles for simulations run with residual saturations of
0.0001 and 0.00001 are quite similar except in the wash areas and just to the west along the Ghost
Dance fault. In these locations the saturations decrease to below 0.0001 when the residual
saturation is set to .OO1סס.0 When the fracture residual saturation is set to 0.00001 the fractures in
the washes continue to dry, but not to saturations as low as .OO1סס.0
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The decrease in fracture saturations does not effect the particle travel times significantly
(Figure 4-20). These results are not surprising because, even if the fracture saturations are lower
when the fracture residual saturation is set to 0.0001, remember that the calculated pore velocity
assumes that the water held as residual is immobile (see equation 4-9), thus, due to the (8 - 8resid)

term, the pore velocities should not differ too much for the two different residual saturations.
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Figure 4-20 Particle travel times along cross-section AA for flow simulations using different
fracture residual saturations.

4.5.5 Zeolitic Region

Currently work is being done to delineate the regions of the Calico Hills and Prow Pass
units to better-determine where zeolitic alterations have occurred. As of this study, there is still
uncertainty in how to demarcate these areas and the best available data were used (Section 3.1.1).
The influence these zeolitic regions have on the hydrologic system is the dramatic decrease in
hydraulic conductivity in these areas (Figure 3-5). However, the effect of this alteration on the
flow system and the particle travel times has not been assessed. For this reason, the geostatistical
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simulation for cross-section A-A, realization 1, is re-run without delineating a zeolitic region.
This change should only affect the simulated saturated hydraulic conductivities in the zeolitic
regions.

Saturation profiles show a much lower saturation, relative to the base case, in the lower
part of the section where the zeolitic properties have been removed (Figure 4-21). These results
are not surprising; with an increased conductivity water can flow more freely and the pore spaces
of the non-welded units will not fill as much (i.e. lower saturations). In addition, the fracture
saturations in the zeolitic region decreased with the removal of the zeolitic region properties. This
decrease is most likely due to the ability of the matrix domain to imbibe more water with the rise
in hydraulic conductivity. The effect of increasing the hydraulic conductivity in the non-welded
units is to increase the particle travel times, though much less than an order of magnitude (Figure
4-22). While intuitively this sounds contradictory, remember that in most cases the faster path is
through the fracture domain. Thus, with the increase in matrix conductivity the fluxes in the
matrix domain will increase leading to a decrease in the fluxes in the fracture domain and
therefore slower particle travel times.
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Figure 4-21 Comparison of simulated saturations to measured core saturations from SD-9
for simulations with and without the hydrologic properties of a zeolitic region.

118



170500 171000 171500
Easting (m)

172000 172500

• BASE CASE

Ell No Zeolitic Region

Figure 4-22 Particle travel times along cross-section AA for flow simulations with and
without the hydrological properties of a zeolitic region.

4.5.6 Numerical Grid

Modeling techniques are evaluated by refining the grid used in cross-section A-A. Only
the western portion of the cross-section is refined to just east of the Ghost Dance fault. The
resulting grid is refined by splitting each element in half both vertically and transversely, resulting
in a grid with 3096 elements (6192 including the fracture domain for dual-permeability
modeling). Geostatistically simulated properties are upscaled to the finer grid and derived
properties are recalculated for each element.

In general, the matrix saturations for the two grids match very well (Figures 4-23 and 4
25). Simulated matrix saturations in the PTn using the finer grid better match in-situ
measurements than those simulated using the coarser grid (Figure 4-25). Heterogeneity is
expected to be higher in the fine grid domain, as less averaging is necessary within an element.
This increased heterogeneity is manifested in the matrix saturations where there is a larger range
in saturations when a finer grid is used. For example, in the TSw the matrix saturations can be
seen to range from approximately 0.6 to 1 with the finer grid, but only from approximately 0.7 to
0.9 when a courser grid is used (Figure 4-23). Differences in fracture saturations are even more
noticeable (Figure 4-24). The fracture domain is clearly dryer, especially under the peak, when
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the finer grid is used. Fracture saturations are also lower in the Calico Hills. Perhaps, due to the
increased heterogeneity in the domain with the finer grid, more imbibition is possible, thus drying
out the fractures.
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Figure 4-25 Comparison of simulated saturations to measured core saturations from SD-9
comparing the base case to a simulation using a fmer grid.

Particle travel times vary from less than an order of magnitude to 2 orders of magnitude
with longer travel times simulated when the finer grid is used (Figure 4-26). Differences in
particle travel times can be attributed to the lower fracture saturations in the matrix domain. At
the dry side of the relative permeability curve, small decreases in saturations will significantly
decrease the fracture permeabilities and thus decrease the particle velocities. While flow
velocities are clearly sensitive to the numerical gird, using a coarser grid results in more
conservative estimates in particle travel times.
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Figure 4-26 Particle travel times along cross-section AA for base case flow simulation and
a simulations using a finer grid.

4.5.7 Equivalent Continuum Model

Previous Yucca Mountain modeling studies of unsaturated flow in fractured media have
used the equivalent continuum model (ECM) (Section 2.3) (Prindle and Hopkins. 1990; Arnold et
al.• 1995; and Wittwer et al.• 1995). To evaluate the effect of the different numerical
implementation of the conceptual model. the ECM is used on the same parameter domain of
Section A-A. realization 1. Although the ECM has just one combined domain. fracture and
matrix saturations and fluxes are back-calculated at the end of the simulations from the separate
characteristic curves.

Results demonstrate that the ECM simulated matrix saturations do not differ substantially
from those generated using the DKM. except near the upper boundary (Figure 4-27). The largest
differences are in the TCw; as explained previously. if more infiltration is introduced into the
matrix domain of the TCw using the DKM. it would be possible to raise the saturations in this
unit. Fracture saturations simulated using the ECM are lower than those simulated using the
DKM (not shown).
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model.

Particle travel times are more than two orders of magnitude greater for the ECM than the
DKM in most locations (Figure 4-28). Differences can be explained by the fluxes being higher in
the fracture domain when the DKM is used; whereas, when the ECM is used the dominant fluxes
are in the matrix and these are clearly less than that of the fracture domain in the DKM system.

4.5.8 Matrix van Genuchten Parameters

The range of matrix van Genuchten a used in GWTT-95 has changed significantly from
previous studies (see Section 3.2.1.3) (Prindle and Hopkins, 1990, Wilson et al., 1994, Arnold et
al., 1995, Wittwer et al., 1995). GWTT-95 calculations use more recent a values, which are
thought to be more realistic because of improved measurement techniques and the inclusion of
field data (Section 3.2.1.3). To evaluate the effects of the new van Genuchten a's (and therefore
new characteristic curves), simulations are run using the a values from Klavetter and Peters
(1986). All other model parameters remained the same as those used in GWTT-95. A linear
regression is used to determine a at each cell for the welded units, weighted by the relative area of

that unit in the cross-section (Figure 4-29). A constant a of 1.6 x 10-6 l/Pa is used for the non-
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welded units. Welded and non-welded units are distinguished from each other by using a matrix
porosity cut-off of 0.2. The ECM is used in this sensitivity study to be consistent with the
previous studies. Results from this simulation can be compared to those using the GWTT-95
parameters and the ECM model. Of particular interest is whether lateral diversion is observed in
the Paintbrush nonwelded unit (PTn), as had been observed in other studies that used the
parameters reported in Klavetter and Peters (1986) and (Prindle and Hopkins, 1990).

Comparison of matrix saturations between the two cases shows that saturations are
somewhat higher when Klavetter's and Peters' ex is used (Figure 4-27). Fracture saturations are
also higher when Klavetter's and Peters' ex is used, most notably in the PTn. Lateral flow is
observed inthe PTn when the Klavetter's and Peters' ex values are used, but the flow is primarily
vertical throughout the system when the GWTT-95 parameters and the ECM are used (Figure 4
30). There are two factors influencing the lateral flow in the PTn. First the characteristic curves
corresponding to the use of the Klavetter's and Peters' data are significantly different than that for
the GWTT-95 data, so that lateral diversion can occur under drier conditions due to higher suction
pressure in the PTn (Wilson, 1996). Second, the effects of using a combined fracture/matrix
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characteristic curve for the ECM significantly decreases the suction pressure in the TSw, again
resulting in lateral flow in the PTn under drier conditions (Klavetter and Peters, 1986). This
sensitivity study has shown that Klavetter's and Peters' van Genuchten a values are necessary for
the water to flow laterally. It is also likely that the ECM plays a role in promoting lateral flow.

As a result of this lateral flow when the Klavetter's and Peters' a is used, the particle travel
times increase.slightly in most locations (Figure 4-28). The lateral diversion decreases the flux at
the repository horizon where the particles are released. The decrease is especially noticeable
under the PTn outcrop.
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4.5.9 Episodic Infiltration

Previous simulations in this study have been performed with steady infiltration
distributions, primarily for convenience and a lack of dependable data on future temporal
distributions of infiltration. However, episodic events that yield short pulses of high infiltration are
likely to be important in producing fast-flow paths in the unsaturated zone. The potential effects of
an episodic infiltration event are investigated in this section by arbitrarily increasing the baseline
infiltration distribution over cross-section AA (Realization 1) for a short period of time.

The identical dual permeability model used in the previous steady-state simulations is
used in this analysis. However, for one week, the infiltration (applied to the fracture continuum) is
increased by nearly four orders of magnitude as shown in Figure 4-31. The total infiltration during
this one-week event is approximately several centimeters of rain (i.e. a feasible amount for a
series of rainstorms in a pluvial period). Following this event, the baseline infiltration distribution
is reapplied for 10,000 years. The initial condition for this sequence of events is taken from the
steady-state runs presented earlier.
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Figure 4-31
--- Episodic infiltration rate applied to cross-section AA for one week. The

effects of the episodic event is analyzed along a single column of elements
that is outlined in bold.
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The fracture saturation, matrix saturation, and fracture velocity are recorded after each
time step along a nearly vertical column of elements (highlighted in Figure 4-31) to investigate
the effects of the infiltration pulse with time . Figure 4-32 shows a qualitative assessment of the
effect of the infiltration pulse on the fluid pore velocities in fractures (herein referred to as frac ture
pore velocities). Darker shades represent a greater increase in the fractu re pore velocity (from the
steady-state value) as a function of elevation and time. The infiltration pulse is felt strongly near
the surface at very early times while the infiltration pulse is being applied « I week) . Although it
is greatly attenuated after passing through the PTn, the pulse propagates to the bottom of the
domain after only 30 years. This is better quantified by plotting the fracture pore velocities at four
locations (the surface (y=I,318 m), PTn (y=I,242 m), repository horizon (y=1,106 m), and
bottom (y=773 m) as a functio n of time as shown in Figure 4-33 . The moisture contents at these
four locations are also plotted in a similar fashion in Figure 4-34. These plots indicate that this
one-week infiltration event impacts the fracture pore velocity and saturation at great depths within
a relatively short period oftime. It is also interesting to note that the matrix saturation remai ns
relatively unchanged during this episodic event (Figure 4-35) .
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Figure 4-32 Relative increase in fracture pore velocity, v, over the steady-state value, Vss'

as a function of elevation and time since the initiation of the infiltration pulse
(note the log scale) for one column of elements as a result of the one week
episodic infiltration event.
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The mass of water, m, passing through the fractures in each of the four locations as a result
of this event can be calculated in the following manner. At a given elevation, y, the fracture pore
velocities, v(y,t), (Figure 4-33) are multiplied by the corresponding fracture moisture contents,
a(y,t), (Figure 4-34) to yield a Darcy velocity, which is then integrated with respect to time
(~t=10,000 years). To obtain the contribution of the one-week pulse only, the steady-state
component is then subtracted from the previous quantity (steady-state parameters are denoted by

the subscript, ss). The result is then multiplied by the liquid density (p = 998 kg/rrr') and cross

sectional area of flow (A - 76 m2) to yield the mass of water that passes through the fractures at a
given location as a result of the infiltration pulse.

»>: m(y) = PA(y{I(v(y, t)e(y, t))dt - v,,(y)e,,(y)At) (4-13)

Equation (4-13) can also be expressed as a fraction of the total mass of water introduced at
the top of the column of elements by dividing equation (4-13) by the total amount of water that
was infiltrated at the top of the column, mg, during the one-week infiltration pulse (mg = 2269 kg).
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Both the total mass of water and the fractional amount of water passing through the fractures at
each of the four locations are shown in Table 4-3. Note that the fractional flux of water through
the fractures as a result of the infiltration pulse is greatly attenuated below the PTn as a probable
result of significant imbibition into the matrix elements in the PTn unit. Only 22% of the water
introduced at the top of the boundary reaches the repository horizon through the fractures as a
result of the infiltration pulse. Nevertheless, Table 4-3 shows that even a one-week infiltration
pulse within a 10,000 year period can increase the amount of water flux through the fractures in
the current conceptual model. Longer durations and more frequent episodes would act to increase
the amount of flow through the fractures at greater depths.

Table 4-3: Total and fractional amount of water flowing through the fractures at four locations as
a result of the one-week infiltration pulse.

m (y) (kg) m(y)/mg(Eq. (4-9»

surface '(y =1,318 m) 2,115 0.932

PTn (y =1,242 m) 1,188 0.524

repository horizon (y =1,106 m) 502 0.221

bottom (y =773 m) 167 0.0737

tThis denotes flow from the surface element to the element directly beneath it.

Although the infiltration pulse propagates rather quickly through the system, the actual
travel time of a water particle can be significantly different. The travel times of particles released
from the surface, PTn, and repository horizon are investigated by tracking the movement of a
particle of water as advected by the fracture pore velocity at each time step (dispersion and matrix
imbibition are not included). Figures 4-36a and 4-36b show a sequence of plots that track the
movement of these particles of water. Note that the particle released at the surface "rides" with the
same velocity as the infiltration pulse at very early times, but it begins to drop behind the pulse at
later times. This is especially true as the infiltration pulse passes through the PTn, where
significant imbibition into the matrix occurs (recall that the particles are only being tracked in the
fractures). Nevertheless, the particle released at the surface reaches the PTn in less than one year,
which is consistent with recent isotopic dating results that show possible evidence of bomb pulse

e6CI) in the PTn30. Without the infiltration pulse, simulated steady-state travel times from the
surface to the PTn would exceed 10 years at that location. Similarly, these simulations indicate
that a particlereleased at the repository horizon would travel about 100 m in 40 years following
introduction of the pulse, but would travel about 30 m under steady-state conditions without the
pulse.

30. Fabryka-Martin, J., personal communication, 1995.
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effects of the infiltration pulse.
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It is important to remember that these results are from a single, one-week infiltration pulse
over a ten-thousand year period. Longer durations and larger magnitudes of these episodic
infiltration events could result in even larger water fluxes and faster travel times to greater depths
in the fractures. In addition, the travel times in faulted regions may be faster than the travel times
observed for the unfaulted column of elements chosen in this study as a result of greater fracture
permeabilities. Therefore, based on the large apparent impact of these episodic infiltration events
on water flux and travel times in the unsaturated zone, future investigations should attempt to
consider episodic infiltration events to complement the conventional steady-state infiltration
boundary.
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CHAPTER 5
Numerical Flow Modeling In The Saturated Zone

In contrast to the stochastic flow modeling approach taken in the UZ analysis, a single
representation of the geologic framework and homogeneous intra-unit material properties are
used in the SZ modeling. This approach is taken primarily because of the relative lack of detailed
and accurate information on hydrologic properties controlling flow in the SZ for use as
conditioning data. However, random variability of flow in the SZ is incorporated through
simulation of hydrodynamic dispersion in the particle tracking within the flow field.

This chapter describes the assumptions and implementation of the SZ flow modeL The
calibration of the flow model and conclusions reached from the calibration process are also
presented. The particle tracking method, which is used to determine the distribution of
groundwater travel time resulting from the simulated flow field, is described, along with
conclusions regarding the spatial and temporal distributions of travel time.

5.1 Flow Model Domain

The areal extent of the SZ flow model is shown in Figure 5-1. The lateral boundaries of
the model are extended relative to the boundaries used in Wilson et al. (1994) to further isolate the
simulated flow field in the vicinity of the repository from the effects of the specified-head
boundary conditions. Additional motivation for extending the boundaries include the desire to
incorporate the Yucca Wash structure in the model and alignment of the eastern boundary with
Forty Mile Wash. The upper 250 m of the SZ are contained in the flow modeL The geologic
framework model employed in the flow model is presented in Section 3.1.2 of this report.

5.1.1 Hydrostratigraphic Units

The upper portion of the SZ within the modeled area occurs within Cenozoic volcanic
units of the Paintbrush Group and Crater Flat Group. Hydrostratigraphic units included in the
model are the Topopah Spring Tuff, Calico Hills Formation, Prow Pass Tuff, Bullfrog Tuff, and
Tram Tuff (see Table 2-1). In addition, the regions to the north of the Yucca Wash structure and to
the west of Windy Wash fault are designated as separate hydrologic units. These two regions are
assigned homogeneous material properties, owing to the lack of subsurface geologic data in these
areas.

-
Hydrostratigraphic units are distinguished primarily on the basis of degree of welding and,

by inference, fracture density and fracture permeability. A correlation between degree of welding
(as indicated by matrix porosity) and fracture permeability is suggested by the parameter
development work of this study (see Section 3.2.2.2) and by field measurements of air
permeability (LeCain and Walker, 1994). Some minor adjustments to stratigraphic classification
are made to honor this conceptual basis for hydrostratigraphic unit designation. For example, the
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nonwelded tuff at the base of the Topopah Spring Tuff is included in the Calico Hills Formation
hydrostratigraphic unit because of its inferred hydrologic affinity with that unit. The
hydrostratigraphic units employed in this study approximately correspond to those defined in
Wilson et al. (1994).

5.1.2 Boundary Conditions

The lateral boundaries of the flow model are specified-head boundaries. The values of
specified head assigned to the bounding nodes are taken, in a general sense, from the results of
two-dimensional regional-scale flow modeling (Czarnecki and Waddell, 1984; D'Agnese, 1994;
Faunt, 1994). Lateral boundary heads are interpolated from contour plots of head from these
regional studies. Values of head at the boundaries are adjusted along the southwestern boundary
of the flow model in this study to achieve reasonable calibration with some wells on the western
side of the Solitario Canyon fault. The same value of hydraulic head is specified for all layers at a
given location on the boundary, implying no vertical flow at the boundaries. The upper and lower
surfaces are no-flow boundaries. These boundary conditions are consistent with the conceptual
model of flow in the saturated zone described in Section 2.4.2.

5.2 Numerical Simulation of Flow

Simulation of the SZ flow system, as outlined by the conceptual model and incorporating
specific features of the model domain and boundary conditions, is accomplished by numerical
techniques. The simulation process includes a trial-and-error method of model calibration in
which parameters are varied to meet criteria that have been established to judge the validity of the
flow model. The resulting groundwater flow model is a self-consistent representation of the
physical system.

5.2.1 Governing Equations

The governing equation for steady-state groundwater flow in a saturated, heterogeneous,
confined aquifer is given by:

~~K .. ah~ = 0ax. IJ ax.
I

(5-1)

where Kij is the saturated hydraulic conductivity tensor of the equivalent porous medium, h is the
hydraulic head, and Xi 0=1,2,3) are the three orthogonal spatial coordinates.

- ~-

Several assumptions about the physical system are embodied in this governing equation.
It is assumed that an equivalent hydraulic conductivity tensor exists for the fractured medium.
This assumption is supported by the relatively high fracture density observed in boreholes and
outcrops for most of the units. This assumption can be partially verified by well testing, such as
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that planned for the C-well complex (Geldon, 1993). An additional assumption is isothermal
conditions and constant fluid density. This assumption is a valid approximation for prevailing
conditions, but must be relaxed for future calculations of post-emplacement flow in the SZ.

5.2.2 Numerical Grid

The finite-element grid used to obtain the numerical solution to flow in the SZ consists of
quadrilateral elements in five planar layers. A total of 13,800 nodes and 11,025 elements
constitute the mesh. The nodal coordinates were adjusted in the regions of wells at which head
measurements are available, so nodes correspond to well locations (see Figure 5-2). Material
properties are assigned to elements based on the prevailing hydrostratigraphic unit within the
element (see discussion of the geologic framework model in Section 3.1.2 and Figure 3-5).

5.2.3 Numerical Solution Using STAFF3D

Numerical simulation of groundwater flow in the SZ was performed using the STAFF3D
code (Huyakom et al., 1992) by the finite-element method. It is used here to solve the steady
state, saturated flow problem described above. The Galerkin formulation is used for the
groundwater flow equation. Solution to the resulting matrix problem is achieved iteratively using
the preconditioned conjugate gradient method.

5.3 Flow Model Calibration and Results

The first step in calibration of the groundwater flow model is to establish the criteria most
relevant to the problem of interest for evaluating the calibration. The most directly pertinent
measurements are the values of hydraulic head at the 27 wells (from Ervin et al., 1993) located
within the model domain (see Figure 5-1). These data are chosen as the primary criteria for
evaluating calibration. It should be noted, however, that many of these wells are open over large
vertical intervals below the water table. These wells represent a vertically integrated measure of
hydraulic potential and should, thus, be interpreted with caution. A second set of criteria for
evaluating the flow model is the general direction and magnitude of the hydraulic gradient in the
area to the east and south of the potential repository. These criteria are directly relevant to the
calculation of groundwater travel time in the region down-gradient from the repository. The
inferred direction (east and southeast) and magnitude (0.0001) of the hydraulic gradient are taken
from Ervin et al. (1993) and Fridrich et al. (1994).

The calibration process revealed that several discrete structural features may exert
considerableinfluence on the groundwater flow field and inclusion of these features in the flow
model results in a much better calibration of the model. These features include the Solitario
Canyon fault, the Solitario Canyon fault splay in the region of drillhole H-5, the Drill Hole Wash
structure, and the Yucca Wash structure. The locations of these features in the flow model are
shown in Figure 5-3. The reduction of hydraulic conductivity by one to three orders of magnitude
relative to geologically equivalent units results in the contrasts in hydraulic potential observed in
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Figure 5-2 Numerical grid for the STAFF3D flow model of the saturated zone. Water
table wells used in the calibration of the model are shown with asterisks.
Coordinates are based on the Nevada State Plane system.

wells located on opposite sides of the structural features. These structural features, of unknown
hydraulic properties, have been mapped or inferred from geologic mapping at the surface (Scott
and Bonk, 1984).

The calibrated flow model shows an acceptable match with well data and simulates the
general direction and magnitude of hydraulic gradient in the area to the east and south of the
potential repository (see Figure 5-4). The values of hydraulic conductivity used in the calibrated
model are given in Table 5-1 and a comparison of simulated and measured hydraulic head is
tabulated in Table 5-2. The values of hydraulic conductivity assigned to the TSw unit are
approximately equivalent to the expected value of fracture permeability for this unit in the UZ
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Figure 5-3 Discrete structural features included in the calibrated SZ flow model.

flow modeling. The expected value of fracture permeability for the CRn unit in the UZ modeling
is about one order of magnitude higher than the value of hydraulic conductivity assigned to this
unit in the SZ modeling. However, the few borehole air permeability measurements available for
the CRn (LeCain and Walker, 1994) indicate that the lower permeability (as used in the SZ
modeling) is probably more accurate. Values of hydraulic conductivity used in the SZ modeling
for the Prow Pass and Bullfrog units are somewhat higher than the corresponding fracture
permeability values used in the UZ modeling. It should be noted that the Topopah Spring unit and
the area to the north of Yucca Wash are divided into subunits (designated as Topopah Spring(2)
and North(2) in Table 5-1). These subunits correspond to a small volume to TSw near borehole
G-2 and the northeastern comer of the model domain (see Figure 3-5). These subunits are defined
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to improve the calibration of the flow model in these areas. Simulated values of hydraulic head
are within 1.0 m of the observed head at wells downgradient from the repository, with the
exceptions of wells WT-13, WT-14, and WT-15. There are significant discrepancies between the
flow model and observed head at well H-5, G-l, G-2, and WT-16. Well G-2 is located in the
region of the large hydraulic gradient and on the margin of subsurface geologic control. G-2 is
also located in an area that may be affected by significant vertical flow to the deeper Paleozoic
carbonate aquifer (Fridrich et al., 1994), which is not considered in this flow model. Wells H-5,
G-l, and WT-16 are all located near the low-conductivity faults. The present flow model probably
lacks the spatial resolution and structural complexity to accurately model the head in these
regions. Because these discrepancies are deemed to have little impact on the groundwater travel
time calculations in this study they are left unresolved.

Table 5-1: Hydraulic parameters used in the calibrated flow model.

Unit Hydraulic Conductivity (mls)

Topopah Springe1) 5.00x1O-5

Topopah Spring(2) 1.25x1O-6

Calico Hills 1.25x1O-6

Prow Pass 8.00x1O-4

Bullfrog 5.00xl0-4
Tram 2.00x1O-7

North(l) 5.00x1O-6

North(2) 1.00x1O-5

West 1.25x1O-6

Solitario Canyon fault 1.00x1O-8

Drill Hole Wash Structure 1.00x1O-7

SCFGap 5.00x1O-7

SCF Splay 1.00x1O-7

SCF Splay Extension 1.20x1O-5

Yucca Wash Structure 5.00x1O-8

Table 5-2: Comparison of simulated and measured heads for the calibrated flow model.

Well # Node #
Measured Simulated Residual

- - Head (m) Head (m) (m)
WT-ll lIZ I3UJ2 729)1,0 -UJSo
WT-1O 290 775.92 776.36 +0.44
WT-12 310 729.52 729.13 -0.39
WT-7 473 775.70 777.39 +1.69
G-3 525 730.56 729.76 -0.80

142



Well # Node #
Measured Simulated Residual
Head (m) Head (m) (m)

WT-17 584 729.64 729.11 -0.53
H-3 662 731.72 730.10 -1.62
WT-3 684 729.57 728.82 -0.75
WT-l 718 730.40 729.69 -0.71
H-6 885 775.96 777.33 +1.37
WT-2 1036 730.71 730.26 -0.45
J-13 1150 728.45 728.45 0.00
H-4 1177 730.33 730.14 -0.19
C-3 1185 730.10 729.60 -0.50
P-l 1233 730.00 729.71 -0.29
H-5 1260 775.47 732.82 -42.65
B-1 1502 730.66 730.19 -0.47
G-1 1538 754.20 733.33 -20.87
H-l 1588 730.95 730.49 -0.46
WT-13 1609 728.98 730.41 +1.43
WT-18 1683 730.80 730.51 -0.29
WT-4 1687 730.70 730.50 -0.20
WT-14 1697 729.71 734.74 +5.03
G-2 1812 1029.00 983.01 -45.99
WT-16 2011 738.32 812.43 +74.11
WT-15 2023 729.24 732.68 +3.44
WT-6 2050 1035.10 1030.34 -4.76

The simulated potentiometric surface as calculated by the flow model for the upper layer is
shown in Figure 5-4. Because of the extreme variability in hydraulic gradient across the area, the
general distribution of head is shown by the surface in the upper portion of the figure and the
contours of head for only the low hydraulic gradient region are shown in the lower part of the
figure. The important role of the faults in controlling the simulated flow field is illustrated in
Figure 5-4. The Drill Hole Wash structure and the Yucca Wash structure correspond to the areas
of very steep gradient and the Solitario Canyon fault produces a head differential of about 40 m.
The direction of flow indicated by the potentiometric surface is generally south and east from the
potential repository. The magnitude of the hydraulic gradient directly to the southeast of the

repository is approximately 1.4x1O-4. These simulated results provide an adequate match to the
secondary calibration criteria stated above (magnitude and direction of the hydraulic gradient).

There are several qualifying considerations regarding the SZ flow model presented in this
report. This model incorporates a single conceptualization of the flow system, in which the
primary control on flow is the distribution of low-conductivity fault zones and secondary control
is exercised by the geometry of the hydrostratigraphic units. Vertical flow into and out of the
upper 250 m of the SZ is not considered, though measurements of temperature in wells suggests
that there may be significant hydraulic interaction with the underlying Paleozoic carbonate
aquifer (Sass et al., 1988). Because of the low hydraulic gradient in the critical region to the
southeast of the repository, the problem of model calibration is poorly constrained in this area (i.e.
values of simulated head are relatively insensitive to values of hydraulic conductivity chosen for
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Figure 5-4 Simulated hydraulic head in the upper layer of the calibrated SZ flow model. The
upper part of the figure shows the potentiometric surface over the entire model
in perspective view. The lower figure is a contour plot of head only in the region
of the low hydraulic gradient to the east and south of the repository. The contour
interval in the lower figure is 0.2 m.

this area). Furthermore, the low hydraulic gradient makes it difficult to "see" the influence of
possibly important features downgradient of the repository. For example, an increase in the
hydraulic gradient associated with lower conductivity of the Bow Ridge fault would be below the
resolution of the available head measurements. These uncertainties could result in considerable
inaccuracies in the simulated direction and magnitude of groundwater velocity in the flow modeL
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5.4 ParticleTracking

. A method of particle tracking within the simulated flow field was developed to determine
the distribution of groundwater travel time from the water table below the repository to the
accessible environment. The definition of the accessible environment used here is a boundary five
kilometers from the potential repository.

5.4.1 Particle Transport Processes

Particles are conceptualized to undergo advection, hydrodynamic dispersion, and matrix
diffusion in the groundwater flow system. Advection simply occurs at the ambient fluid flow
velocity. Dispersion of particles occurs by a random Fickian process due to variations in velocity
and flow-path length at scales smaller than the flow grid. Matrix diffusion is assumed in an
implicit manner. Although groundwater flow is conceptualized to occur primarily in fractures,
molecular diffusion of water particles into the matrix will lead to complete mixing between
fracture water and matrix water, given a sufficiently long flow path and time. Calculations by
Robinson (1994) for conditions typical of the SZ at Yucca Mountain indicate complete molecular
diffusion of a solute into the matrix for groundwater travel times greater than about 100 years.
Because travel times to the five Ian boundary are expected to exceed 100 years, complete
exchange of water particles between the fractures and matrix is assumed and a value of effective
porosity representative of matrix porosity was chosen for the flow model. A value of porosity of
0.20 is assigned to all units. This uniform value of porosity is used for all units due to lack of data
from the SZ on effective porosity.

5.4.2 Implementation of Particle Tracking

A particle tracking scheme consistent with the finite-element method used in the flow
modeling was developed for use in conjunction with the output of the STAFF3D code. The first
step in modeling advective transport is to interpolate the gradient of hydraulic head from the head
at surrounding nodes. The groundwater velocity at the nodes is then calculated using the
hydraulic conductivity and porosity of the element, and Darcy's Law. The velocity field within
the element is represented by tri-linear interpolation using the basis function for linear
parallelepiped elements. In essence, the velocity field in the global coordinate system is
"mapped" onto the local coordinate system of the finite-element grid using the inverse of the
Jacobian matrix. For elements that are nearly parallelograms, the Jacobian is nearly constant and
the particle path within the element can be calculated using a semianalytical solution (Pollock,
1988).

The process of hydrodynamic dispersion is simulated in the particle tracking procedure by
the random-walk method. Although discrete time steps are not required to calculate advective
movement by the semianalytical method, the particle tracking of advection is halted following
specific time intervals and a random displacement is added to the particle's position. The
additional displacement is randomly drawn from a Gaussian distribution with the variance defined
as:
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2cr = 2va...tit
I

(5-2)

where v is the velocity, a.i is the dispersivity (longitudinal and transverse), and zit is the time step.

The displacement has two components, one in the longitudinal direction and one in the transverse
direction. Longitudinal dispersivity of 40 m is used for all units in the particle tracking
calculations. This value of longitudinal dispersivity is somewhat larger than that based on a
theoretical estimate for the TSw unit (see section 3.2.2.5) because of the relatively larger scale of
flow modeling elements. A value one order of magnitude less (4 m) is used for transverse
dispersivity.

5.4.3 ParticleTracking Results

Particles are placed at the water table directly below the repository for tracking to the five
kID boundary of the accessible environment. The pathlines for a limited number of particles are
shown in Figure 5-5. Flow is generally to the southeast as indicated by the potentiometric contour
map in Figure 5-4, with some random component to the particle pathlines due to dispersion. Note
that the pathlines shown are projected onto the map view and that there is considerable variability
of the pathlines in the vertical dimension.

Groundwater flow in the region downgradient of the repository in the model is controlled
by the geometry of the hydrostratigraphic units and the contrasts in hydraulic conductivity among
the units. An important feature of the geology in the shallow SZ is the presence of a block of
Calico Hills Formation on the downthrown side of the Bow Ridge fault to the east and southeast
of the repository, as shown in brown in Figure 3-5. This zone of low conductivity material, which
becomes thinner with depth, diverts flow to the south and under the Calico Hills Formation in the
area downgradient of the repository. This flow pattern is reflected in the pathlines plotted in
Figure 5-5.

Simulated groundwater travel times are very sensitive to the distance traversed by the
pathline through the Calico Hills Formation. Because the hydraulic conductivity of the Calico
Hills Formation in the flow model is over two orders of magnitude lower than that in the
underlying Prow Pass Tuff, there is a high contrast in particle velocities between the two units.
The eastern part of the repository overlies the subcrop of the Calico Hills Formation at the water
table, so particles which are initially located in this part of the model must travel through some of
this lower conductivity unit and have relatively long travel times to the five kID boundary.
Particles which begin at the water table in the central portion of the region below the repository
may have fairly long travel times or relatively short travel times depending on whether dispersive
mixing causes them to follow a path which encounters the Calico Hills Formation or not.
Particles released below the southern part of the repository are relatively quickly transported
around the southern end of the Calico Hills Formation "barrier". Simulations show that the
degree of transverse dispersive mixing below the water table under the central portion of the
repository has a significant impact on the distribution of particle travel times from this area.
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Figure 5-5 Particle pathlines from the water table below the repository to the five Ian
boundary.

To quantitatively determine the distributions of simulated groundwater travel time,
multiple particles (50 at each location) were tracked from individual locations on a regular grid at
the water table below the repository. The results of this analysis are summarized in Figures 5-6
and 5-7. A contour map of median groundwater travel times for the region below the repository is
shown in the.upper part of Figure 5-6. The pattern of groundwater travel times reflects the
characteristics of the simulated flow field described above, with much longer travel times
occurring inthe area where the Calico Hills Formation is found at the water table. The
distributions of particle travel times for three example locations are shown in the CDF plot in the
lower part of Figure 5-6. The distributions of travel times for location A and C on the CDF plot
indicate approximately Gaussian dispersive spreading with relatively short and long average
travel times, respectively. The distribution at location B, however, is distinctly non-Gaussian and
reflects the influence of several general paths in the flow field.
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Contour map of median groundwater travel time from below the repository to the
five km boundary. Also shown is a plot of distributions of travel time at three
locations, corresponding to the locations A, B, and C on the contour map. The
shaded areas indicate regions where the particle tracking method failed for some
particles. The grid points on the upper figure indicate the locations of particle
release.
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Figure 5-7 Contour map showing the variability of groundwater travel time from the water
table below the repository to the five km boundary. The non-parametric statistic
used to represent variability is the normalized interdecile range. The outline of the
repository is shown. The shaded areas indicate regions where the particle tracking
method failed for some particles. The grid points on the figure indicate the
locations of particle release.

The particle tracking algorithm is not successful for particles initiated in two areas below
the repository, as indicated by the shaded areas in Figures 5-6 and 5-7. These areas are located
near the Solitario Canyon fault and splay, which are regions of very high contrast in the direction
and magnitude of the hydraulic gradient in the flow model (see Figure 5-4). Due to the coarseness
of the numerical grid in these areas and averaging procedures in the particle tracking method, the
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particles become trapped and cannot be tracked out of the area. The general trends in particle
travel time distributions below the repository are evident in adjacent areas to indicate where the
trapped particles would go.

The variability of particle travel times from beneath the repository is presented in Figure
5-7. Because of the non-uniformity in travel time distributions, a non-parametric statistic is
defined to represent the variability of these distributions. The normalized interdecile range is
defined as:

[DR = qO.9 - qo.!

QO.5
(5-3)

where QO.9 is the ninth decile of travel time, Qo.! is the first decile, and QO.5 is the median. The
contour map of normalized interdecile range in Figure 5-7 indicates relatively low variability in
particle travel time from the areas at the water table below the eastern and extreme southern parts
of the repository. An area of extreme variability in travel time is located below the southern part
of the repository.

An alternative mapping of the variability in particle travel times is shown in Figure 5-8.
This contour map shows the percentage of particles with travel times to the five km boundary
from the position below the repository of less than 1,000 years. Only in the area at the water table
below the eastern part of the repository do all of the particles have travel times in the SZ of greater
than 1,000 years. At least 40% of the particles have travel times of less than 1,000 years in the
areas under the north-central and southern parts of the repository.
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Figure 5-8 Contour map showing the percentage of particles with travel times of less than
1,000 years to the five km boundary. Outline of the repository is shown. The
shaded areas indicate regions where particle tracking method failed for some
particles. The grid points on the figure indicate the locations of particle release.
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CHAPTER 6
Results, Conclusions, Future Work, and Recommendations

6.1 Results

Groundwater travel time work conducted for fiscal year 1995 is intended to determine
travel times from the repository to the five km boundary of the accessible environment under pre
waste emplacement conditions. The approach used divides the flow modeling and particle
tracking calculations into the unsaturated and saturated zones. This chapter reports the important
findings from these separate calculations and then combines the results to determine some general
conclusions about total groundwater travel times. Another intention of the groundwater travel
time work is to determine the effects of uncertainty in hydrological parameters on the flow regime
and to attain a greater understanding of the influence of hydrological parameters which have some
uncertainty on flow simulations.

6.1.1

•

•

•

•

•

•

Unsaturated Zone

Through the use of geostatistical simulations linked to a geological framework model
geologically reasonable hydrologic properties are successfully simulated that account
for the uncertainty in the properties due to the limited available site data.

Simulated matrix saturations compare well with those measured in core-plugs taken
from boreholes. The largest discrepancies are in the TCw, where simulated matrix
saturations are lower than those measured in the core samples. The differences could
be improved by introducing some of the infiltration flux into the matrix domain of the
flow model instead of having the total flux infiltrate into the fracture domain.

Simulated matrix and fracture saturations are dependent on the infiltration rate along
the upper boundary, being lower under the washes than in other areas.

Simulated fluid-flow velocity vectors in both the matrix and fracture domains are
primarily vertical downwards.

The Darcy velocities are approximately two to three orders of magnitude higher in the
fracture domain than in the matrix domain. The larger flow velocities in the fractures
result in the majority of particles for each simulation being tracked using the fracture
flow velocities.

Particle travel times are dependent on both the lateral location within the cross-section
and geostatistical simulation. Travel times are generally longer under washes where
infiltration rates, saturations and velocities are lower. Variations of one to three orders
of magnitude at the same location are simulated for different geostatistical
realizations. This result indicates that the uncertainty in the hydrological data has a
significant effect on the calculated travel times.
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6.1.2

•

•

•

•

•

•

•

•

Particle travel times appear to be dependent on the thickness of the PTn. As calculated
at the southern-portion of cross-section CC, particle travel times decrease where the
PTn thins. This is thought to be due to the fact that with a thinner PTn, less water is
imbibed into the matrix of the non-welded unit and, therefore, fluxes and flow
velocities are faster in the fracture domain under these areas.

The majority of particle travel times exceed 1,000 years in the UZ. Locations where
some particle travel times are less than 1,000 years are at the western portion of cross
section AA, the eastern and central portions of cross-section BB, throughout cross
section CC, and at the southeast end of cross-section DD.

Sensitivity studies demonstrate that increasing the infiltration flux at the upper
boundary, the fracture-matrix connectivity, and the fracture frequency all cause an
increase in matrix saturation. It is therefore possible to match measured matrix
saturations by inversely adjusting the infiltration and fracture-matrix connectivity in
unison. The relative influence of the different parameters is difficult to assess.

Sensitivity studies also demonstrate that increasing the infiltration flux causes a
decrease in particle travel times, in contrast to an increase in the fracture-matrix
connectivity and fracture frequency which cause an increase in particle travel times.
Changes in infiltration flux appear to have the greatest effect on the particle travel
times with approximately order of magnitude changes in travel times with order of
magnitude changes in infiltration rates. Fracture-matrix connectivity has a greater
effect on the particle travel times at lower infiltration rates.

Both the equivalent continuum and dual permeability models are able to match
measured core saturations. Use of the ECM, however, results in significantly longer
particle travel times.

Simulation of lateral flow in the system is dependent on both the conceptual model
used (ECM vs. DKM) and the matrix van Genuchten o, Lateral flow in the PTn
occurs with the ECM and van Genuchten parameters used in previous studies
(Klavetter and Peters, 1986).

The application of a large transient pulse of infiltration along the upper boundary
causes flow velocities in the fracture domain to increase throughout the mountain,
though the relative increase decreases with depth. This pulse of increased velocity
causes a water particle released at the surface to reach the PTn within one year of the
initiation of the pulse, which is consistent with recent isotopic dating. .

Safurated Zone

The saturated zone flow model is calibrated to the 27 available hydraulic head
measurements and the inferred direction and magnitude of the hydraulic gradient by
decreasing the hydraulic conductivity at the Solitario Canyon fault, Solitario Canyon
fault splay, Drill Hole Wash structure and the Yucca Wash structure.
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• Simulated particle travel times from the water table to the five km boundary of the
accessible environment are sensitive to the geometry of the hydrostratigraphic units,
specifically the low-conductivity Calico Hills formation. Pathlines through this
formation result in travel times over two-orders of magnitude longer than pathlines
through other units.

• In general, particles released at the water table at the eastern portion of the repository
have travel times greater than 10,000 years whereas many particles released below the
southern and western portions of the repository have travel times less than 1,000 years.

6.1.3 Combined Unsaturated and Saturated Zone Travel Times

The addition of particle travel times from the unsaturated and saturated zone is not
straightforward. First, UZ calculations are made along two-dimensional cross-sections, whereas
the particles are tracked in three dimensions in the SZ model. In addition, at any given location in
the UZ there are 10 calculated travel times based on the different geostatistical realizations. On
the other hand, in the SZ, only one deterministic geological model is used, yet 50 particles are
released at a given location which take different paths due to hydrodynamic and numerical
dispersion. For these reasons, combined UZ-SZ particle travel times are evaluated only at several
general locations.

As a qualitative method of assessing combined UZ-SZ particle travel times, distributions
for both the UZ and SZ along UZ cross-sections AA and CC are presented in Figure 6-1a and 6
lb. Examination of Figure 6-1a shows that where some particle travel times are less than 1,000
years in the UZ (the eastern portion of the cross-section), the travel times exceed 1,000 years in
the SZ. However, in the central portion of both the unsaturated and saturated zones, particles have
travel times of less than 1,000 years. Therefore, it is unlikely that a particle released along this
cross-section would arrive at the accessible environment in less than 1,000 years except in the
central portion of the cross-section. It is more difficult to qualitatively assess the combined
distributions of travel time along cross-section CC because there are some travel times less than
1,000 years in both the UZ and the SZ along most of the length of this cross-section.

In order to obtairi a more quantitative assessment of combined UZ-SZ groundwater travel
times, cumulative distribution functions (CDF's) of particle travel times are estimated from five
locations within the potential repository (in the north, west, south, and east comers, and in the
center) (Figure 6-2). The CDF's were constructed by taking the 50 particles released at the water
table in the SZ calculations and randomly adding them to 50 particles from the UZ calculations
released at the same lateral locations (see Figures 6-3 and 6-4). Only at the southern end of the
repository are some ofthe total particle travel times less than 1,000 years (Figure 6-3a). At this
location approximately 60% of the travel times exceed 1,000 years. Particle travel times are the
longest in the eastern portion of the potential repository where all combined travel times exceed
10,000 years. Particle travel times are the longest from the eastern portion of the potential
repository, primarily due to the extremely long travel times calculated in the SZ (Figure 6-1a). At
the western, central and northern portions of the repository the fastest particle travel times range
from approximately 1,000 to 5,000 years (Figure 6-3). An assumption in randomly adding travel
times in the UZ and SZ is that travel times in the two domains are independently distributed. This

154



UZ Particle Travel Times, Section AA, OK Model

.'..

. .... , ..,. . ..... .,.~. ..--:. ...... ".. ...... ..•• .1-
•• • • J.. -.

••• -. p -.. .-,..-"!.~~••,._ •••••:*.: I." e: :_-.;_.• '. ,;,...}r,;.;...... .. /'r :.....~.. .::........ ..:..:::-":
.: ••.t.J: .~: ~ • •-.*tI " ••• '" a" -..''';IN..- ". ,-:.. ;.-- - - - •• ,'\>. .* , ......,:. •

• ........ I • ...t. -n- t.. • ••
."'~ •••••• -.. , • I· • t •....~.~ ,.:. '.:-" -.. .. .

'." • c .... •••;:. :. I- e.- .'. •...
l.~\ ': !,;J.".":... .. I.
-:;:~~••C:. • ••1 ..... ' • •
It I •• ~...... • :- • •••• *.......: '.-.--
.:.......: #'.- -:»:,-.Y ",: .

.....:.. ... '"... ... ....,....... . . ~

• .'. • " :- : •••*.. ....:-.. . -. . . .. ...
,... a,·.*.• .. :'... • • ~ .:~••••••~ : •• ..1.... .••• t *. • • • <;~.....,:..•J

, -.~.... • ~.~~... • ..I.JI •• •
••• ~•••4 =--'.. • ' ..,-.. .~ ""'~l .

...... ...:" .... ••• • ••• , ..,. • l..1IIl!!

.~;••:t':.::•••~~:...:. '::;'"t..t:'''''1:':'.', ~~ .:.~~ ~~. :.•...~~ ~ ~:.::-!:.: ~~.:- :,•.'f .~~.".::.J,.".........: ..",.:a.'..tl.I.&: I.-:!,•••d..~ • "~...'C.....\I •
"-'- - ~-",I~ ~_.'.- ~I~~-r.;-.:;:....... : :O;.j•••••••: :--...•~::':'':.:,~':'·''''.·.N'' I:·..,.·s
.~... .. ~ •• I .. ••••• • ..'II'! . -.. •• . .:: ...:.

I •• • • ....

SZ Particle Travel Times

1E+S

II i I8
8 •

I ·I •
1E+4 · §·0 !•

! 0

· §
8 .

1E+3 .- -

1E+6

-en
~

C\1 1E+S(])
>.-(])
E
i=
Q) 1E+4
~
~

I-
(])

'0
1E+31::

C\1
a..

1E+2

- 170000 171000
Easting (m)

172000

Figure 6-1a Combined unsaturated and saturated zone particle travel times along cross
section AA.

155



1E+6

1E+5

1E+4

1E+3

1E+2

Figure 6-1b

UZ Particle Travel Times, Section CC, OK Model

. .
'", ~~:... . .: .". , -, ' ::
~t•••:-._ .,...... "ttl ""'~' ••It- , ... a.. ..i.JJ:" • -.,- '" .~.1:'. ~,~ ~...,!,~-,\"r.·· .. ..".
..,.~ .··~ 'iN_~~ ...... ..... . ... • :~.~, •
••11; ,6lI ~., I . :0,. ......... ,...

:.~~.::,.,~.:-.~, \~~.r( a. -. • • .. ,,~ ~k. .. •• -.':,:::..
_i14JtJ!.'t;:; ~ : ••• «, *:,.,: ••; .:;~.,. • .\i~::·"'.~:-.
. 'i~ at -:.,. .~..~••••••:. ' ...~~~..,: :- • ..••: •••• .,:)~•••, -. _, .. ".. .. ", . . 6,· ' ". .. .. ""'..: ......• • .... "",~,~ ~ ••• ~."I:I.·:.) :\•.,<~... . ".. i"'J-'~."""' .

• ' I_ •••:;. .*.'1.:;.. - t~ ""':~~·.:~-1!·.·1,:.:. . .~•."':.~..~~ ,:.:-
:. :; •••• .:~::~: ..~,!••'" '.~.~~\o~'''..~~':",,,~~e:..:.;$.".i....t.. 0( • : ~ "..:~

... •• .. 1-.... _I -,- -A,2# •• "'1 .*. -2;· I~· • ';!:i..
•• :..: .: ./' :- ~ y ~~\ .~::.., :; ~': :-.. 1:•••• ,\- ••~ z:»

• ...... • '(,~ •'''', .~ :4 ~# .. .:It. .:.~~ • • •••• •••It.. •• • • .,. M'·" \."1 ".'-... ,e,;. e..l..~~.. ••••• •• '~l·
.::..•••~.I~••;" :'",J ~:-:";'-.y •..:...~~• . ......:..ci~'~ ..J - ......~. - ~ ~ ""_

: 4. J .~,."......: 1'.=-,...... :-:....... ,... ':1:-'1.'."." . -,..... • ••,.... •.
~.. ••••• .:...~.. :t. :.''' •••• :-I'~.....: •• •• ;.,.,.. ·":i: •.J,\ •• \~
... :l'- ...~ •• •1'. •••• .,. " ••• ,,~.. lao .. ~'~ ...; • :10
..... Y •••• • ••• .:.. • ... \~.,c~. • •T~•• I ~~" ••1••-z:, •••• ..1...._ ~t .V..•

• ~ • ..:...., • • - '" • ~_ ~11?

.. "'n: "!~~....• ':.. ~.~:. ....

•8·i
3•

·8 - - -
8

I

5000

Combined unsaturated and saturated zone particle travel times along cross
section Cc.

156



implies that fast pathways in the UZ are not preferentially connected to fast pathways in the SZ.
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'Figure 6-2 Locations within the potential repository where cumulative probability
functions were determined for groundwater travel times from the repository
horizon to the accessible environment.

6.2 Conclusions

The results of this study demonstrate the importance of the conceptual model of flow
processes used in these analyses. The DKM is more physically realistic than the ECM used in
past modeling studies as it allows for disequilibrium in capillary pressure between the fractures
and matrix. Observed distributions of matrix saturations are matched using the DKM. In
addition, the DKM simulates relatively faster groundwater flow in the fracture domain, clearly an
important process for fast-path flow.

Comparison of the results among multiple geostatistical simulations demonstrates the
value of incorporating heterogeneity in material properties into the analyses. The inclusion of
uncertainty and heterogeneity in material properties in the UZ flow simulations results in
variability of approximately one to three orders of magnitude in simulated groundwater travel
times at a given location.

Simulations of groundwater flow are particularly sensitive to the infiltration flux at the
ground surface, which has a strong control on both saturations and flow velocities of the system.
Particle travel times decrease by approximately one order of magnitude with an order of
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Figure 6-3 CDP's of combined unsaturated-zone saturated-zone particle travel times for
particle released in the southern (A) and eastern (B) portions of the potential
repository footprint (see Figure 6-2 for locations).

magnitude increase in mean infiltration. Groundwater flow simulations are also sensitive to
poorly constrained physical parameters describing the interaction between unsaturated
groundwater flow in fractures and the matrix, fracture-matrix connectivity. In-situ saturations can
be matched by inversely adjusting the infiltration and fracture-matrix connectivity, both
parameters with significant uncertainty. In theory, therefore, it could be possible to decrease the
infiltration and increase the interaction between the fracture and matrix domains and still simulate
realistic saturations. These simulations, however, would lead to much longer particle travel times
(greater than 1,000 years).

The particle tracking method used to differentiate between flow in the matrix and fractures
in the UZ modeling represents a conservative approximation with significant influence on the
calculated distributions of groundwater travel times in the UZ. As explained in Section 4.4.2,
particle movement is tracked at the higher of the two simulated velocities in the matrix and
fractures, which in most areas is in the fracture continuum (see Figures 4-9a to 4-9d). However, a
much greater volume of groundwater is contained in the matrix than in the fractures at any
location in the UZ. The distribution of travel times calculated by this method is thus not a
complete distribution of travel times in both the fractures and matrix; it excludes some of the
longer travel times resulting from flow in the matrix. Therefore, it should be noted when
interpreting the groundwater travel time distribution results for the UZ (and the combined travel
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Figure 64 CDF's of combined unsaturated-zone saturated-zone particle travel times for
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time distributions) that while these results capture the fastest simulated travel times they do not
represent complete distributions of travel times.

6.3 Implications With Regard To GWTI RegUlations

The results of the analyses in this study indicate that total simulated groundwater travel
times exceed 1,000 years for particle releases from the potential repository at four of the five
representative locations considered. However, approximately 40% of the particles released from
one location at the southern portion of the repository have total travel times of less than the
regulatory limit of 1,000 years (Figure 6-3).

Both the NRC Performance Requirement and the DOE Disqualifying Condition as
outlined in Section 1.1 stipulate that groundwater travel time is to be considered along pathways
of "likely" radionuclide travel. Flow through fractures in the UZ to the water table, as addressed
in this study, is considered to be the most likely pathway for transport of radionuclides by
groundwater flow in current conceptual models of unsaturated flow at Yucca Mountain. The
nature of the groundwater flow simulations in this study and the resulting groundwater travel time
distributions thus satisfy the criterion of likelihood specified in the regulations. The DOE
Disqualifying Condition regulation also states that travel times are to be considered only along
paths of "significant" radionuclide travel. Use of the "significant" qualifier suggests that the
fraction of groundwater travel times faster than 1,000 years can be used as a measure of the
significance of those faster flow paths. That 40% of the simulated groundwater travel times from
the southern part of the repository are less than 1,000 years would probably be considered
"significant" under this interpretation of the regulations. The term "significant" can also be
interpreted to refer to the amount of radionuclides that could be transported along these pathways.
Under this interpretation, the significance of a particular flow path would be weighed in relation to
possible mass flux, which would have to be addressed through additional transport modeling
within the simulated flow field. There are important uncertainties in this analysis of groundwater
travel time, especially in the UZ, that preclude definitive evaluation of regulatory compliance.

The implications of the groundwater travel time calculations reported in this document in
relation to the regulatory criteria should be interpreted in light of the uncertainties and limitations
of the analysis. Sensitivity analyses reported in Section 4.5 indicate that particle travel times may
vary several orders of magnitude in the UZ flow simulations within plausible ranges of some input
parameters. Values of infiltration flux and fracture-matrix connectivity exert particularly great
influence on modeled groundwater travel time distributions. Sensitivity analysis also suggests
that a finer numerical grid results in longer travel times. The distributions of groundwater travel
times reported in Section 6.1.3 for the base case analysis should not be viewed as "the" answer to
the question of GWTT, but should be considered within the context of the associated sensitivity
studies. The-limitations of the conservative approximation of exchange of flow between fractures
and matrix in the UZ particle tracking method described in Section 6.2 and its consequent
overemphasis of the fastest travel times should be considered also. Finally, the influence of the
"disturbed zone" on particle travel times has not been considered in this study.
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6.4 Future Directions

The next step in evaluating groundwater travel time distributions is to assess the effect of
the repository on the flow regime. Groundwater travel time simulations to date have all been
"pre-waste emplacement" calculations. That is, the hydrologic parameters are assumed to be the
same as what are presently being measured. It is also assumed that there is not a heat source at the
repository. However, as stated in Chapter 1, post-waste emplacement calculations are necessary
to account for the "disturbed zone" mentioned in the regulations. Therefore, work planned for to
account for the "disturbed zone" mentioned in the regulations. Therefore, work planned for FY96
will include post-waste emplacement calculations. This modeling work will use the same cross
sections and methods for simulating hydrologic properties described in this report. The difference
is that thermo-hydrologic properties will be simulated and a heat source will be added to the
repository horizon. A different grid will be used that is more refined at the repository horizon.
The three-dimensional saturated zone model will also be enhanced to include thermal modeling.

6.5 Recommendations

One of the most significant findings of this study is that the fastest travel times in both the
unsaturated and saturated zones are in the southern portion of the potential repository. Yet, this is
an area that is not well constrained by site data (see Figure 3.1). Simulated travel times in the
unsaturated zone under this portion of the potential repository vary by approximately one to three
orders of magnitude due to uncertainty in the hydrological properties. It is more difficult to assess
the effect of uncertainty on the saturated zone calculations. Nevertheless, it is recommended that
site-characterization studies concentrate on the southern portion of the potential repository.

Groundwater travel times are also found to be sensitive to many parameters. Specifically,
infiltration through the upper boundary has a strong effect on the simulated saturations and travel
times. While it is difficult to accurately determine the present-day infiltration into the bedrock,
better constrained values will yield more accurate numerical modeling predictions. Similarly, the
demonstration that matrix saturations and particle travel times are also sensitive to changes in
fracture-matrix connectivity demonstrate the importance of attaining a better understanding of
fracture-matrix interactions through laboratory, field and numerical experiments. The non-unique
calibration of matching simulated to measured saturation by inversely adjusting infiltration and
fracture matrix connectivity further support the importance of better constraining these
parameters and also using different performance measures to conduct calibrations.

The understanding of whether lateral flow occurs in the PTn is critical to evaluating the
flux at the potential repository horizon. Sensitivity studies show that lateral flow can be simulated
in the non-welded PTn unit through variation of the van Genuchten a parameter and conceptual
model (EC:t\11.. The existence of lateral flow is still uncertain. Field studies need to be conducted
to determine whether there is evidence for lateral flow in the PTn. It is also important to better
constrain the van Genuchten a parameter at the flow modeling scale since it has been shown to
have a strong influence on the simulation oflateral flow. Numerical studies constraining the range
of parameters needed to simulate lateral flow would also be useful.
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An additional mechanism which may influence the flux of groundwater in the UZ that is
not considered in this study is vapor phase transport by natural convection of gas. If significant
amounts of groundwater are removed from the mountain by this process it could have an
important impact on the overall groundwater flow system in the UZ. Additional numerical
modeling of multiphase flow is recommended to assess the significance of this process. A
reduction in groundwater flux in the UZ by this mechanism would result in slower velocities in
fractures and longer groundwater travel times.

Distributions of groundwater travel times in the SZ are sensitive to the conceptual model
of flow and to the values and variability of hydraulic conductivity. The assumption of
groundwater exchange between fractures and matrix must be substantiated by tracer experiments
in the field. Relative groundwater travel times in the SZ have been established in this study, but
the absolute values of travel times can only be accurately determined by acquiring additional data
on the hydraulic conductivity. Field testing of wells to confirm or deny the presence of discrete
zones of preferential groundwater flow (e.g. fault zones) is required to bound the possible
focusing of SZ flow.
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