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ABSTRACT

Icarus is a 2D Direct Simulation Monte Carlo (DSMC) code which has been optimized for the
parallel computing environment. The code is based on the DSMC method of Bird[l] and models
from free-molecular to continuum flowfields in either cartesian (x, y) or axisyrnmetric (z, r) coor-
dinates. Computational particles, representing a given number of molecules or atoms, are tracked
as they have collisions with other particles or surfaces. Multiple species, internal energy modes
(rotation and vibration), chemistry, and ion transport are modelled. A new trace species methodol-
ogy for collisions and chemistry is used to obtain statistics for small species concentrations. Gas
phase chemistry is modelled using steric factors derived from Arrhenius reaction rates. Surface
chemistry is modelled with surface reaction probabilities. The electron number density is either a
fixed external generated field or determined using a local charge neutrality assumption. Ion chem-
istry is modelled with electron impact chemistry rates and charge exchange reactions. Coulomb
collision cross-sections are used instead of Variable Hard Sphere values for ion-ion interactions.
The electro-static fields can either be externally input or internally generated using a Langmuir-
Tonks model.

The Icarus software package includes the grid generation, parallel processor decomposition,
postprocessing, and restart software. The commercial graphics package, Tecplot, is used for
graphics display. The majority of the software packages are written in standard Fortran.
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1. Direct Simulation Monte Carlo (DSMC) Background

1.1 Method

DSMC is a method for the direct simulation of rarefied gas flows[l]. The method
assumes that the gas is a dilute gas; that is, binary collisions dominate the molecular
interactions. The flow domain is first divided into a number of cells. The cell size is
determined by the local mean free path, A,; a cell size - N3 is typically recommended.
Unlike CFD grids with mesh orthogonality and one-to-one cell side correspondence
constraints, the DSMC grid system serves only to identi~ a volume for choosing col-
lision partners and for obtaining sampling statistics. The flow field is simulated us-
ing a number of computational particles (some 107particles are not atypical for runs
on massively parallel supercomputers). Particles consist of all kinds of species such
as radicals, ions, and molecules. The species type, spatial coordinates, velocity com-
ponents, internal energy partitioning, and weight factor of each computational parti-
cle are stored. As the particles move through the domain, they collide with one
another and with surfaces. New particles may be added at specified inlet port loca-
tions, and particles may be removed born the simulation due to chemical reactions or
through the pumping ports. Since this is a statistical method in which the system
evolves in a time-like manner, a steady-state solution is then an ensemble average of
a number of solution time steps (snapshots of the system) after the flow field has
reached a steady-state. Icarus can also be run in a time accurate mode to model un-
steady problems.

The basic premise of DSMC is that the motion of simulated particles can be de-
coupled from their collisions over a time step. The size of the time step is selected to
be a small fraction of the mean collision time, or a fraction of the transit time of a
molecule through a cell (similar to an explicit CFL constraint). During the motion
phase, particles move in fi=ee molecular motion according to their starting velocity
and any forces acting on the particles (for example the Lorentz force on charged spe-
cies). During this phase, particles may cross cell boundaries, collide with walls, or
exit the flow field. During the collision phase, random collision pairs are selected
from within each cell regardless of the position of the particles within the cell. The
no-time-counter (NTC) technique [3], is used to determine the computational parti-
cle collision i+equency. The number of pairs to be selected tlom a given cell at a time
step is

# pairs= l/2 N ~ F. (cqC,)m= At / V
where N is the number of computational particles in the cell, Fn the number of

real particles per simulated one, (OTCJmM is the maximum of the product of the to-
tal cross-section and relative velocity for the pairs in the cell and V the cell volume.
The pair collision is then computed with a probability (OTC,)/ (GTC,)~m. This tech-
nique does not have the disadvantages of the older time counter (TC) method while
maintaining computational efficiency, i.e., the simulation time is proportional to the
number of molecules. This is a great advantage of DSMC as compared to other parti-
cle simulation methods such as molecular dynamics. Also, the NTC method allows
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for unsteady flows to be simulatedin a time accurate manner. A collision limiter
model is used to improve computational performance at high pressures. The model
simply limits the number of collisions in a cell to a multiple of the number of actual
collisions. This model has been shown to reproduce inviscid flow fields and has been
used to model high pressure (2 atm) nozzle expansions into a vacuum.

Although only two position coordinates (r, z) of each simulated particle are
stored, collisions are handled as three dimensional events to correctly conserve mo-
mentum transfer. The molecular model used for collision cross sections is the vari-
able hard sphere (’VI-IS)model [1]. According to this model, the collision cross section
~ii depends on the relative speed (energy) of the colliding partners Ec as

.“ = AijEC+‘lJ

where ~j is a constant and 01=s -0.5, with s the exponent of the dependence of
the coefficient of viscosity on temperature. The chief advantage of the VHS model is
that, although the collision diameter is allowed to vary with the relative speed (un-
like the constant cross section hard sphere model), when a collision does occur, the
post-collision velocity components are computed as if it were a hard sphere collision;
that is, isotropic scattering in the center of mass frame of reference.

The DSMC technique can easily model internal energy modes: rotational and
vibrational energies. The phenomenological Borgnakke and Larsen [2] model is used
to determine the post-collision internal energy partitioning given the number of in-
ternal degrees of freedom of each species. This is a harmonic oscillator model which
drives the post-collision energy distribution towards equilibrium. Recently, Marri-
ott [4] has applied the Maximum Entropy strategy for particle systems to obtain this
energy distribution; unfortunately, the complex chemical species in typical manufac-
turing plasma etch systems are poorly characterized so typically only translational
nonequilibrium is modelled.

Gas phase chemistry consists of four models: elastic gas reaction, charge exchange with con-
stant cross sections, charge exchange using the model of Rapp and Frances, and electron impact
reactions. Elastic collision gas phase chemistry is modelled using steric factors derived from Ar-
rhenius reaction rates. That is, the chemical reaction probability given a particle collision is deter-
mined assuming a local Maxwellian distribution to convert the rate to a energy dependent
probability. Charge exchange reactions model the exchange of both energy and momentum be-
tween neutral and charged species. Electron chemistry models electron impact chemistry using
energy dependent rates and local electron number density and temperature. These rates are con-
verted into a total reaction probability. That is, a probability which includes both collision and re-
action. Surface chemistry is modelled with surface reaction probabilities; a coverage dependent
model is being implemented.

1.2 Grid Characteristics

Icarus uses a multi-block system of algebraic meshes to define the computational
domain. The grid is generated using the input processor program, init2d. This sim-

ple grid system allows great flexibility for capturing local high gradient regions with-
out excessively griding the entire domain because there is no requirement for side
correspondence between regions. See the paper by Ba.rtel and Plimpton in Appendix
A for more details.
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As mentioned before, the key assumption in DSMC is that particle transport is
de-coupled fi-om particle-particle interaction. Therefore particles move without colli-
sions for a specified time step, and then collision partners are chosen probabilistical-
ly born within a defined grid cell. Implementation of this method requires that the
cell sizes and the time step be chosen carefi.dly; particles should not travel longer
than the mean free path(k) in a time step and the unit cell should be sized approxi-
mately less than L. The Knudsen number (Kn) and the Courant number (CFL) are
quality metics for the cell size and the time step:

(Kn > 1) = k/ cell length

(CFL e 1) = particle velocity / (cell length / time step)

The cell Kn and CFL numbers are output from the DSMC code in the cell. * file
and are used to veri~ that the particle transport assumptions were obtained.

1.3 Cell and Species Weighting

Icarus uses several strategies to obtain sufficient statistics for both local regions
of disparate densities and for ‘trace’ species which have a very small mole fraction.
First, each grid cell has a ‘weight’ which is simply used to spatially adjust the global
or input ratio of real-to-computational particles. This ‘cell weight’ is initially propor-
tional to the cell volume; this results in an equal number of computational particles
per cell for a uniform initial density. As the simulation progresses, the number of
particles in a given cell can become extremely large due to either chemical events or
mass injection into the system. The ‘cell adaption’ logic of Icarus dynamically ‘ad-
justs’ the cell weight to maintain an upper bound on the number of computational
particles per cell. Thus the user can be assured of sufficient statistics without a few
cells with an unreasonable number of particles. This feature is transparent to the
user.

Species weighting is another method which is used to increase the sampling sta-
tistics for the simulation. In this strategy, species which occur in small, trace
amounts have a lower ‘computational worth’ than do other species. For example, in
low density plasma systems, the ionization &action is very small: e 0.1%. Thus, the
neutral species will have a single weight of 1010 molecules or atoms per computa-
tional particle while the ions which occur in trace amounts will have a weight of 106
ions per computational particle. The code is limited to two species weight multipli-
ers: 1.0 for the base or full case and a number less than 1.0 for all the trace species.

1.4 Elastic Scattering Cross Section

The Variable Hard Sphere (VHS) model treats each molecule as a fixed diameter
sphere with isotropic scattering. The VHS model employs the simple isotropic scat-
tering law of the hard sphere model but accounts for the temperature dependence of
the collision cross section by use of a single parameter which may be determined
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horn the viscosity temperature dependence

()

T -co
0

= ‘ref ~f

where~ ~ ~ is the collision cross section at the reference temperature, TrGf, and T is
the kine?lc temperature of the collision partners. The VHS parameter, o m related to
the temperature exponent of viscosity, s

/T\s

ass=~+~ ; where q is the viscosity and subscript o denotes the reference tempera-
ture and ~scosity (see ref. [11)

A database of viscosity index, q and molecular diameters at the reference tem-
perature for approximately 150 species has been compiled and given in Chapter
10.2. Curve fits to viscosity of species not listed can be used to obtain s (the slope)
and therefore Q

Icarus contains a method to extend the computationally efficient pressure range
to higher pressures. A collision limiter model is used: the number of computational
collisions per computational particle in a time step is constrained. This method has
been shown to reproduce inviscid flow systems. The enclosed AIAA in appendix A
paper by Bartel, Sterk, Payne, et.al. contains the details and method comparisons.

1.5 Code Vhlkiation

Icarus has been validated over a wide range of problems. The papers in Appendix
A contain some of these. The pressure range has varied fi-om very low pressure ap-
plications of space orbital conditions which are free-molecular flow to two atmo-
sphere pressure systems which are highly collisional.

1.6 NIP Features

Icarus is a 2D DSMC code which can model systems in either cartesian or axi-
symmetric coordinate systems. This code was written to take advantage of parallel
computer systems; either massively parallel system or workstations with a few pro-
cessors. The enclosed AIAA paper by Bartel and Plimpton in Appendix A describes
the basic strategy used for the parallel method. This strategy is directly extendable
to 3D and allows timely computation of large problems which were previously un-
solvable

..



2. Overall Code Structure

The Icarus code requires pre- and post-processor programs. Table 1 is a summary of the individ-
ual program names, program descriptions, and the files that each program uses and creates.
Throughout this manual, program names are indicated by bold type and file names are identified
by italics. Underlined filenames indicate that the file name is determined by the user, otherwise
filenames are hardwired.

init2d post2d

-grid eneration
8

-for MP use -convert statistics
-miti conditions
-boundary conditions

to physical quantities

-cross-sections -generate Tecplot

-grid eqpatjons
-model mltmhzation

\

output files

hregrid2d

Make restart files from:-Make icarus restart file
from previous icarus solution -Icarus output with different grid
with same grid. -continuum codes

(INCA, FIDAP, MPRES, etc.)

[
stat2d

1

-generate convergence statistics between
output data planes

[

surface2d
)

-post processing tools

waferxy2d -generate surface fluxes
-generate incident angular and energy distributions
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Table 1: DSMC 2D Code Descriptions

Code Descripthm Input Files Output Files

init2d Chid generation and problem descrip- geometrv. irm,spec, datap, grid
tion. Converts geometry and chemis- <inlet>, .a@_chem>,
try information to icarus format. <them>, <cross_section>

decomp2d Decomposes problem for parallel &tap dsmc.node, dsmc.in2
environment. This code is not neces-
sary for single processor use.

icarus Performs DSMC calculation and dsmc.in, dsmc.in2(MP), cell. *, su~ *, wafer *,
gathers statistics. Typically mn in datap(1P), <dsmc. restart>, them. *, rdasma.*. ~
parallel environment. <dsmc.node>, <dsmc. em>, title. *. dsmc.log,

<dsmc,plasma> dsmc.pump

restart2d Converts previous DSMC simula- & dsmc.in2, dsmc.node dsmc.restart
tions with same grid for initial guess
for startinga new DSMC calculation.

regrid2d Coverts previous fluid simulation or & dsmc.in2, dsmc.restart
DSMC simulation with a different dsmc.node, btecplot
grid to an initial guess for starting a
new DSMC calculation,

post2d Converts cell information (particle & (or them.*, KUQLU
statistics) to macroscopic quanti- plasma. *)
ties(i.e., pressure, density, species post2d. vlist, &tap
concentrations, velocities, etc.)

surface2d Converts surface element informa- MK& datap WC-M
tion to incident flux, reflected flux
(etchant), surface coverage, surface
pressure, shear stressand heat flux.

waferxy2d Converts wafer information to angu- wafe~ *, datap *t
lar and energy distributionof incident
particles by species. Only for mate-
rial specified as a wafer in geome-

Z!2&L

stat2d Determines convergence between cell. *. cell.** stat. out, stat. tec
two different icarus & files.

.

where:< > optional files, * - time step stamp

10
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3. init2d - Icarus Preprocessor Program Description

Inthis section, the input files for the preprocessor init2d will be pre$ented. This program converts
the geometry, chemistry and DSMC parameters input by the user, into the format required by
icarus. All input is in MKS units. The files used in init2d contain the following information:

Wometrv, inD

spec

them

surf_chem

inlet

cross_section

Grid information and DSMC parameters (file name is determined by

user, but typically has *.inp extension.)

Chemical species information.

Gas phase reactions, rate constants and heat of reaction.

Surface reactions, reaction probabilities, creation probabilities and permeability.

Specifies flowrate and location for gas injection into the domain; a point

source injection or an outgassing surface are examples of inlet options.

Input collision cross sections used instead of the variable hard sphere(VHS)

model for elastic collisions.

11



3.1 init2d Code Description

Goal”- -generate a graphical file to display grid
-generate an input file for the icarus code

Lhg= init2d < Feometrv.inv

Im3ut files:
geometrv. in~:input data file for problem definition: grid, boundary conditions, etc.
spec - species definition file
them - gas phase chemistry input (optional)
surj_chem - surface chemistry input (optional)
inlet - inlet boundary file (optional)
cross_section - elastic cross sections (optional)

OUtDUt files:
datap - input file for icarus or decomp2d for MP simulations
grid - Tecplot formatted file of grid description

3.2 Grid Characteristics

See the papers in Appendix A for examples of the multi-blocked algebraic grid strategy
which is used in init2d. Also, numerous examples are found in Appendix B.

12



3.3 Input File Description (geometrv.hw)

An example geometrv .inv file is given below, followed by a description of the numbered input
lines. An asterisk, *, in column 1 indicates a comment card; blank lines are not allowed. The order
of the input is important--do not leave out input even if it will not be used for the current simula-
tion.

Input Index:

1

2

3

4
5
6
7
8

9

10

11

12

13
14
15

* --------------------------------------------------------------------

GEC/ICP --6 species chemistry
*

* point injection model for inlet
*
*--------------------------------------------------------------------
*

1 control: -1-- plot grid only;
* 1-- initialization& plot file
1 0/1 for X-Y or Z-R flow
*. .. . . .. . . . . .. .. . . .. . . . . .. . . .. . . .. . . .. . . .. . . . . .. . . . .. . . .. . . .. . . .. . . .. . . .
* InitialConditions
*. .. . . .. . . . . .. . .. . .. . . . .. . . .. . . .. . . .. . . .. . . .. . . .. . . .. . .. . . . .. . . .. . .. .. . .

1 0/1 for vacuurn/freestrearn
o. x-component of velocity, rn/sec (ft/sec x 0.3048)
o. y-component of velocity, rn/sec
3.oe19 number density, molecules/m**3 (mol./ft**3 x 35.3 15)
300.00 temperature,deg K (deg R/l .8)
*----------------------------------------------------------------------
* Specie Information
*----------------------------------------------------------------------

6 Number of molecular species
*_________ . .. . . .. . ---------------------------------------

* Cl Cl+ Cl- C12 C12+ SiC12
0.9 0.0 0.0 0.1 0.0 0.0

*---------------------------------------------------------------------
* ----------------------------------------------------------

3 internalstructureof most complex molecule:
* 3-monatomic(translationrd),4-rotation, 5-rotat. + vibrat.
10 #of them. rx. (from file them)
*---------------------------------------------------------------------
* Weighting Infofiation (particles and time step)
* ------------------------------------------------------------

l.Oe10 base #of real mols. per simulation one
1.E-06 base time step, sec
4 cell weighting option

13



16
17

18

19
20
21
22
23
24
25
26
27
28

29
30

31

* -------------------------------------------------------
* Collision Model Input
* ----------------------------------------------------

300.0 ref. temp. for VHS model, deg K
1.0 temperatureexponent of viscosity coeffs.
* -------------------------------------------------------
* Surface Modelling Information
* _--_--_--_--_--_--_--_--_--—--—--—--—--—--—--

1.000 thacc: thermal accommodationcoefficient
* ---------------------------------------------------------------
* Mist input Section
* -----------------------------------------------------------------

4 vacuum pump region #
o ic region distribution
1 wafer material type
11 pressureiterationcontrol pt.
o volume Multiplier
O.0000 minimum expansion radius
1. external e-field multiplier
o. not used at the present
o. gravity orientation
0.0 use external cross-sections
* . . . . . . . .. . . . .. .. . . . . .. . . . . .. . . .. . . . . . . . .. .. . . .. . . . . . . .. . . . .. . . . . ..-
* Region Definition
* .-----------. --.----. --.--. ---------------------------e------------

4 number of regions (must be le. 30)
11 number of global points (must be.le.120)
*---------------------------—--—-----

* Global comer pt. coordinates
* Pt. z (m) r (m)

*---_------_-.-.--—--— -------------

1 0.0 0.0
2 -0.0300 0.0
3 -0.0405 0.0
4 0.0 0.0826
5 -0.0341 0.05715
6 -0.0405 0.05715
7 0.0 0.1152
8 -0.0341 0.1152
9 0.0 0.12520
10 -0.0341 0.1252
11 -0.0190 0.0823

14



.

* ---------------------------------------------------
* IndNidual Region Definitions Follow
* --REGION NUMBERS MUST BE SEQUENTIAL--

32 1 <------ Inputsspecific to this region follow

33
34
35

36
37
38
39
40
41
42
43

44

45

46

1.0
1.0
3
6
5
2
35
60
0
0
3
1.03
100.
1
5
51
7
2

base number multiplier
dtrnmultiplier
global point -1

-2
-3
-4

number of cells along sides 1 and 3
number of cells along sides 2 and 4
sides 1 and 3 curvature: 0/1 for line/circular arc
sides 1 and 3 cell spacing:
sides 2 and 4 cell spacing:

boundary type code for sides 1-4, resp.
side 2
side 3
side 4

number of surface input lines to follow
* ---------------------------------------------------------------------

* Side Cell 1 Cel12 Spec. refl. Temp. K Material# Value
* ----------------------------------------------------------------------

2 1 100 0.000 300.00 2 0.
3 1 100 0.000 300.00 2 0.

* --------------------------------------------------------------------
* Region interfacelmatching
* Reg. side reg. sides Adj. sidel Adj. reg.
* ------------------------------------------------------------------

1 0
2 0
3 0
4 1 2 2

* ——.——.

2 <------ Inputsspecific to this region follow
* .— —————-—— -— --

* -----------------------------------------------------------------------
* END OF INPUT FILE
* . . . . .. . . .. . .. . . .. . . . .. . . .. . . .. . . .. . . .. . . . .. . . .. . . .. . . . .. . . ...-

15



Lme description:

Input lines 1 thru 30 are required in the order shown.

1)

2)

3)

4)

5)

6)

7)

8)

9)

10)

11)

12)

The first line processed from the file is the title. Lines that begin with an asterisks, *, are
comments.

The control flag determines if only the mesh file, grid, should be generated (indicated by -1)
or if a dutap file should also be created (indicated by 1). The -1 option is helpful when first
setting up a problem to resolve gridding issues and executes much faster.

Coordinate system definition;
If Ois specified, the problem will be 2-Dimensional with coordinates (X,Y).

(Note, Y must be >= 0.0, depth of 1 meter is assumed.)
If 1 is specified, the problem will be 2-D axisymmetric with coordinates (Z,R).

(Note, Z is the first coordinate and R the second)

Initial conditions;

If input= Oall cells in computational domain will have initial conditions of vacuum.

If input= 1 all cells in computational domain will have initial conditions of freestream
or constant values.

Even if input = O option is chosen, the velocities, number density, and temperature of a
freestream condition need to be specified.

Initial x-component of velocity, rn/sec (Vx or Vz)

Initial y-component of velocity, rnkec (Vy or Vr)

Initial number density (molecules/mA3)

Initial freestream temperature (K).

Number of species defined in the spec file.

Initial free stream species distribution in mole fractions, must be given k the same order as

the species in the spec file.

Internal structure of the most complex molecule,
3- monatomic - translational energy exchange
4- rotation - translational and rotational energy exchange
5- rotation and vibration - translational, rotational and vibrational energy exchange

Number of gas phase chemical reactions defined in the them file.

16
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.

.

13)

14)

15)

16)

17)

18)

Base number of real particles per simulation particle. A typical number is le10 real particles
per simulated particle. Screen output from init2d indicates the number of computational
particles assuming the constant freestream initial density. Typically for a 5,000 cell problem,
approximately 100,000 particles should be simulated (-20 particles/cell).

Base time step, should be defined to generate a cell CFL number less than 1.

Note: this value can be modified later in the input file for the icarus code Q&nc.in). A sug-
gested base value is 1.Oe-6s (1 p s). Cell CFL # is output in cell. * file.

The last value in this section defines the cell weighting option; this refers to the strategy
used to optimize the number of computational particles per cell in regions of large density
variations (for example, inlet ports and vacuum pump entrance.) The most often used cell
weighting strategy is defined by the number 4, although all possible options are defined be-
low:

Cell Weighting options:
o

1

2

3

4

-2

-3
-4

region number and dt based on base number and base dt with a input region ratio

(definition of base number and dt refer to variables 13 and 14)
local cell weights based on volume, region dt from base dt and region ratio

local cell weights based on volume and option O

local cell weights based on volume, region ratio, and region dt base value
(constant dt for all cells)
local cell weights based on volume and region ratio, with region dt based on base
value of dt

uses option 2 with radial expansion assumption from origin. This varies the cell
weights in a l/r@ manner--typically used for nozzle exit flow expansions.

x >0.0
r>rmin
wt = wt / (r/rmin**2)

similar to option 3 but with radial expansion model
similar to option 4 but with radial expansion model

Reference temperature used in VHS collision model (Tref). (Chapter 1.0)

Viscosity exponent(o) in VHS collision model. (Chapter 1.0)

A database of viscosity index, Q and molecular diameters at the reference temperature for
approximately 150 species has been compiled and given in Chapter 10. Curve fits to viscos-
ity of species not listed can be used to obtains and therefore m

A thermal accommodation coefficient for computing surface heat transfer. A value of 1.0
means fully accommodated with the surface temperature and a value of 0.0 means adiabatic
wall boundary condition (no accommodation).
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19) Region number for the vacuum pump, if a vacuum pump is not needed use a O.

20) This option allows the initial number density to vary from region to region, If this option is
turned on, a multiplier must be specified in each region description after the dtm multiplier.

0- option off

1- option on

21) Material number used to indicate the wafer. Identifies the surface where energy and angular
distributions fluxs should be computed. The wafer material number will be used as a bound-
ary condition material specification later in the region definition.

22) Global point number to use in the DSMC pressure control model to speci~ the physical lo-
cation for pressure feedback. This model allows pump speed to vary to achieve a desired
pressure at a specified point. The starting pump speed, pump speed limits, and desired pres-
sure are specified in the input file (dwnc.in) for the icarus code. Do not use a region global
point or specify a point exactly on the perimeter; computer round-off maybe a problem.

23) Volume multiplier used to preserve actual volume to surface area ratios. For example, for a
showerhead configuration where circumference is made up of many holes rather than a slit
the volume multiplier is used to specify the fraction of volume along the radius. If this op-
tion is turned on with a 1, a volume multiplier is added after the dtm number for all region
definitions.

24) Minimum expansion radius for radial expansion problems. See cell weighting line input 15.

25) Electron density multiplier when doing electron impact chemistry using Gemini.

26) Not used.

27) Gravity term is added to velocity vector if set to +1 or -1. Plus or minus indicates coordinate
system convention, use +1 if wafer is zero and top of the reactor is positive z, -1 if top of the
reactor is negative z for wafer at zero.

28) 0.0- use cross sections computed using the VHS model

lou- se constant input collision cross_section from cross_section file, (for cross sections
not defined in the file the V13Smodel is used.)

29) The total number of regions in the DSMC grid. The regions are specified by four global cor-

ner points. Each region contains four sides with each side usually having a single specified
boundary condition.

.

30) Total number of global points. Not all global points must be used; extra values are allowed.
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31) Global point definition given by global point number, and coordinates in meters.

NOTE: either Y (cartesian) or R (axisymrnetric) MUST be >0.0

for coordinate system X, Y (type O):
point #, x y

for coordinate system Z, R (type 1):

point #, z r

The remainder of the init2d input lines, 32-46, are duplicated for each region.

32) Region number.

33) Region weighting multiplier wfich is used to change the number of molecules per cell in a
specific region to obtain approximately 20 to 30 computational particles per cell. This fea-
ture is used for regions of large density variations: high pressure stagnation regions and low
pressure wake or pump regions. This value can be set to 1.0 for initial simulations and later
changed to increase the resolution in regions with lower densities. Note that a value greater
than 1.0 will result in fewer computational particles and a value less than 1.0 will increase
the number of computational particles in that region; this value simply multiplies the base
value (input #13).

34) Region time step multiplier, dtm, which changes the region time step. Used to increase or
decrease the time steps in regions where high and low gradients exist. This value is typically
set to 1.0 for all regions.

(Include ic region distribution (20) or volume multiplier (23) next if they are specified.)

35) Four global corner points define the region. A region is a general quadrilateral and not re-
quired to be rectangular. A diagram describing the layout of a region with regards to side
and global comer point definition is shown below. Definition of the region sides and comer
points is by a clockwise rule. In general the first comer point defining the region will be the
lower left hand point (1) followed by points 2,3, and 4 respectively (clockwise direction).
Sides 1 will always be defined as the side between global comer points 1 and 4 respectively.
The other sides are defined in a similar fashion. Side 1 and 3 should be nominally parallel to

●
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the x or z axis. Sides 1 and 3 must not be vertical lines in the z-r or x-y plane.

side 3

2r3
side 2 I Iside 4

Global Comer Point
1 side 1 4

36) Number of cells along sides 1 and 3. The same number of cells will be specified for the side
pairs of (1,3) and (2,4). If you select 50 cells for side 1 of region 1 then there will also be 50
cells for side 3 of region 1.

37) Number of cells along sides 2 and 4.

38) A radius with its center along the centerline or some other radius of curvature can be defined
for sides 1,3.

0- a straight line,

1- indicates curvature with the center of the radius along the centerline (z axis),

39) Cell Spacing along sides 1 and 3. Spacing of the cells either can be uniform or the cells can
be clustered to one end.

0- Uniform spacing
1- Manually assign cell spacing via cell weights, 10 per line following this input line

2- Cluster cells toward the lower number of side. For example, clustering cells along sides
1 and 3 would cluster the cells toward side 2.

3- Cluster cells toward the higher number side.
for option 2 or 3. two additional input lines must follow immediately, before #40 --see #41
and #42 for inDut format.

40) Cell Spacing along sides 2 and 4. Spacing of the cells either can be unifoxm or the cells can
be clustered to one end.

0- Uniform spacing
1- Manually assign cell spacing via cell weights, 10 per line

2- Cluster cells toward the lower number of side. For example, clustering cells along sides
1 and 3 would cluster the cells toward side 2.

3- Cluster cells toward the higher number side.
for option 2 or 3. two additional input lines must follow immediatelv--see #41 and #42
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41)

42)

43)

44)

Optional input; required if cell spacing type 2 or 3.

Specifies size variation from cell to cell using a simple geometry ratio. For a value of 1.03, a
3%cell size variation will be obtained. - - -

Optional input; required if cell spacing type 2 or 3.

Ratio of maximum to minimum cell size limit. This limits the smallest cell size.

Boundary conditions for sides 1 through 4 are specified. Each side must have
boundary condition type.

a specific

1

3
+1-3X
5
+1-5X
7
+1-7X
9

+1-9X
11

Line of symmetry (rz axis)

Freestream be (constant value, see #5 - #10)

Freestream.bc using an inlet table.

Solid surface
Solid surface with sources from an inlet table
Comection to another region or multiple regions
Region connection with sources from an inlet table
Porous wall (porosity specified in the variable, value, on surface info. #45)

or mixed boundary type (solid surface and region connectivity)

Porous wall or mixed boundary with sources from an inlet table

Outflow (non-reentrant, vacuum pump of infinite speed)

(note type 11 cannot be used for a region connection)

Boundary types +/-3x, +/-5x, +/-7x,and +/-9x require a table entry be specified for ‘x’. This
specifies the table number to refer to in the inlet file. The boundary condition type can be +
or -; positive number indicates that coordinate specified in the inlet file is either x or z, a
negative boundary condition indicates that the coordinate is either y or r. Examples are: -51,
and 32.

Number of surface specification input lines (#45). Required for boundary conditions 5, 5x, 9
and 9x.

.



45) Surface specification input variables on each line are:

1- Region side number

2&3- Define the starting and stopping cell number for this specification.
note: this feature can input piecewise property variations along a surface
--cells are numbered as:

side l-- cell 1 adjoins side 1-2 intersection

side 2-- cell 1 adjoins side 1-2 intersection

side 3-- cell 1 adjoins side 2-3 intersection

side 4-- cell 1 adjoins side 1-2 intersection

4- Amount of specular reflection in Maxwell Model (0.0 for fully diffuse) (Chapter 1)

5- Temperature of the surface (K).

6- Material number associated with material number defined in the su~_chem file.
(input Oif no surface chemistry). A number without a su~_chem input can be used

to ‘mark’ a particular surface for postprocessing with surface2d.
7- Porosity for boundary type 9 and 9x (value of 1,0 for freeflow, 0,0 for no flow)

(input 0.0 for boundary conditions other than type 9)

46) Region connectivity table. In most cases, multiple regions will need to be connected to de-
fine the specific geometry.

There are four rows in the region connectivity table, one for each side. The entries are:

1- side number

2- the number of connecting regions to this side. For example, if a side is a solid sur-
face there are no connecting regions and the entry is O.

If 2nd value is non-zero. then there must be ((irmut 2)*2) numbers to follow. one ~air for
each connecting rezion.

3- input pair which specify the connected region side number and region number in
clockwise fashion for that side (see example below).

The diagram below shows two examples of region connectivity based on the clockwise rule.
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EXAMPLE 1 EXAMPLE 2

.

d
Region 1: side 1

(1)

Order will startwith

(2) (3) Region 3 and end
with Region 2

-

(2) (3)

(1) I

Region 1: side 3

Order will startwith
Region2 sad end
with Region 3

In example 1, regions 2 and 3 are connected to side 1 of region 1. Applying the clockwise
rule results in a region numbering sequence 3 and 2 on side 1 of region-1. Similarly, in ex-
ample 2, regions 2 and 3 are connected to side 3 of region 1. In this case the connectivity or-
der will be regions 2 and 3 to side 3 of region 1.

Exanmle 1- region 1 connectivity input for side 1:

12 33 32
Exanmle 2- region 1 connectivity input for side 3:
32 12 13

Boundary type 9 allows for multiple boundary type specification; for example side 4 of re-
gion 1 is connected to another region and is partly a solid surface:

(2)

(1)

boundary type for side 4 of region 1 == 9

surface specification (input #45) is required for side 4-- the porosity variable is used for the
connecting side (1.0 for freeflow between the regions)

example: 4 1 50 0.0 300. 0 0.95
(the surface is defined to be at 300K and a porosity of 95% is used ONLY for the portion
which connects to region 2. You do not have to have the region cell boundaries lineup on

the region 1-region 2 interface. The code logic will determine the correct particle trajecto-
ry. Also, the cell range of 1-50 simply needs to be inclusive of the actual number of cells.)
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Example region connectivity for side 4 of region 1:
42 22 2 -1

Note: a pseudo-region, -1, is used to indicate where the solid surface is. Alternating regions and
pseudo-regions can be used to build complex geometries.

-;
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3.4 Species File Description (spec)

.

*

.

Example file for chlorine etch of silicon:
***************************************
* speciesdatafile *

***************************************
* ------------------------------------------------------------------

*ID
* Mwt Mol. mass Diam. #Rot.Deg. Rot.ReL Vlb. Rel. Vlb.Temp. specie wt. charge
* (kg) (m) Freedom Coil. # Coil. # (K)

cl

35.45 0.59e-25 3.831e-10 0.0 0.0 0.0 0.0 1.0 0.0
cl+

35.45 0.59e-25 3.831e-10 0.0 0.0 0.0 0.0 0.02 1.0
cl-

35.45 0.59e-25 3.831e-10 0.0 0.0 0.0 0.0 0.02 -1.0

C12
70.91 1.18e-25 5.405e-10 2. 5. 0.0 0.0 1.0 0.0

C12+
70.91 1.18e-25 5.405e-10 2. 5. 0.0 0.0 0.02 1.0

SiC12

98.99 1.647e-25 8.000e-10 2. 5. 0.0 0.0 1.0 0.0

All ofthe species information iscontained in the specfile. The order ofthe species inthespec
file is very hnportant; this order isassumed throughout the calculation. For example, when
specifying the initial conditions in the geometrv .inv file, the order of the species is assumed to be
the same as the order given here. An asterisk, *, in column 1 denotes a comment line.

Each species requires two lines of input.

line 1: species chemical symbol (used in postprocessing files, 6 characters long)

line 2: description of the species for transport and interactions:

molecular weight, molecular mass (kg), molecular diameter (m), #of rotational de-
grees of freedom, rotational relaxation collision number, vibrational relaxation col-
lision number, vibrational temperature, species weight (described below) and
charge. If either not modelling or have no information for rotationalhibrational in-
teractions, enter 0.0.

Species weighting is a strategy used to increase statistics on species that exist in low con-
centrations. Only two different specie weights are allowed: 1.0 and a number c 1.0. In the
example, you will see that either 1.0 or 0.02 are used for species weight. A species weight
less than 1 multiplies the cell ratio of the #of real molecules per simulated one. For exam-
ple, consider a mixture of 2 species: one with a mole fraction of 0.99 and the other 0.01. If
the weights were equal to 1.0 for both species and there were 100 computational particles in
the cell, 99 would be species 1 and 1 particles would be species 2. Thus, if there were only
20 particles in the cell, on the average, the 20 particles would all be species type 1! If the
species weight was 0.02 for species 2, then on the average, the cell would have 14 particles
of species 1 and 6 of species 2. Species weight must be a number between 0.0 and 1.0!
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3.5 Inlet File Description (ink%)

Example inlet file:
*

*- 15sccm -- point source -- new grid2
*
2 number of tables
*

111 table number, number of entries, BC type
* #/s

-0.038 6.7179e+18 0,00 -199.725255.79 255.79255 .790.0.0.1.0 0.0.
*

*- 15sccm distributedover fie outer-ring radius, outgassing boundary condition

222 table number, number of entries

* location #/m2s Vz Vr Tt Tr Tv C12
-0.001 2.669e20 0.0 0.0 300. 300. 300. 0.00.00.0 1.00.00.0
-0.033 2.669e20 0.0 0.0 300. 300. 300. 0.00.00.0 1.00.00.0

An inlet file is required if you specified an inlet as a boundary condition in the geometrv. inp file

(inlet file for BC types: +/-3x, +/-5x, i-17x,-t/-9x). An asterisk, *, in column 1 denotes a comment
line.

line 1: Number of tables to be read (number of separate inlets).

for each table:

first line: Table number, number of entries, table type
Table Types: 1-- point source, #/s (1 seem= 4.48e17 #/s)

2-- surface flux, #/m2-s
(note--a unit depth of lm is assumed in cartesian (XY)
coordinates)

3-- volume source, #/m3
Note: order of the tables is not important

next lines: single input line for each table entry
-inlet location, BC type specifies coordinate (m)
-flow rate (units depend on the BC type)
-Vx or Vz average inlet velocity vector (m/s)
-Vy or Vr average inlet velocity vector (m/s)

-Translational Temperature (K)

-Rotational Temperature (K)
-Vibrational Temperature (K)
-species mole fractions in same order as ~eometn. in~ and spec file

.
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inlet location:

The inlet location can be either x or y (z or r in axisyrnmetric systems). A single coordinate
is used since the inlet boundary conditions must be along a region boundary; the init2d code
determines the second coordinate to machine accuracy. If the BC type code specified in-
9me@ w.i is negative (i.e. -31, -52, -93, etc.) then the inlet location coordinate is assumed
to be either y or r. If the BC type code is positive, the inlet coordinate is either x or z.

flow rate:

for any boundary type: 3x, 5x, 7x, or 9x, each can have either a 1, or 2, or 3 type boundary.

Notes: - for a point source (+/-5x), lsccm = 4.48e17 #/s

- multiple point sources can exist along a boundary

- For BC 2 and 3, linear interpolation is used between input
values; profiles are modelled as a series of line segments.

- BC type +/-3x is generally used for a ‘line’ inflow boundary condition

- BC type +/-5x if for a point source (small inlet nozzle - code 1) or for
an outgassing surface (code 2).

- BC type +/-9x is for the special case where a region has both a surface and
region connection on the same side or for a porous connection between

regions.

velocities:

The input velocities are the average velocities; the translational temperature is used to

obtain the velocity distribution which is sampled for the inlet particle velocity.

Notes: - use standard sonic flow relationships (see Chapter 10) to obtain both

orifice velocities and exit temperatures (V* and T*)
- make sure that the velocity vectors are into the computational domain !

.
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3.6 Surface Chemistry File (surf_chenz)

The surface chemistry file contains a separate table for each type of material specified in the

geornetrv. inD file. An asterisks, *, in column 1 denotes a comment line.

Line 1: Number of material tables

FO eacr h table:

firstline: Table number, number of reactions, site density(#/m2).

Note: order of the tables is not important

Following Input (either one or two lines per material)
●0ne input line(A] required for simple surface reactions without surface tempera-
ture dependence or ion energy yield dependence (8 entries on first line)

00~tional line(B) for surface reactions with temperature dependence or ion energy
dependence (6 entries on second line)

Surface reaction probability can be defined with a simple sticking coefficient or it it can be a func-
tion of site coverage. The surface coverage model is simple: sites are either occupied or vacant.
Thus, only one type of surface species can be defined. Ion energy sputtering yield can also be de-
scribed for a surface reaction using the expression A(EaiOn- EaiOn)bas defined by Gray et al.
(1 Vat. M. TechnoL A, vol. 12, pp. 354-364, 1994).

-: A positive reaction type indicates that the reaction reaction rate is not temperature
dependent and no ion energy dependent yield information is required. Negative reaction
types indicate an extra line is read in to allow for surface temperature dependence and ion
energy dependent yield parameters.

1) reaction type: +/- 1 Simple model (no coverage dependence)
+/-2 Absorption rxn - takes open surface site.

+/-3 Etch reaction - vacates occupied surface site.
+/-4 Requires an open site but leaves the

surface unchanged.

2) reacting species number (corresponding to spec and geometrvinD files)

3) reaction product species #1
4) reaction product species #2 (specify O.if only one reaction product)
5) creation probability species #1
6) creation probability species #2
7) degree of surface specukw reflection (0.0 for diffuse)
8) Surface reaction probability (A)
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LiuQBi 1) B - surf. reaction temperature dependence (for Arrhenius fit K = ATBe~J)

2) Ea (joules) - surf. reaction activation energy

3) A - energy dep. etch yield in the form of A(EaiOn- Eati)b
4) a - energy dep. etch yield parameter
5) b - energy dep. etch yield parmeter
6) Eth (joules) - energy dep. etch yield threshold energy

The creation mobability contains reaction stoichiometry information; for Cl etch to create
SiC12the creation probability is 0.5 because it will only form once for two Cl’s that hit the sur-
face. (Cl --> 1/2 SiClz..... the 1/2 is the creation probability per incident particle)

exanmles:

●Cl recombination to C12can be described as either an overall reaction with a wall recombina-
tion coefficient of 0.1 for Cl --> 1/2 C12(fully diffuse reflected product):

1. 1. 4. 0. 0.5 0. 0. 0.1

Or, Cl recombination can be described as a two step process dependent on surface coverage:

Cl+ Si(s) -> SiCl(s) (reaction type 1)

Cl+ SiCl(s) -> SiC12(g) + Si(s) (reaction type 2)

2. 1. 0. 0. 0.0 0. 0. 1.0

3. 1. 4. 0. 1.0 0. 0.0.05

An example of temperature dependent etching rate is given for C2F6 etch of Si02

* OMEGA C2F6 plasma simulations with 10 rnxs, 11 species
* C2F6 CF, CF+, F, F+, F-, F2, SiF4, O, 02, CO
* 1 23 45678 9 10 11
1 number of material table types
*

* material 1 (wafer), wafer (Si02)

1.3. 1.75e19

2. 4. 0. 0. 0.5 0. 0. 0.3 (Make SiF2 Surface site)
3. 2. 8. 11. 0.5 1.0 0. 0.01

-3. 4. 8. 10. 0.5 0.5 0. 0.015823

0.0 16300.0.00.00.00.0
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Example su~_chern file:
*

* this file contain surface chemistry information for the

* UH - GEOM 1 Problem C12 chemistry
* Cl, Cl+ , Cl-, C12, C12+, SiC12
* 123456
*

2 number of material table types etch of Si --> SiC12
*

* material 1 (wafer), wafer
1.7. 1.75e19 table number, number of entries(reactions), site density(#/m2)

* Following input defines surface reactions on materialtype #1
*First two reactions are Cl recombination to C12 with surface coverage dependence (see explanation below)

2. 1. 0. 0. 0.0 0. 0. 1.0

3. 1. 4. 0. 1.0 0. 0.0.05
* Next reaction is Cl- reflecting at wall fully specular due to sheath.
1. 3. 3. 0. 1.0 0.0 1. 1.0

* Cl+ and C12+ion etching (doesn’t include values for energy dependent etch yield)
3. 2. 6.0 0. 1.0 0. 0. 1.0
1. 5. 6.0 0. 1.0 0. 0. 1.0
*

* material 2, upper head
2.4. 1.75e19
1. 1. 4. 0. 0.5 0. 0. 1.0

1. 2. 1. 0. 1.0 0.0 0. 1.0
1. 3. 3. 0. 1. 0.0 1. 1.0
1. 5. 4. 0. 1.0 0.0 0. 1.0
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3.7 Cross Section File (cross_section)

This file is used to specify a constant cross section for a particle-particle interaction instead of the
default VHS model. For cross sections not specified in this file the VHS model will be used.

Example cross_section file:
. * cross section input file - overwrite the VHS based values

* file for charged particles and neutral
*

9
21
100.e-20
24
100.e-20
26
100.e-20
31
100.e-20
34
100.e-20
36
100.e-20
51
100.e-20
54
100.e-20
56
100.e-20

line 1: number of entries

for each entry

first line: pair of species numbers as defined by the order in the spec file.

second line: collision cross section (m2)

.

.
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3.8 Gas Phase Chemistry File (chenz)

The number of reactions defined in the them file must match the number of gas phase reactions
specified in the geometrv. inv file. Formats for different types of reactions (elastic gas, charge
exchange and electron impact) are slightly different however, all reactions follow the same basic
input structure:

Each reaction requires the following input:
line 1: Character string (comment line) - same for all reaction types
line 2: MUST have 8 integers - defines reaction type and stoichiometry
line 3 for type 0,-1, & -2 MUST have 5 real numbers
line 3 for type -3 MUST have 2 integers and 1 real number -
line 4 for type -3 MUST have 6 real numbers - electron impact fit parameters

Second line: for reaction tvr)e Oto -2:
(Rxn type) a b (#in first product group) (#. in second group) c d e

for reaction tvDe -3 or -4:
(type) a b (stoichiometric coeff. first group) (stioch. coef. second group) c d e

Reaction types:
o elastic gas rxn - kinetic treatment
-1 charge exchange rxn, using YHS model
-2 charge exchange rxn using Rapp and Francis relationship
-3 electron impact rxn
-4 elastic gas rxn - continuum treatment (for trace-trace chemistry)

reaction stoichiometry format:
a + b --> (c + d) + (e), note: species are identified by order in spec file

note: (c + d) denotes the first product group
use a + b --> c + e for a simple binary chemistry exchange

Third line:
Reaction type Oor -4: Elastic gas reaction

Arrhenius collisional chemistry reaction rate expression: k = A TB exp(-Ea/kT)

Requires 5 real numbers:
1-- number of internal degrees of freedom
2-- Ea
3--A
4--B
5-- heat of rx (+ for exothermic) - joules

Reaction type -1: Charge exchange with constant cross-section, o
Requires 5 real numbers:
1-- probability

2--0 (m2)
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3--0.00
4--0.00
5--0.00

Reaction type -2: Charge exchange using model from Rapp & Frances(1962)
sigma = ( kl - k2*alog(vr) )**2

Requires 5 real numbers:
1-- kl for elastic collision
2-- k2 for elastic collision
3-- kl for charge exchange
4-- k2 for charge exchange
5--0.0

For example, this format was used by Kilgore, Wu and Graves (J. Vat. Sci.
Technol. B 12(1)) for an Ar plasma for MKS units on velocity. The following
parameter values are given:

1 = 7.746x1O-10
2 = 4.493X1O-11
3 = 1.288x1O-9
4 = 7.436x1O-11

Reaction type -3: Electron Impact reactions
Requires 2 integer numbers and 1 real number
second line variables:
1-- Reaction rate equation # (if cO, T in K instead of eV), defined below
2-- number of products (1 or 2)
3-- heat of formation (e.g., Franck-Condon)- joules

Fourth Line: Only Required for Electron impact reactions
Requires 6 real numbers:
Variables 1-6 are for electron impact reaction fits as described below
(note: when using fits that have less than six variables use 0.0 as a place holder)

Electron impact reactions rate equation forms:
Several different forms of equations can be used to express electron impact rate con-
stants as a function of electron temperature (either in eV or K).
The first parameter on the third line determines the form of the equation to be used.

Fit 1: K = kl * (Te**k2) * exp(-k3 / Te)
Fit 2: K = kl * (Te**k2) * exp(-k3 * Te)
Fit 3: K=kl * ((k2/Te) ** k3)
Fit 4: K = kl * (Te**k2) * exp((k3 / Te) + (k4/Te**2) + (k5TI’e**3)+ (k6/Te**4))
Fit 5: K = kl + (Te*k2) + (k3*Te**2) + (k4*Te**3) + (k5*Te**4) + (k6*Te**5)
***the sign of the fit specifies& unitsfor the electron temperature:

- (negative fit #) - Te is in K.
+ (positive fit #) - Te is in eV.

Variables kl-k6 for the fits are given in the fourth line.
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Two example them files follow:

Example 1: A 23 equation set of elastic gas reactions for air chemistry with 5 species: 02, N2, 0,
N, and NO. Species 1 == 02, 2==N2, etc.
*

02+ N-->2O+N
01421334
1. 8.197E-19 5.993E-12
*

02+ NO -->20 + NO
01521335
1. 8.197E-19 5.993E-12
*

02+ N2 -->20 + N2
01221332
1.5 8.197E-19 1.198E-11
*

202--> 20+ 02
01121331
1.5 8.197E-19 5.393E-11
*

02+ 0-->30
01321333
1. 8.197E-19 1.498E-10
*

N2+0-->2N+O
02321443
0.5 1.561E-18 3.187E-13
*

N2 + 02--> 2N + 02
02121441
0.5 1.561E-18 3.187E-13
*

N2 + NO --> 2N + NO
02521445
0.5 1.561E-18 3.187E-13
*

2N2 --> 2N + N2
02221442
1. 1.561E-18 7.968E-13
*

N2 tN --> 3N
02421444
1. 1.561E-18 6.9E-8
*

NO+ N2 --> N+O+N2
05221432
1. 1.043E-18 6.59E-10
*

NO+ 02--> N+O+02

-1.

-1.

-1.

-1.

-1.

-0.5

-0.5

-0.5

-0.5

-1.5

-1.5

-8.197E-19

-8.197E-19

-8.197E-19

-8.197E-19

-8.197E-19

-1.561E-18

-1.561E-18

-1.561E-18

-1.561E-18

-1.561E-18

--1.043E-18

05121431
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1. 1.043E-18 6.59E-10 -1.5
*

NO+ NO --> N+O+NO
05521435
1. 1.043E-18 1.318E-8 -1.5
*

NO+ O–>N+O+O

. 05321433
1. 1.043E-18 1.318E-8 -1.5
*

NO+ N-->2N+O
05421434
1. 1.043E-18 1.318E-8 -1.5
*

NO+ O--> O2+N
05311104
0. 2.719E-19 5.279E-21 1.
*

N2+0-->NO+N
02311504
0. 5.175E-19 1.120E-16 O.
*

02+ N--> NO+O
01411503
0. 4.968E-20 1.598E-18 0.5
*

NO+ N--> N2+O
05411203

-1.043E-18

-1.043E-18

-1.043E-18

-1.043E-18

-2.719E-19

-5.175E-19

2.719E-19

o. 0. 2.49E-17 O. 5.175E-19
y

0+0 + Ml –> 02 + Ml (note Ml denotes a third body partner-- the entry of -1 indicates the table index
0331010-1
0. 0. 8.297E-45 -0.5 8.197E-19
*

N+N + M2 --> N2 + M2
*

0441020-2
0. 0. 3.0051E-44 -0.5 1.561E-18
*

N+ N+ N--> N2+N
0441020-3
0. 0. 6.3962E-40 -1.5 1.5637E-18
*

N+O + M3 --> NO + M3
0431050-4

0. 0. 2.7846E-40 -1.5 1.043E-18
,.

.
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Example 2: Chlorine plasma with charge exchange and electron impact chemistry
*
* Cl, Cl+, Cl-, C12, C12+, SiC12
* 123456
*

Cl+ + Cl -> Cl+ Cl+ (charge exchange)
-1 2 1 11102

0.75 120.e-20 o. 0. 0.
*

C12+ + C12-> C12+ C12+ (charge exchange)
-154 11405

0.75 120.e-20 o. 0. 0.
*

Cl- + Cl -> Cl + Cl- (charge exchange)
-1 3 1 11103

0.90 240.e-20 o. 0. 0.
*

Cl+ + Cl- -> Cl + Cl (recombination)
o 2311101

0.0 0.0 5.e-14 0.0 1.5e-18
*

C12++ Cl- -> 2C1+ Cl (recombination)
o 5321111

0.0 0.0 5.e-14 0.0 1.26e-18
*

Cl- detachment to Cl (electron impact)
-3 3310100

1 1 0.0
2.94e-14 0.6803 .79940.00.00.0

*

C12 attachment to Cl + Cl- (electron impact)
-3 4411103

2 2 5.78e-19
2.21e-16 0.485 -0.1740.00.00.0

*

C12 dissociation to 2C1 (electron impact)
-3 4411101

1 2 0.96e-19
3.99e-14 0.1154 .430.00.00.0

*

C12ionization to C12+ (electron impact)
-3 4410500

1 1 0.0
2. 13e-14 0.77111 .70.00.00.0
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*

Cl ionization to Cl+ (electron impact)
-3 1110200

1 1 0.0
2.96e-14 0.55413 .10.00.00.0

*.
C12+ attachment to 2C1 (electron impact)

-3 5511101
3 2 1.84e-18
9.Oe-13 0.02585260.610.00.00.0

*
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3.9 Diagnostic Messages

The init2d code checks for several types of problem areas:

1-

2-

3-

4-

length of program arrays
-see section 9.2 for adjusting the parameters in init2d.h

region side connectivity
-the code will check the region side connectivity consistency. An error will

occur if the region connectivity section is not consistent between two regions

files
-the code will provide screen output when an input file is opened and closed to
facilitate debugging

the final screen output from the init2d code contains problem size definition
information. This can be used to determine parameters for the param.h file
(section 9.2)
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4. decomp2d - Decomposition Code Description

~ Decomposes the problem for parallel computing environment.

IJsagQ decomp2d paraml param2

paraml and param2 can be entered either on the command line, as shown, or
in response to interactive questions.

paraml: number of processors to decompose the input file, datap, into
param2: decomposition strategy (1 for sequential and 2 for block)

(recommend 1 for massively parallel and 2 for few processors)

Irmut files:
datap: geometry and boundary definition file from init2d

Outmt files:
dsmc.in2: decomposed data file -- specific to # of processors
dsmc.node: link list file to associate cell information with a processor.

used by restart2d and coupled plasma capability (GEMINI)

Notes”-

decomp2d does NOT need to be used if a single processor simulation is being done. The output
file from init2d, &tap, can be used directly by icarus.

We use decomposition strategy 1 for> -16 nodes and 2 for <-16 processors. For example, use 2
for a network of workstations, a Sun Dragon or SGI Power Challenge and use 1 for a Paragon or
nCUBE.

*
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5. icarus - Code and Command File (dsmc.in)

Goals:

Ui%G

Irmut Files:

Output Files:

Performs DSMC calculation and gathers statics.

icarus < @me. in &

*is a command line syntax file

dsmc.in2(MP), datap(lP)
dsmc.node, dsmc.restart (for restart calculation)
dsmc.em and dsmc.plasma (for plasma application)

Output filenames are defined in the dsmc.in
typical names are: cell. *. su~ * and wafez *
* denotes the time step when file was written.

File Descriptions:
cell.*

surface. *

wafer.*

them. *

plasma. *
particle.*

dsmc.log

dsmc.pump

Description

Contains macroscopic quantities of pressure, temperature, density, spe-
cies concentrations and velocities. Local Cell Knudsen number, CFL
number and it are also contained in this file.
Contains surface element information such as incident flux by species,
reflected flux(etchant), surface coverage, surface pressure, shear stress
and heat flux.
Contains wafer element information of angular and energy distribution
functions by species.
Contains statistics of the number of times each chemical reaction
occurred per cell.
Contains electron number density and temperature for each cell.
Contains information on ALL computational particles: position, velocity,
species, and kinetic energy
Contains log information of icarus run such as number of time steps,
number of particles, number of collisions, number of surface collisions,
etc.
Contains pump and pressure information when using the pressure feed-
back loop. Output includes old pressure at control point, new pump speed
and current pressure at control point.

.
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,

5.1 icarus Command List

This is a complete list of valid DSMC commands found in the dsmc.in file, their defaults, and the
“type” of parameters that should be used (i=integer,r=real,c=character string). The type (integer,
real, character string) of the parameters is important since the input parser expects certain kinds of
values. All of the input commands take one or more parameters. The keyword for each command
must begin in the left most column and all characters in the command should be in lower-case.
Parameters can be separated by arbitrary numbers of spaces and/or tabs.

Note: a ‘#’ as the first character denotes a comment line

i/o m?s
log file
id string
cell file
surface file
wafer file
movie file
gemini files
special file
plot file
chemistry file
particle file

input
read definition
read restart
read efield
load particles
loadn cutoff
loadv cutoff

output control
output screen
output cells
output surface
output wafer
output movie
output chemistry
output plot
output flag
output plasma
output particles
ion energy
neutral energy
s~ecies ener~v

dsmc.log
character string
cell
surface
wafer
movie
DSMC.OUT GD.COUNT
50 dsmc.nbari
dsmc.plot
them
particle

1.0 dsmc.def
1.01.0 dsmc.def dsmc.restart
dsmc.em dsmc.plasma
1.0
0
0

100
0
0
0
00.1
0
0
0
0
0
30.0
1.0
320.0

(c)
(c)
(c)
(c)
(c)
(c)
(cc)
(it)
(c)
(c)
(c)

(rc)
(rrcc)
(cc)
(r)
(i)
(i)

(i)
(i)
(i)
(i)
(i)
(i)
(i)
(i)
(i)
(i)
(r)
(r)
(ir). “.
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tic run param.
limit flag
debug flag
random seed

dsmc params
collision flag
vr-sigma flag
chemistry flag
exchange flag
adapt flag
stat flag
zero flag
coverage
collision limit

run params
time factor
pump speed
pump control
run

plasma option
gernini flag
ne flag
ne limit
efield flag
efield subcycle
field mult
ne mult
nion collide

01000.0
0
48729873

1
1
0
0
500.5
1
100
500
5

1.0
1.0
1001 .00.52.0 dsmc.pump
10000

0
0
1.e12 1.e19
1
11
1.0
1.0
0

no ionchem 99999

(ir)
(i)
(i)

(i)
(i)
(i)
(i)
(ir)
(i)
(i)
(i)
(i)

(i)
(r)
(irrc)
(ii)

(i)

(i)

(rr)

(i)

(ii)
(r)
(r)
(i)
(i)
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5.2 icarus Command Descriptions

#comments

blank lines are ignored. Everything on a line after last parameter is ignored. Lines starting with a
‘#’ are comments and are echoed into the log file.

.

-------------------------------i/o files------------------------------------

# log file

All info from this point on will dump into this file. Any previous file is closed. New file name can
exist, will be overwritten. Anything in input file before the first “log file” command will not be
echoed into a log file..
default = none

#id string

following character string will be printed at top of output files
default = none

# cell file

name of cell file to dump to; timestep # is appended to name; file can exist, will be overwritten.
default = cell

#surface file

name of surface file to dump to; timestep # is appended to name file can exist; will be overwritten
default = surf

# wafer file

.

name of wafer file to dump to; timestep # is appended to name file can exist; will be overwritten
default = wafer

# movie file

name of movie file to dump to; timestep #is appended to name file can exist; will be overwritten
default = movie
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# gemini files

control coupling to the Glow Discharge code(MPRES) for Plasma-DSMC (GEMINI) simulations
1st file is the file to write cell data file name
2nd file is the counter file updated by the GD code--if counter changed, then read dsmc.rate and
dsmc.em_l files
default = DSMC.OUT & GD.COUNT

# special file

1st parameter = output user-defined statistics every this many steps
2nd parameter = filename to record statistics in

dump user-defined statistics to a file every this many timesteps; user can edit output_special rou-
tine to change what stats are written out; value of Ofor 1st parameter means never write out;2nd
parameter not needed if 1st parameter is O;file can exist, will be overwritten
default = O

# plot file

name of plot file to dump tirnestep info to
file can exist, will be overwritten; only columns of numbers (no text) are written into this file to
make it suitable for post-processing by plotting programs; if this command is not specified, no
plot file is created
default = none

# chemistry file

name of chemistry file to dump to, timestep # is appended to name file can exist, will be overwrit-
ten
default = them

# particle file

name of the file to write information on ALL computational particles: position, velocity, species,
and kinetic energy.
default = particle
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----------------------------input-----------------------------------

# read definition

1st parameter= problem size scale factor
2nd parameter = data file

read problem definition from filename
use 1st parameter to scale problem size (divides scale base input value#13 in init2d input by this
value---e.e. >1 increases the number of computational particles)
reading a new definition file clears all info from previous runs

# read restart

1st parameter = problem size scale factor
2nd parameter = multiplier for initial density
3rd parameter = def data file
4th parameter = restart file

read problem definition from filename and restart info from restart file restart file is created by
running previously generated cell output files thru a serial restart program use 1st parameter to
scale problem size (divides scale base input value #13 in init2d input by this value---e.e. >1
increases the number of computational particles) reading a data and restart file clears all info from
previous runs this command causes loading of particles at the cell densities specified in the restart
file

# read xrestart

1st parameter= problem size scale factor
2nd parameter = multiplier for initial density
3rd parameter = def data file
4th parameter = restart file

same basic definition as ‘read restart’ except that the cell weights are the values from the defini-
tion file (dsmc.in2) rather from the restart file (dsmc.restart). This is useful for subsonic simula-
tions.

# read efield

1st parameter = efield filename
*

2nd parameter = plasma filename

read efield definition on grid from efield and plasma files uses efield file as prefix for zone files,

appends “_N’ to efield filename to generate zone filename for zone N next “run” following this

command must be unsteady. The efield file includes Er and EZ the plasma file includes ne and Te.
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#load particles

initialize cells with particles at freestream density and velocity scaled (multiplied) by specified
parameter shouldn’t speci~ this command when “read restart” command is used, since is done
automatically

# loadv cutoff

region with id number c= this number get loaded with particles with thermal and freestream com-
ponent of velocity; othersie only get thermal component of velocity. if= O,particles in all regions
get both freestream and thermal components
useful for loading particles in wake region of high-speed flow
default = O

> # loadn cutoff

region with id number e= this number get loaded with particles at ‘freestrearn’ density
if= O,all regions loaded with freestream density

default = O

.
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------------------------------output control ------------------------------------

#output screen

current timestep info displayed to screen and logfile every this many steps value of Omeans never
display
default = 100

#output cells

cell stats dumped to file every this many steps always dumped at the end of each run value of O
means never dump except at end of run
default = O

# output surface

surface stats dumped to file every this many steps always dumped at the end of each run value of
Omeans never dump except at end of run
default = O

# output wafer

wafer stats dumped to file every this many steps always dumped at the end of each run if wafer is
defined value of Omeans never dump except at end of run
default = O

# output movie

1st parameter = every this many steps
2nd parameter = probability of tagging a particle

particle stats dumped to movie file every this many steps also dumped at the end of each run 2nd
param determines what fraction of particles are dumped, not needed if 1st parameter= O cur-
rently this command only works if are running on 1 processor value of Omeans never dump
default = O

# output chemistry

chemical reaction stats dumped to file every this many steps always dumped at the end of each run
if chemistry is defined value of Omeans never dump except at end of run
default = O
# output flag

flag to invoke writing cell output file name into file dsmcfile see gemini flag to set dsmcfile name

(default filename = DSMC.OUT). This feature is useful to trigger a script to compress the output

files or run the post2d script.

default = O
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# output plasma

plasma parameters are dumpedto file every this many steps, contains ne and Te. Values are either
initial values or updated ne based on local charge neutrality assumption. Used to veri@ plasma
parameters used for computing electron impact chemistry rates.
default = O

# output plot

flag to invoke writing screen output to a file suitable for direct plotting (column format)
let flag= 1 to write file.
default = O

# output particles

computational particle information (position, velocity, species type, kinetic energy) are dumped to
a file every this many steps.
default = O

# ion energy

maximum value (in eV) to scale incoming wafer ion particle energies to see “species energy”
command for how to override this
default = 30.0

# neutral energy

maximum value (in eV) to scale incoming wafer neutral particle energies to see “species energy”
command for how to override this
default = 1.0

# species energy

1st parameter = species id number
2nd parameter = energy value (eV)

set incoming wafer particle energy for this species to this energy value these energies are set to
values specified by “ion/neutral energy” commands every time a “run” command is performed
this command overrides those defaults for a specific species specifying energy value of 0.0 unsets
a previous setting -- use the default “ion/neutral energy” value
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----------------------------mist run params -----------------------------------

#limit flag

1st parameter= # of timesteps
2nd parameter = #of CPU seconds

check every this many timesteps to see if total run time has exceeded this many CPU seconds
value of O for 1st parameter means never check if it has, stop the program immediately units of
seconds for 2nd parameter, only needed if 1st parameter -0
default = Ofor 1st parameter
# debug flag

flag for whether to print verbose messages to screen
O= none,
-1 = definition file printout checkpoints
1 = some (hung particles in move),
2 = debug info during move
3 = module debug info (in dsmc)
default = O

# random seed

initial seed for random number generator seed only used 1st time the generator is called after
this command is specified if not specified, program will initialize generator with default seed
default = 12345678

,
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---------------------------dsmc pa.rams--------------------------------------

# collision flag

flag for whether or not to perform collisions O= do not, 1 = do collisions
default = 1

# vr-sigma flag

flag to control resetting the max. Vmigma product during the unsteady phase for the no-time
counter collision logic
default = 1 (reset product and force a collision in every cell)

# chemistry flag

flag for whether or not to perform chemistry O= no chemistry, 1 = B/L chemistry, 2 = maximum-
entropy chemistry
default = O

# exchange flag

flag for kind of energy exchange in collisions

O = Borgnakke-Larsen, 1 = maximum entropy

default = O

# adapt flag

adjusts cell weight to reduce # of computational particles/cell; mass is conserved
1st parameter = number of particles per cell to limit to
2nd parameter = tolerance factor

determines whether or not to limit maximum particles in a cell
1st parameter= 0-> no limit (2nd parameter not needed)
1st parameter= n -> delete particles if more than n*( l+tolerance) in a cell
for efficiency of adapt routine, tolerance should be set >= 0.25
default =50 for 1st parameter, 0.5 for 2nd parameter

# stat flag

accumulate cell statistics every this many timesteps O= never accumulate
default = 1 (every step)

# zero flag

.

zero out accumulation quantities every this many timesteps used to run unsteady flow, is ignored

when running steady flow O = never zero out quantities

default = 100
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#coverage

Number of time steps between coverage calculation during unsteady portion--Note: coverage
chemistry activated by input files from init2d

default=500

# collision limit

max number of collisions allowed for any one particle
default = 5
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--------------------------------run params ------------------------------------

# time factor

time scale factor to multiply timestep by in all regions this parameter is NOT cumulative, should
be set explicitly to the desired scale factor to dilate or compress time for each stage of a run
default = 1.0
# P1.mlpspeed

pumping speed (in mA3/see) of region defined as vacuum pump value of 0.0 turns off pump other
pump parameters (region, pump volume) must be defined in “read definition” file
default = 0.0

# pump control

1st parameter = adjust pump speed every this many steps
2nd parameter = target pressure in specified cell (Pascals)
3rd parameter = minimum allowed pump speed
4th parameter = maximum allowed pump speed
5th parameter = data file to record pump parameters in

control pump speed so as to achieve target pressure in one simulation cell; this command only
applies to the next “run”, which must be unsteady; cell # for target pressure is specified in “read
definition” file; initial pump speed will be whatever is specified by “pump speed” command;
pump speed will be kept between min and max values; data filename can exist, will be overwrit-
ten

# run

1st parameter= # of timesteps
2nd parameter = O(unsteady). 1 (steady)

run or continue DSMC for this many timesteps.

unsteadv mode: zeroes out cell, surface, and collision statistics at the beginning of the “run” com-

mand and every so many steps (see “zero flag” command). Also resets the maximum OVr per cell

used by the NTC collision model.

steadv mode: all statistical quantities continuously accumulate
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-----------------------------------plasma option-------------------------------

# gemini flag

flag to enable plasma coupling with the MPRES plasma code running on a separate workstation.
Value of flag is the time step frequency during the steady phase in which the DSMC code will
check the MPRES.COUNT (default file) for a change which will signal new dsmc.rate and
dsmc.em files to be read. Program control will exit current steady logic and continue to next com-
mand entry.
default = O

# ne flag
flag to invoke local charge neutrality for calculation
averaging every neflag time steps in steady phase.
default = O

# ne limit

of ne (electron number density). Perform

minimum and maximum values for electron number density (ne) based on local charge neutrality
default = 1.e12 and 1.e19 #/m3

# efield flag

determines use of efields during a “run”
O= no fields (turn them off if used previously)
1 = apply fields during particle move
2 = apply fields during particle move and do ion chemistry
if 1 or 2 is specified then must do a “read efield” before unsteady “run”
default = O

# efield subcycle

1st parameter= # of timestep subcycles in bulk interior region
2nd parameter = #of timestep subcycles in sheath region

number of timestep subcycle to perform in particle move of charged ions only useful when “efield
flag” is set so as to turn on efields
default = 1 for both parameters

# field mult

multiply the electrostatic fields by this value; must occur BEFORE the ‘read efield’ command to
alter the input values.
default = 1.0
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# ne nmlt

multiplier for the input electron number density - must occur BEFORE the ‘read efield’ command
default = 1.0

# nion collide

option to turn off elastic collisions for the negative ions (if= O);recombination chemistry will still
occur if chemistry option ‘-4’ is used
default = 1 (collisions)

#no ionchem

option to turn off Lorentz force transport and electron impact chemistry for regions greater than or
equal to this value
default = 99999 (operate in all regions)
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5.3 Example dsmc.in Files

Examtie 1: Using Initial Freestrearn Conditions

.

# Neutral flow reactor dsmc.in file

.
log file dsmc.log
output screen 100
zero flag 100
pump control 1000.750.0030.3 dsmc.pump
pump speed 0.03
read definition 0.2 dsmc.in2
load particles 6.0
adapt flag 5000.25
time factor 1.0
run 200000
output cells 5000
output surface 5000
adapt flag 10000.25
time factor 1.0
run 4m 1

Exarrmle 2:Using Restart File

#shield calculations with shorter length

log file
output screen
zero flag
pump control
pump speed
read restart
adapt flag
time factor
run
output cells
output surface

? output wafer
adapt flag
time factor
run

dsmc.log
100

100
1000.750.011.0 dsmc.pump
0.05

1.0 0.3 dsmc.in2 dsmc.restart
5000.25
1.0

200000
5000
5000
5000
10000.25
1.0

4000001
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5.4 Diagnostic Messages

1- code parameters are checked with input values... see section 9.2 for changing

2-

3-

4-

5-

6-

7-

8-

9-

param.h

if the ‘debug flag’ is set to -1, input diagnostic as the file is read will be performed

messages: ‘Too many in reacta’ or ‘Too many in create’ indicate that the max. number
of particles per processor has been exceeded (lmrno in pararn.h). Either increase lmmo
and recompile or use the adapt flag to limit the number of computational particles per
cell.

a message: ‘Too many in self-communicate’ indicates that the communication buffer
array is too small (gbuf in param.h). Either increase gbuf and recompile, decrease the
time step, or limit the number of particles in the simulation by using the adapt limit or
the global scale factor on the read def (read restart) input.

‘Stop - Comm buffer overflow’ indicates that the buffer is too small ....code hangs in a
MP environment. Either increase the buffer size, gbuf, and recompile or reduce the
number of simulation particles by using adaptor the global scale factor on the read def
(read restart) input.

Icarus checks for consistency between the input files (dsmc.in2 and dsmc.restart) and
the number of processors requested. That is, you cannot run a 2 processor simulation if
either the input file, dsmc.in2, or the restart file, dsmc.restart, were created for a differ-
ent number of processors or load balancing schemes. Rerun either (or both) init2d or

decomp2d as necessary.

a message in “which surface” indicates that a computational particle is hung. That is,
round-off error has caused a particle position to be undefined in the computational
domain. This error is only a problem if it occurs many times per time step; check the
output after a run step (unsteady or steady) where the #-hung particles per time step are
computed.

Check the output after each run step (unsteady or steady) for global statistics to deter-
mine if the simulation is running satisfactory. For example, for statistical reasons, there
should be at least -10 particles per cell.

Load balancing information is printed at the of each run step (unsteady or steady). This
information includes a 10 group histogram of the computational time during specific
code blocks.
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10- messages: ‘Too many in init’ or ‘Too many in create’ indicate that the max. number of
particles per processor has been exceeded (lrnmo in param.h). Either increase lmrno
and recompile or use the adapt flag to limit the number of computational particles per
cell. NOTE: when this message occurs, no more computational particles are loaded
into the cells for that processor. For example, during problem initiation, if the message:
‘Too many in init’ occurs, then the remainder of the cells for that processor will not
have any particles -- a vacuum condition.
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6. restart2d - Code Description

Goal- Generate starting solution for a icarus calculation with the same grid.-

Umg!z restart2d cell.* value

cell. *: icarus cell data file (default cell. 1000, cell.2000, etc.)
value: optional input 2 for amp restart case and 1 for a single processor case

Note: if dsmc.node file (mp file) does not exist, single processor assumed
interactive response to creation of a rep(2) or single processor( 1) restart file

Additional Irmut files:
if single processor file, none
if mp restart file, dsmc.node (from decomp2d)

OUtDUt files:

dsmc. restart: file for icarm

Notes”-

mp to mp
The dsmc.node file has to be decomposed for the restart calculation (dsmc.in2). You can change
the number of processors between restart runs(i.e. start with 256 and then restart with 128).

lp to mp
Just use the dsmc.node file of the decomposed input file.

mp to lp
Just select the option, 1, to decompose into a dsmc.restart file for a lp simulation.

mist:

restart2d only requires the number of grid cells and region distribution to remain the same as well
as the number of chemical species; boundary conditions, reaction rates, vacuum pump flows, etc.
can be changed during the restart simulation.

NOTE: re@zrt2d uses only the macroscopic properties (cell density, velocity, temperature, etc)

and assumes a Boltzmann distribution to restart a simulation. Therefore, several unsteady time

steps are required to obtain non-equilibrium conditions before the steady ensemble phase should

begin.
—.
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7. regrid2d - Code Description

~: The regrid2d program serves three basic functions:

1. Allows the icarus program to be startedfrom a continuum code,

2. Allows an icarus solution to be restartedon a different grid or a different NIPconfiguration.

3. To couple the icarus code with the ~~ code. This coupling includes both icarus-
>~~ and Mpm->icarus.

Each of the different restarttypes will be discussed below in some detail.

1. To start icarus from a continuum code.
At the present time the only supported format is 2D Tecplot binary (point or block). Future plans
include the addition of other formats.

IJw32L regrid2d -btecplot -mpjilel

-btecplot: Command line input to set the input type offilel
-rep: Command line input to set MP restart
jilel: 2d tecplot binary in block or point format

Reauired irmut files:
dwnc.in2: Provides grid point location for the inverse distance interpolation
dsmc.node: Provides processor mapping.
btecplot.map: Provides the variable mapping (similar to post2d.vlist)

Output file:
dsmc.restart - A restart file for icarus

2. To restart icarus from a prior icarus solution.
At present this restart type requires the same number of species for the old and new simultaneous.

L&G regrid2d -dsmc -mpfilel

-dsmc: Command line input to set the input type offilel
-rep: Command line input to set MP restart
jilel: Data file from icarus code -- for example cell.40000

Reauired irmut files:
dsmc.in2: Provides grid point location for the inverse distance interpolation
dsmc.node: Provides processor mapping.

dsmc. in2_old Provides original grid point location
dsmc.node_old Provides original processor mapping.
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Outmt file:
dsnzc.restart - A restart file for icarus

3a. To restart icarus from MPRES code.

Uw!2i regrid2d -glow -mp$lel

-glow: Command line input to set the input type offilel
-rep: Command line input to set MP restart
jilel: A MPRES ASCII output file

Reauired intmt files:
dsmc.in2: Provides grid point location for the inverse distance interpolation
dsmc.node: Provides processor mapping.
glow.map: Provides the variable mapping (similar to post2d.vlist)
Sheath: Provides em-field at domain boundaries

Outrmt files:
dsmc.restart - A restart file for icarus
dsmc.plasma - Provides electron densities and temperatures for icarus
dsmc.em - Provides em-field for icarus

3b. To restart MPRES from icarus

Ihiu2= regrid2d -glow -mp$lel @e2

-glow: Command line input to set the input type of filel
-rep: Command line input to set MP restart
fzlel: A MPRES ASCII output file
jile2: Data file from icarus code -- for example cell.40000

Reauired irmut files:
dsmc.in2: Provides grid point location for the inverse distance interpolation
dsmc.node: Provides processor mapping.
dsmc.map: Provides the variable mapping (similar to post2d.vlist)

OUtDUt file:
glow. restart - A restart file for MPRES
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Given a Tecplot binary File with a variable list as follows:

variable 1 = Physical coordinate Z(m)

variable 2 = Physical coordinate R(m)

variable 3 = Velocity Component Vz(rn/s)

variable 4 = Velocity Component Vr(m/s)

variable 5 = Pressure P(pa)

variable 6 = Translational Temperature Tt(k)

variable 7 = Density f)(kg/m3)

variable 8 = Mach Number M

variable 9 = Vibrational Temperature Tv(k)

variable 10= Diatomic Nitrogen N2(kg/m3)

variable 11 = Atomic Nitrogen N(kg/m3)

An example of a btecplot.map file

* This is an example of a two species mapping from a btecplot output file to icarus.

* This is the btecplot mapping file. The star in the first line is a comment statement.

* The btecplot index is the order the var. appears in the btecplot output file.
*

* Z/R are defined and the direction is reversed on Z.
* The dsmc var 1 defines Z and dsmc var 2 defines R

* the first 10 spaces are defined for char. use only...
*

* var. name dsmc var btecplot default/mult

z 1 1 1.0

r 2 2 1.0
* the dsmc var51 through 100 define the species number density. The order is given by

* adding the icarus species number to 50. i.e. species 1 is indexed as 51, 2 as 52, etc.
* The mass density is converted to a number density by the column 4 multiplier.
*

* var. name dsmc var btecplot defaultlmult
n2 51 10 2. 1507e25

n 52 11 4.3014e25



* The dsmc var 100 through 200 defines the species V x/z velocity. The order is given by adding

* the icarus species number to 100.
*

* var. name dsmc var btecplot defaultimult
Vz_n2 101 3 1.0
Vz_n 102 3 1.0
* The dsmc var 200 through 300 defines the species V y/r velocity. The order is given by adding

* the icarus species number to 200.
*

* var. name dsmc var btecplot defaultimult
Vr_n2 201 4 1.0
Vr_n 202 4 1.0

* The dsmc var 300 through 400 defines the species translational temperature.

* The order is given by adding the icarus species number to 300.
*

* var. name dsmc var btecplot defaultimult
tt_n2 301 6 1.0
tt_n 302 6 1.0
* The dsmc var 400 through 500 defines the species rotational temperature.

* The order is given by adding the icarus species number to 400.
*

* var. name dsmc var btecplot defaultimult

tr_n2 401 6 1.0
tr_n 402 6 1.0
* The dsmc var 500 through 600 defines the species vibrational temperature.

* The order is given by adding the icarus species number to 500.
*

* var. name dsmc var btecplot default/mult
tv_n2 501 9 1.0
tv_n 502 9 1.0
* The dsmc var 600 through 700 defines the species weights cxy. The order is given by adding
* the icarus species number to 600.

* NOTE: as the code is set up the cxy are over-written by the values in the dsmc.in2 file.
*

* var. name dsmc var btecplot default/mult
cxy_n2 601 -1 1.0

cxy_n 602 -1 1.0
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An example of a glow.map fle

* This is an example of a six species mapping from a MIRES output file to icarus.

* This is the glow mapping file. The star in the first line is a comment statement.
. * The glow index is the order the var. appears in the MPRES output file.

*

a * Z/R are defined and the direction is reversed on Z.

* The dsmc var 1 defines Z and dsmc var 2 defines R
* the first 10 spaces are defined for char. use only...
*

* var. name dsmc var MPRES default/mult
z 1 2 -1.0
r 2 1 1.0

* the dsmc var51 through 100 define the species number density. The order is given by

* adding the icarus species number to 50. i.e. species 1 is indexed as 51, 2 as 52, etc.
*

* var. name dsmc var MPRES defaultimult
n_cl 51 7 1.0
n_cl+ 52 5 1.0
n_cl- 53 6 1.0
n_c12 54 9 1.0
n_c12+ 55 4 1.0
n_Sic12 56 8 1.0
* The dsmc var 100 through 200 defines the species V x/z velocity. The order is given by adding

* the icarus species number to 100. The MPRES output provides no velocity data so a value of-1

* in the glow CO1.,tells the mapping code to apply the constant value in CO1.4 over the
* entire domain.
*

* var. name dsmc var MPRES defaultlmult
vz_cl 101 -1 0.0

vz_cl+ 102 -1 0.0
vz_cl- 103 -1 0.0
vz_c12 104 -1 0.0
vz_c12+ 105 -1 0.0
Vz_Sic12 106 -1 0.0

. * The dsmc var 200 through 300 defines the species V y/r velocity. The order is given by adding

* the icarus species number to 200. The glow output provides no velocity data so a value of-1
* * in the glow CO1.,tells the mapping code to apply the constant value in CO1.4 over the

* entire domain.
*
*
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* var. name dsmc var MPRES default/mult

Vr_cl 201 -1 0.0
Vr_cl+ 202 -1 0.0
Vr_cl- 203 -1 0.0
Vr_c12 204 -1 0.0
Vr_c12+ 205 -1 0.0
Vr_Sic12 206 -1 0.0
* The dsmc var 300 through 400 defines the species translational temperature.

* The order is given by adding the icarus species number to 300. The MPRES output

* temperature is not used data so a value of-1 in the glow CO1.,tells the mapping code

* to apply the constant value in CO1.4 over the entire domain.
*

* var. name dsmc var MPRES defaultimult
tt_cl 301 -1 500.0
tt_cl+ 302 -1 500.0
tt_cl- 303 -1 500.0
tt_c12 304 -1 500.0
tt_c12+ 305 -1 500.0
tt_Sic12 306 -1 500.0
* The dsmc var 400 through 500 defines the species rotational temperature.

* The order is given by adding the icarus species number to 400. The MPRES output

* provides no temperature data so a value of-1 in the glow CO1.,tells the mapping

* code to apply the constant value in CO1.4 over the entire domain.
*

* var. name dsmc var MPRES default/mult
tr_cl 401 -1 500.0
tr_cl-l- 402 -1 500.0
tr_cl- 403 -1 500.0
tr_c12 404 -1 500.0
tr_c12+ 405 -1 500.0
tr_Sic12 406 -1 500.0
* The dsmc var 500 through 600 defines the species vibrational temperature.
* The order is given by adding the icarus species number to 500. The MPRES output
* provides no temperature data so a value of -1 in the glow CO1., tells the mapping

* code to apply the constant value in COI.4 over the entire domain.
*

* var. name dsmc var MPRES defaultimult

tv_cl 501 -1 500.0
tv_cl+ 502 -1 500.0
tv_cl- 503 -1 500.0
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tv_c12 504 -1 500.0

tv_c12+ 505 -1 500.0

tv_Sic12 506 -1 500.0
* The dsmc var 600 through 700 defines the species weights cxy. The order is given by adding.
* the icarus species number to 600. The MPRES output provides no weight. data so a value of-1

* in the glow CO1.,tells the mapping code to apply the constant value in CO1.4 over the,.
* entire domain.

* NOTE: as the code is setup the cxy are over-written by the values in the dsmc.in2 file.
*

* var. name dsmc var MPRES default/mult

cxy_cl 601 -1 1.0

cxy_cl+ 602 -1 1.0

cxy_cl- 603 -1 1.0

cxy_c12 604 -1 1.0

cxy_c12+ 605 -1 1.0

cxy_Sic12 606 -1 1.0
*

* The dsmc var 1000 through 2000 defines the plasma. The dsmc var 1001 is the
* electron temperature and 1002 is the electron density.
*

* var. name dsmc var MPRES defaultlmult
Te 1001 10 1.0

ne 1002 3 1.0

* The dsmc var 2000 through 3000 defines the em-field mapping Ex/z is defined as 2001 and

* Ey/r is defined as 2002
*

* var. name dsmc var MPRES defaultimult

Ez 2001 13 -1.00

Er 2002 12 1.00
*

* If a mapping is not provided in the file the constant

* default values defined in the code are used.....
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An example of a dsmc.map file

* This is an example of a six species mapping from a icarus output file to MIRES.

* This is the dsmc mapping file. The star in the first line is a comment statement.
* The glow index is the order the var. appears in the MPRES output file.
* If a -1 appears in the 3 column the that MPRES vtiable is not over-written and value in

* the MIRES output file are used. If a valid variable index appears in column 3 then the
* value is over-written with the icarus value.
*

* Z/R are defined and the direction is reversed on Z.

* The dsmc var 1 defines Z and dsmc var 2 defines R

* the first 10 spaces are defined for char. use only...

* var. name dsmc var MIRES defaultimult

z 1 2 -1.0

r 2 1 1.0
*

* the dsmc var 51 through 100 define the species number density. The order is given by
* addingtheicw5sPecie5numberto50.i.e.species 1 is indexed as 51, 2 as 52, etc.

* Variables 19, 22, 21 are over-written with the icarus values, while the other species retain

* there original values.
*

* var. name dsmc var MPRES defaultimult

n_cl 51 19 1.0

n_cl+ 52 -1 1.0

n_cl- 53 -1 1.0

n_c12 54 22 1.0

n_c12+ 55 -1 1.0

n_Sic12 56 21 1.0

* The dsmc var 100 through 200 defines the species V x/z velocity. The order is given by adding
* the icms species number to 1000No velocity data is provided to MpRES 50 a value of -1

* in the ~~s col., in the mapping file causes the variable to be skipped.

*

* var. name dsmc var MPRES default./mult

vz_cl 101 -1 0.0

vz_cl+ 102 -1 0.0

vz_cl- 103 -1 0.0

vz_c12 104 -1 0.0

vz_c12+ 105 -1 0.0

Vz_Sic12 106 -1 0.0

* The dsmc var 200 through 300 defines the species V y/r velocity. The order is given by adding

* the icarus species number to 200. The order is give by adding
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* the icarus species number to 100. No velocity data is provided to MPRES so a value of-1
* in the MPRES CO1.,in the mapping file causes the variable to be skipped.
*

* var. name dsmc var MPRES defaultimult

Vr_cl 201 -1 0.0
Vr_cl+ 202 -1 0.0,!
Vr_cl- 203 -1 0.0

Vr_c12 204 -1 0.0
Vr_c12+ 205 -1 0.0

Vr_Sic12 206 -1 0.0

* The dsmc var 300 through 400 defines the species translational temperature.

* The order is given by adding the icarus species number to 300. No temperature data is provided
to MPRES so a value of-1
* in the MPRES CO1.,in the mapping file causes the variable to be skipped.
*

* var. name dsmc var MPRES defaultimult
tt_cl 301 -1 500.0

tt_cl+ 302 -1 500.0
tt_cl- 303 -1 500.0
tt_c12 304 -1 500.0
tt_c12+ 305 -1 500.0
tt_Sic12 306 -1 500.0
* The dsmc var 400 through 500 defines the species rotational temperature.
* The order is given by adding the icarus species number to 400. No temperature

* data is provided to MPRES so a value of-1 in the MPRES CO1.,in the

* mapping file causes the variable to be skipped.
*

* var. name dsmc var MPRES defaultimult
tr_cl 401 -1 500.0
tr_cl+ 402 -1 500.0
tr_cl- 403 -1 500.0
tr_c12 404 -1 500.0

tr_c12+ 405 -1 500.0

tr_Sic12 406 -1 500.0

* The dsmc var 500 through 600 defines the species vibrational temperature..
* The order is given by adding the icarus species number to 500. No temperature

* data is provided to MPRES so a value of-1 in the MPRES CO1.,in the
a

* mapping file causes the variable to be skipped.
*
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* var. name dsmc var
tv_cl 501

tv_cl+ 502
tv_cl- 503

tv_c12 504

tv_c12+ 505

tv_Sic12 506

MPRES defaultimult
-1 500.0
-1 500.0

-1 500.0

-1 500.0

-1 500.0

-1 500.0

* The dsmc var 600 through 700 defines the species weights cxy. The order is given by adding
* the icarus species number to 600. No species weights data is provided to MPRES
* so a value of-1 in the MPRES CO1.,in the mapping file causes the variable to be skipped.
*

* var. name dsmc var MPRES defaultimult
cxy_cl 601 -1 1.0
cxy_cl+ 602 -1 1.0
cxy_cl- 603 -1 1.0
cxy_c12 604 -1 1.0
cxy_c12+ 605 -1 1.0
cxy_Sic12 606 -1 1.0
*

* The dsmc var 1000 through 2000 defines the plasma, The dsmc var 1001
* is the electron density. A new ne is given to the MPRES code in the variable

* three location.
*

* var. name dsmc var MPRES defaultimult
ne 1001 3 1.0
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8. Postprocessing Codes

?.

post2d:
-cellwise information
-converts particle statistics into macroscopic quantities:

pressure, density, velocities, temperatures, species concentrations, etc.
-use cell data files from icarus

surface2d:
-information for surface elements (sides of cells which are boundaries):

surface pressure, shear stress, & heat flux
-incident flux by species
-reflected flux from surface reactions (i.e. etch products)
-use surface cell files from icarus

waferxy2d:
-angular and energy distribution of incident particles (by species)
-information only for designated surfaces (storage limitations)
-output format is in pseudo-2D format
-use wafer files from icarus

stat2d:
-generate statistics between two output files (different iteration steps)
-quantify the rate of change of specific variables to indicate whether a converged

solution has been attained.

example usage:
post2d cell.10000@le2

(file cell.10000 from icarus, filefile2 created by post2d)

preplotjle2
(Tecplot supplied file to create binary input file$le2.pit)

tecplot jile2.plt
(Tecplot graphics package forfile2.plt data set)

Default outmt file format is Tecnlot (commercial Dlottinc nacka$zel

69



8.1 Macroscopic Cell Information (post2d)

Goal”- -specify the output variables from the cell data file
-re-order spatial coordinates
-units conversion (i.e. pascals to mtorr, K to C, meters to cm or inches)

Eu!2 post2d cell. * cellout
or post2d them. * chemout
or post2d plasma* plasmaout

cell. *: output data file from icarus code -- for example cell.40000
cellout:output file in Tecplot format (requires preplot)

Other inmt files:
post2d.vlist (optional - will use default output variable list)
datap

Variables: -variables 1-14 are default in the cell.* file (hardwired Variable Index number)
-’*’ in column 1 signifies a comment

Variable Type
1
2
3
4
5
6
7
8
9
10

11
12
13
14
15

Variable Name
X or Z (first dimension-m)
Y or R (second dimension-m)
#/cell (average number of computational particles per cell)
number density (#/m3)
pressure (pascals)
cell weight (icarus parameter)
velocity, first direction - Vx or Vz (m/s)
velocity, second direction - Vy or Vr (m/s)
Maxwellian translation temperature (K)
Maxwellian rotational temperature (K)
Maxwellian vibrational temperature (K)
average temperature (K)
cell Knudsen number (mfp / characteristic cell length)
cell CFL number (avg. velocity/ cell length/dt)
Mean Free Path MFP (m)

5x species x mole fraction

lox species x velocity for first dimension (m/s)
20X species x velocity for second dimension (m/s)

30X species x average temperature (K)

Note: use the string, ‘END’, as the last variable name to avoid problems with extra lines at the end
of the file.
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Example post2d.vlist file

*

* * in CO11 for comment or to comment out a line
* specie number fractions are 5x where x is the specie #
* specie velocities are in pairs of 10x and 20x for Vz and Vr

P *
*vm. nme( 10 Chw MAX) multi. factor Var. index

X(m) 1. 1
Y(m) 1. 2
n 1. 4
p(mtorr) 7.50075 5 convert Pa to mtorr
Vx(rds)
Vy(rrh)
Tt(k)
Kn
cm
Ar
N2
Ti
*N
*A+

*Sih4
vx_Ar
vy_Ar
Vx_N2
Vy_N2
*Vx_Ti
*Vy Ti
*VX–N
*Vy~N
*vx_Ar+
*vy_Ar+
tAr
t N2
t Ti
END

1.
1.

1.
1.
1.

1.
1.

1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.

1.
1.

1.0
1.0

1.0

7
8

9
13
14

51 species mole fract. inputs
52

53
54
55
55
101 species Velocities
201
102
202
103
203
104
204

105
205

301 species temps.
302 species temps.

303 species temps.
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8.2 Surface Information (surface2d)

Goal: Converts boundary cell information to surface fluxes and reactant fluxes (etchant flux).

- surface2d sufl * su~out

interactive responses to region #, material #

(note: region #’s to plot and material #s from geometryinv file)

Other Input Files:
&tap

Output Files:
‘@OUt - OLl@lt file is in ‘- ---~ . . r. .....

Variables: 1
2
3

4

5
6
7

7+1

7+2

Xor Z
Yor R
P

shear

qwall
avg. hits
tot. hits

I specl

I spec2

7+i+l R specl

7+i+2 R spec2

lecplot rormat

first dimension, X or Z (m)
second dimension, Y or R (m)
surface pressure (pascals)

surface shear stress (N/m2)

surface heat flux (W/m2)
average number of particle-surface collisions per time step
total number of particle-surface collision in sample

incident flux for species 1 (#/m2-s)

incident flux for species 2 (#/m2-s)

surface reaction flux for species 1 (#/mA2-s)

surface reaction flux for species 2 (#/mA2-s)

Note: spec 1 and spec2 will be replaced with their respective character strings from the spec file.

.-,

,..
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8.3WaferInformation(waferxy2d)

.

Q@ Convert boundary wafer cell statists to incident angular and energy distributions.

- waferxy2d wafe~ * waferout

w- from icarus code (i.e. wafer.1000)
waferout in Tecplot format
(the surface cells designated as ‘wafer’ are defined in the geometry.inv file.)

Other Irmut Files:

datap

Variables: 1
2
3

4
5
.

3+i

3+i+l
3+i+2

first dimension, X or Z (m)
second dimension, Y or R (m)
delta angle increment, dAng (deg)

normalized angular distribution function for species 1 (A spec 1)
normalized angular distribution function for species 2 (A spec2)

normalized angular distribution function for species i (A speci)

delta energy increment for species 1, dell (eV) (dE specl)
normalized energy distribution function for species i, eng 1 (E spec 1)

note: spec 1, spec2, and speci will be replaced with their respective character strings from spec file

to plot normalized angular distributions:
select variable 3 for the x plot variable
select variable 4- 3+i for they plot variable

to plot normalized energy distributions:
select variable 3+i+l for the x plot variable for species 1
select variable 3+i+2 for they plot variable for species 1

Note: The reason for this data structure is that all species have the same angular increment for
the angular distribution function (1 degree for axisyrnmetric systems and 2 degrees or Cartesian).
However, each species can have its own range of energy distribution function: Oto X ev.

The output data is normalized by species for both the angular and energy distributions.
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8.4 Cell Convergence Statistics (stat2d)

UswL stat2d cell. * cell.**

cell. *: 2d tecplot binary of dsmc solution at time 1
cell. **: 2d tecplot binary of dsmc solution at time 2

the order of filel and file2 is not important.

Other input files:
post2d.vlist: for each variable in column 3 (third variable after variable name)

O-skip variable
1- obtain statistics for variable

note: is standard default post2d.vlist is used, no
variables are marked

Output files:
stat. out - A text file with following info for each region and globally.

rein(%) = percent change in the rnin value of a variable between solution
planes.

max(%) = percent change in the max value of a variable between solution
planes.

mean(%) = mean percent change in a variable between solution planes.
standard deviation = the standard deviation of the change in a variable between

solution time planes.

stat.tec - A text file which can be read into tecplot. The stat.tec file allows the rein(%),
max(%), mean(%) and standard deviation of a variable to be plotted versus
region number.

.,
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9. Install/Compile Software

.

9.1 Makefiles
The Icarus code and the utilities are in a directory structure under the directory, icarus.

./icarus/code source code for Icarus (DSMC)

./icarus/util source codes for utility programs: init2d, posted, ....

./icarus/bin location of executable which makefiles create

./icarus/etc shell scripts for running utility programs in a
heterogeneous environment

./icarus/samples sample problem files (see appendix B)

./icarus/documentation postscript file of this document

To install the Icarus (DSMC) code:
cd ./icarus/code

make dsmc_sun (for SUN systems)
or
make dsmc_sgi (for SGI systems)
or
make dsmc_hp (for HP systems)
or
..... other systems found in the Makefile in ./icarus/code

the executable, icarus_sun (for Sun systems) will be found in ./icarus/bin.

To install the utilitv codes:
cd ./icarus/util

make sunV (for SUN Solaris)
or
make sunos (for SUN SUNOS)
or
make sgi (for SGI)
or
make hp (for HP -- requires ANSI C compiler for stat2d and some features of

regrid)

All the executable, init2d_sunos, post2d_sunos, restart2d_sunos, ... will be found in ./icarus/bin

Supported Platforms:
Icarus: SUN, SGI, HP, IBMR6k, nCUBE, Paragon(OSF), Paragon(SUNMOS),

PVM for SUN and SGI

utils: SUN (SUNOS & Sokmis), SGI, HP, IBMR6k
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9.2 param.h

Icarus does not use

and init2d.h files

dynamic memory allocation for its arrays since parallel computers typically
have defined memory resources per processoq a single program executable can be compiled for
any number of processor configurations. The particular problem memory requirements are imple-
mented via two parameter statement blocks: param.h for Icarus and most of the utility programs
and init2d.h for the init2d code.

Note: Icarus and the utility programs will check for program limits write and respond with diag-
nostic messages.

param.h

example mp version of param.h

integer gmre,gcon,gmce,ggrd,gmob,gmse,gmss,gmmo,gpro,gbuf
integer grnnre,gmrea,gmpcm,gmtbp,gstat,gmwaf,gmtab
integer grnrx,movie,gmemrx, gmcp

parameter (gmre=10,ggrd=1000,gmse=500)

parameter (gmob=200,gmce=5000,gmcp=4000,gcon=500)

parameter (gmss=6,gmmo=40000)

parameter (gpro=1024,gbuf=800000)

parameter (gmnre=2,gmrea=23,gmpcm=2,gmtbp=4,gstat=9)

parameter (gmwaf=50,gmtab=5,gmrx=20)

parameter (movie=2,memrx=10)

integer lmce,lmmo,lmob

c parameter (lmce=35 10,1mmo=50000,1mob=250)
parameter (lmce=10000,1mmo=500000,1mob=200)

parameter (pi=3. 1415926,eps=l .OE-5,maxk=5)

The parameters which stat with ‘g’ are global and apply to all processors; those which start with
an ’1’apply only to a single processor. For a single processor executable, the quantities with the

’1’ are the total program limits and for a MP executable, the local cell requirements are dictated by

the number of processors which are used (see the output from decomp2d).
>

typical values which may require adjustment (init2d output contains many of these quantities):

gmre -max. number of grid regions

gmse -max. number of surface elements

gmob -max. number of outer boundaq elements
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*

gmce -max. number of cells (for plasma option only -- for electrostatic fields)
gmcp -max. number of grid corner points
grnss -max. number of chemical species
gmrea -max. number of chemical reactions
gmwaf -max. number of’ wafer’ surface elements
gmtab -max. number of surface reaction tables

lmce -max. number of local (or single processor) number of cells
lrnmo -max. number of local (or single processor) number of particles

init2d.h

example init2d.h (parameter section)

c
c include for program init2d version 6.0
L

parameter ( m13 = 201, m24 = 201, rnnc = 500000,
1 mas = 100, tie = 5000, mntab = 4, mnrx=20,
2 rnmi= 50, mnvt= 1, mdsp = 10,
3 mnre= 2, mob = 1300,
4 mpcm= 2, mrea = 23, rnsd = m13*2+m24*2,
5 mse = 5500, msp = 10, mtbp = 4,
6 mnr = 100, mac = 50,
7 meb = 2*(m13+m24- l)*mnr, mcpt = rnnr * 4,
8 mcp = 2*mnc, msce = rnse,
9 mrnp = 3, mccp = 2*mnc, rnnb = 5000,
a mng = (m13+rn24+2), eps=l.e-6 )

character* 130 title

typical values which may require adjustment:

m13 -max. number of grid lines along region side 1 or side 3 (number of cells+ 1)
rn24 -max. number of grid lines along region side 2 or side 4 (number of cells + 1)
rnnc -max. number of computational cells
rnrea -max. number of chemical reactions
mse -max. number of surface elements
msp -max. number of chemical species
mnr -max. number of grid regions
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9.3 shell scripts

Shell scripts for the various utility programs are found in ./icarus/etc. There are three functions
for these scripts:

l-script will check for particular platform in a heterogeneous system and execute the
appropriate executable (i.e. post2djlel jileout will automatically use post2d_hp for a
HP sytem or post2d_sunos for a SUN system running SUNOS)

2-allow for multiple functions to be performed. For example, the post2d script executes
both the post2d code and the graphics preprocessor, preplot.

3-to make all the user interfaces to the utility programs identical

9.4 PVM
Icarus was written for native data parallel communication calls for the nCUBE and Paragon sys-
tems. Icarus also uses the PVM interface for the IBM SP2, Cray, and workstation based parallel
systems.

installation:

the files are distributed in a directory structure starting at ./pvm---see the pvm.doc file

1-’

2-

3-

4-

5-

6-

add these three env. variables to your .cshrc file
PVM.ROOT (i.e. /local/pvm)
PVMBUFSIZE (typically 4000000)
PVM_ARCH (i.e. SUN or SGI)

cd ./pvrn/pvm_utils
make (to make the xpvm executable -- check Makefile for site specific routines)

cd ./icarus/code
make icarus_sunpvm, or make icarus_sigpvm, etc .....

cd application directory
-decompose the datap file from init2d using the number of processors and the

option 2 decomposition scheme
-the input file for icarus MUST be called icarus.inp (PVM oddity)
-cp the conf.pvm file from ./pvrn/pvm_utils to the application directory
-$PVM_ROOT/lib/pvmd conf.pvm & ------ start the PVM daemon
-xpvm -d # filename & ----- start Icarus where #is the number of processors and

filename is the icarus executable

type ‘pvm’ to check status of jobs

screen output will be written to /tmp .......

-.
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10. Miscellaneous Information

10.1 Important Relationships
h

Conversions:

1 Pascal (N/m2) = 7.50075 mtorr

1 seem= 4.48*1017# molecules/s

1 bar= 105Pa = 0.9869 atm

Sonic Orifice:

T*= (2/ (y+l)) To

V*= (YR T*) li2

where: T* = temperature at sonic plane
V*= velocity at sonic plan
To= stagnation temperature
y= ratio of specific heats (1.4 for air)
R = ideal gas constant

R= R/m
R = 8.3144 N-m/gmole-K
m = molecular wt

(note: multiply by 1000 for MKS units, kg)
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10.2ChemicalSpeciesDatabase.
*Values from transportchemkin, origin of tramport properties not clear

*Values include those from Bird’s DSMC Book
*effective diameter calculated at 300 K.
*viscosi~ coefficient fit from (default @ 273-500 K). -- mu - TAS,wheres =vk.hkx

* file created 19 Dec. 1994 -- J. E. Johannes - SNL
***** ***** ***** ***** ***** ***** ***** ***** ***** *********************************************

*Species Charge Atomic Molecular Diameter vise Rot. Rel. # Rot.Deg. Vlb. Rel, Vlb. Temp.
* wt(Kg) wt (m) index Coil. # Freedom Coil. # (K)
*******************************************************************************************

AR
AS
AS2

ASH
ASH2
ASH3

c

C2

C2H

C2H2
C2H3
C2H4
C2H5
C2H6
C2N
C2N2
C20

C3H2

C3H2(S)
C3H4
C3H4P
C3H6
C3H8
C4H
C4H2
C4H6

C4H8

C5H2
C5H5
C6H2
C6H5
C6H5(L)
C6H50
C6H6
C6H7
CH

CH2
CH2(S)
CH2CHCCH

0.0 .6633E-25 39.95
0.0 .1244E-24 74.92
0.0 .2488E-24 149.84
0.0 .1261E-24 75.93
0.0 .1277E-24 76.94
0.0 .1294E-24 77.95

0.0 .1994E-25 12.01

0.0 .3988E-25 24.02

0.0 .4156E-25 25.03

0.0 .4323E-25 26.04
0.0 .4490E-25 27.05
0.0 .4658E-25 28.05
0.0 .4825E-25 29.06
0.0 .4993E-25 30.07
0.0 .6314E-25 38.03
0.0 .8639E-25 52.04
0.0 .6645E-25 40.02
0.0 .6317E-25 38.05

0.0 .6317E-25 38.05
0.0 .6652E-25 40.07
0.0 .6652E-25 40.07

0.0 .6987E-25 42.08
0.0 .7321E-25 44.10
0.0 .8144E-25 49.05
0.0 .8312E-25 50.06

0.0 .8981E-25 54.09
0.0 .9316E-25 56,11

0.0 .1031E-24 62.07

0.0 .1081E-24 65.10
0.0 .1230E-24 74.08
0.0 . 1280E-24 77.11
0.0 .1280E-24 77.11
0.0 .1546E-24 93.11
0.0 .1297E-24 78.11
0.0 .1314E-24 79.12
0.0 .2162E-25 13.02

0.0 .2329E-25 14.03
0.0 .2329E-25 14.03
0.0 .8646E-25 52.08

.3555E-09 0.8100

.7777E-09 0.8968

.9356E-09 0.8968

.483 lE-09 0.8734

.4945E-09 0.9107

.505 lE-09 0.9433

.3232E-09 0.6902

;3678E-09 0.7246

.4748E-09 0.8855

.4748E-09 0.8856

.4748E-09 0.8856

.4934E-09 0.9631

.5204E-09 0.9349

.5204E-09 0.9349

.4541E-09 0.9138

.5733E-09 1.0077

.4541E-09 0.9137

.4748E-09 0.8855

.4748E-09 0.8855

.5756E-09 0.9346

.5756E-09 0.9346

.611lE-09 0.9500

.6108E-O9 0.9469

.6858E-09 1.0234

.6858E-09 1.0235

.6851E-09 1.0118

.6852E-09 1.0234

.6858E-09 1.0235

.6858E-09 1.0235

.6858E-09 1.0235

.7367E-09 1.0526

.7367E-09 1.0526

.7760E-09 1.0658

.7367E-09 1.0526

.7367E-09 1.0525

.2726E-09 0.6933
.4087E-09 0.7845
.4087E-09 0.7845

.6858E-09 1.0235

5.0
5.0
5.0

5.0
5.0
5.0

5.0

5.0

5.0

5.0
5.0
5.0

5.0
5.0
5.0
5.0
5.0
5.0

5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0

5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0

0.0
0.0
2.0

0.0
0.0
0.0

0.0

2.0

0.0

0.0
0.0
0.0

0.0
0.0
0.0

0.0
0.0
0.0

0.0
0.0
0.0

0.0
0.0
0.0
0.0
0.0

0.0

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
2.0

0.0
0.0
0.0

0.0
0.0
0.0

0.0
0.0
0.0

0.0

0.0

0.0

0.0
0.0
0.0
0.0
0.0
0.0
0.0

0.0
0.0

0.0
0.0
0.0

0.0
0.0
0.0
0.0
0.0

0.0
0.0

0.0
0.0
0.0

0.0
0.0
0.0
0.0
0.0
0.0
0.
0.0

0.
0.
0.
0.
0.
0.

0.

0.

0.

0.
0.
0.
0.
0.
0.

0.
0.

0.

0.
0.
0.
0.
0.
0.
0.
0.

0.
0.

0.
0.
0.

0.
0.
0.
0.
0.

0.
0.0
0.

,..
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CH2CHCCH2 0.0 .8814E-25 53.08 .6858E-09 1.0235
CH2CHCH2 0.0 .6819E-25 41.07 .5907E-09 0.9392
CH2CHCHCH 0.0 .8814E-25 53.08 .6858E-09 1.0235

CH2(CH)2CH2 0.0 .8981E-25 54.09 .6858E-09 1.0235
CH2C0
CH20
CH20H

CH3
CH3CC

CH3CCCH2

CH3CCCH3

CH3CCH2
CH3CH2CCH
CH3CHCH
CH3C0
CH30
CH30H

CH4

CL
CL+

CL-
CL2+
CL2
CN

co

C02
b

F
F2
GA
GAH
GAME
GAME2
GAME3
H

H2
H2C40

H2CCC
H2CCC(S)
H2CCCCCH
H2CCCCH
H2CCCCH2
H2CCCH
H2CN
H2N0
H20
H202
H2S
H2SISIH2

0.0 .6980E-25 42.04

0.0 .4985E-25 30.03
0.0 .5153E-25 31.03
0.0 .2496E-25 15.04

0.0 .6485E-25 39.06

0.0 .8814E-25 53.08

0.0 .8981E-25 54.09

0.0 .6819E-25 41.07
0.0 .8981E-25 54.09
0.0 .6819E-25 41.07
0.0 .7147E-25 43.05
0.0 .5153E-25 31.03
0.0 .5320E-25 32.04

0.0 .2664E-25 16.04

0.0 .5886E-25 35.45
1.0 .5886E-25 35.45

-1.0 .5886E-25 35.45
1.0 .1177E-25 70.91
0.0 .1177E-24 70.91
0.0 .4320E-25 26.02
0.0 .6645E-25 40.02
0.0 .4651E-25 28.01

0.0 .7307E-25 44.01
0.0 .9049E-30 0.00

0.0 .3154E-25 19.00

0.0 .6309E-25 38.00
0.0 .1158E-24 69.72
0.0 .1174E-24 70.73
0.0 .1407E-24 84.76
0.0 .1657E-24 99.79
0.0 .1906E-24 114.83

0.0 .1674E-26 1.01
0.0 .3347E-26 2.02

0.0 .1097E-24 66.06

0.0 .6317E-25 38.05
0.0 .6317E-25 38.05
0.0. I047E-24 63.08

0.0 .8479E-25 51.07
0.0 .8646E-25 52.08
0.0 .6485E-25 39.06
0.0 .4654E-25 28.03
0.0 .5317E-25 32.02
0.0 .2991E-25 18.02
0.0 .5647E-25 34.01
0.0 .5658E-25 34.08
0.0 .9996E-25 60.20

.5553E-09 1.0614

.5206E-09 1.0747

.5164E-09 1.0386

.4093E-09 0.7969

.5756E-09 0.9345

.6851E-09 1.0118

.6851E-09 1.0118

.5911E-09 0.9435

.6851E-09 1.0118

.5911E-09 0.9435

.5539E-09 1.0353

.5150E-09 1.0120

.5194E-09 1.0386

.4022E-09 0.8400

.3831E-09 0.7762

.3831E-09 0,7762
.3831E-09 0.7762
.5405E-09 1.0100
.5405E-09 1.0100
.3798E-09 0.6942
.4541E-09 0.9138
.371OE-O9 0.7254
.4516E-09 0.9264
.6941E-07 0.9523
.2728E-09 0.7005
.3477E-09 0.7680
.9372E-09 0.8264
.5515E-09 1.0002
.8246E-09 0.9151
.8123E-09 1.0043
.7414E-09 1.0208
.2211E-09 0.7984
.2701E-09 0.6700
.6851E-09 1.0118
.4748E-09 0.8855
.4748E-09 0.8855
.6851E-09 1.0118
.6851E-09 1.0118
.6851E-09 1.0119
.5756E-09 0.9345
.5424E-09 1.0303
.3636E-09 0.7535
.4387E-09 1.0855
.3555E-09 0.7310
.4551E-09 0.9799
.5875E-09 0.9862
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5.0

5.0
5.0

5.0
5.0
5.0
5.0
5.0

5.0
5.0

5.0
5.0
5.0
5.0
5.0
5.0

5.0

5.0

5.0

5.0

5.0
5.0
5.0
5.0
5.0
5.0

5.0
5.0

5.0

5.0
5.0
5.0
5.0
5.0
5.0
5.0

5.0
5.0

5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0

0.0

0.0
0.0

0.0
0.0
0.0
0,0
0.0

0.0
0.0

0.0

0.0
0.0
0.0
0.0
0.0

0.0

0.0
0.0

0.0

0.0
2.0
2.0
2.0
0.0
2.0

0.0

0.0
0.0

2.0
0.0
2.0
0.0
0.0
0.0
0.0

2.0

0.0

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

0.0
0.0

0.0

0.0
0.0
0.0

0.0
0.0

0.0
0.0

0.0
0.0
0.0
0.0
0.0
0.0

0.0

0.0
0.0

0.0

0.0
0.0
0.0
0.0
0.0
0.0

0,0
0.0

0.0

0.0
0.0
0.0
0.0
0.0
0.0
0.0

0.0
0.0

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

0.

0.
0.

0.
0.

0.
0.
0.
0.

0.

0.

0.
0.
0.
0.
0.
0.

0.
0.

0.

0.
0.
0.
0.
0.
0.

0.

0.
0.

0.
0.
0.
0.
0.
0.
0.

0.

0.

0.

0,
0.
0.
0.
0.
0.
0.
0.
0.
0.
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H3SISIH
HCCCHCCH
HCCHCC
HCCO
HCCOH
HCL
HCN
HCNO
HCO
HCO+
HE
HF
HNco
HNNo
HNo
HNOH
H02
HOCN
He
I*C3H7

K
K+
KCL
KH
KO
KOH
Kr
N
N*C3H7

N2
N2H2
N2H3
N2H4
N20
NCN
NCO
NH
NH2
NH3
NNH
NO
N02
Ne
o
02
03
OH
s
S2
SH

(.).0 .9996J5-25
0.0 .1047E-24
0.0 .8479E-25
0.0 .6812E-25
0.0 .6980E-25
0.0 .6054E-25
0.0 .4487E-25
0.0 .7143E-25
0.0 .4818E-25
1.0 .4818E-25
0.0 .6646E-26
0.0 .3322E-25
0.0 .7143E-25
0.0 .7475E-25
0.0 .5149E-25
0.0 .5317E-25
0.0 .5480E-25
0.0 .7143E-25

0.0 .3340E-26
0.0 .7154E-25
0.0 .6492E-25
1.0 .6492E-25
0.0 .1238E-24
0.0 .6659E-25
0.0 .9148E-25
0.0 .9316E-25
0.0 .1391E-24
0.0 .2326E-25
0.0 .7154E-25
0.0 .4651E-25
0.0 .4986E-25
0.0 .5153E-25
0.0 .5320E-25
0.0 .7307E-25
0.0 .6645E-25
0.0 .6976E-25
0.0 .2493E-25
0.0 .2660E-25
0.0 .2828E-25
0.0 .4818E-25
0.0 .4982E-25
0.0 .7638E-25
0.0 .3350E-25
0.0 .2656E-25
0.0 .5313E-25
0.0 .7969E-25
0.0 .2824E-25
0.0 .5324E-25
0.0. 1065E-24
0.0 .5491E-25

60.20
63.08

51.07
41.03
42.04

36.46
27.03
43.03
29.02
29.02

4.00
20.01
43.03
45.02

31.01
32.02
33.01
43.03

4.02
43.09

39.10
39.10
74.56
40.11
55.10
56.11
83.80
14.01
43.09
28.01
30.03
31.04
32.05
44.01
40.02
42.02
15.01
16.02
17.03
29.02

30.01
46.01
20.80
16.00
32.00
48.00
17.01
32.06
64.13
33.07

.5875E-09 0.9862

.6858E-09 1.0235

.6858E-09 1.0235

.2707E-09 0.7924

.5553E-09 1.0614

.4396E-09 0.9953

.5452E-09 1.0774

.4537E-09 0.9067

.5206E-09 1.0747

.5206E-09 1.0748

.2157E-09 0.6330

.4598E-09 1.0871

.4537E-09 0.9067

.4537E-09 0.9067

.3632E-09 0.7437

.3632E-09 0.7437

.3555E-09 0.7311

.4537E-09 0.9067

.2333E-09 0.6600

.611lE-09 0.9500

.6944E-09 0.9523

.6944E-09 0.9523

.7964E-09 0.8441

.3578E-09 0.7186

.5137E-09 1.0227

.7879E-09 0.8647

.4760E-09 0.8000

.3229E-09 0.6825

.6108E-O9 0.9469

.3675E-09 0.7400

.3718E-09 0.6825

.4469E-09 0.8645

.4872E-09 0.8711

.4537E-09 0.9067

.4541E-09 0.9139

.4541E-09 0.9139

.2628E-09 0.6989

.2628E-09 0.6988

.4290E-09 1.1000

.3721E-09 0.6886

.3678E-09 0.7900

.4014E-09 0.8733

.2770E-09 0.6600

.2727E-09 0.6989

.3558E-09 0.7700

.4601E-09 0.8455

.2727E-09 0,6988

.6273E-09 0.9600

.6373E-09 0.9600

.6373E-09 0.9600
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S13H8
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SICL4

SIF3
SIF3NH2
SIF4
SIH
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S02

S03

Xe

0.0 .4663E-25 28.09
0.0 .9326E-25 56.17
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0.0 .1399E-24 84.26
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DSMC Simulation of Rarefied Gas Dynamics on a

Large Hypercube Supercomputer

Timothy J. Bartel* and Steven J. Plimpton

Sandia National Laboratories, Albuquerque NM, USA
(tjjsrt@cfd.sandia.gov,sjplitnp@cs.sandia.gov)

Abstract
Direct Simulation Monte Carlo is a well-established

technique for modeling low density fluid flows. The
parallel implementation of a general simulation tool
which allows for body-fitted grids, particle weighting,
and a variety of surface and flow chemistry models is
descrii We compare its performance on a 1024-node
nCUBE 2 to a serial version for the CRAY Y/h@ with
two test geomeuies and a range of Knudsen number
ftum near continuum to free molecular. Speedups com-
pared to a single processor of the Y/MP range from 5x
to 30x. Experience with several static load-balancing
strategiesare also discussed. This is a critical issue since.
densi~ fluctuations can create otders-of-magnitude dif-
ferences in computatiorud loads as the simulation
progresses.

1. Introduction
When modelingflow in a simulation geometry, the

tmnsport terms in the Navier-Stokes equations for con-
tinuumflow begin to break down at very low densities.
lle physical reason is thatthe linear transportrelation-
ships for mass diffusion, viscosity, and thermalconduc-
tivity are no longer valid when the distance particles
move between collisions is comparable to length scales
of interest.W is a characteristicof flows with a Knud-
sen number (ratioof mean-free path to a length scale) on
the order of 0.2. A commonly used method for modeling
such flows is via particle simulation on a grid - a tech-
nique known as Dmt Simulation Monte Carlo
(DSMC), pioneered by Birdl. It has utility in aerospace
applications (upper-atmosphere flows for hypersonic
cruise vehicles, rc-entry vehicles, rocket plumes, etc.)
and in vacuum-related technologies for the semiconduc-
tor industry (modeling plasma etching or chemical va-
por deposition).

The key concept in DSMC is that particle motionis
decoupledfrom particlecollisions.That is, duringa
timestepparticles move throughthe grid independentof
each orher. At the end of the time step, the particles in
the grid cell are sampled to obtain collision psrtnem
which are collided with probabilistic techniques to ob-

8 SeniorMemberAMA

tain the velocity and species distributions.An attractive
feature of DSMC is tluttcomplex gas and surface chem-
istrycan be done straightforwardlyas particles of differ-
ent species collide with each other and with objects in
the simulation geometry.

Large-scale DSMC computations on current super-
computers can easily be in the 106 particles, Id grid
cells, and thousands of time step range. However, the
large computational resources required has limited the
use of DSMC for many applications. The method lends
itself to a code which is heavily scalar. This is evident in
the timing comparisons obtained horn several different
computer platforms for the method as shown in Table 1.
The relatively poor performance of the advanced work-
stations is due to the fact that the method is not easily
amenable to superscalar or piped computer architec-
tures.The Itm% Sparc2 and nCUBE cpu chips (see Ta-
ble 1) are the basic building blocks for several MIMD
parallelcomputer systems.

Table 1: Scalar DSMC Benchmarks

Computer
norrnalid

time

Cray Ylh4.lJ(1P) .

IBM 6000/520 1.5

sun Sparclo(40 Mhz) 1.8

HP 9ooof120 2.2

sun sparc2 3.0

Intel i860 (40 Mhz) 3.6

SGI 330(1 p) 4.2

Sun Sparcl 10.

nCUBE-2 (1 p) 12.

Researchers have made efforts to
P

thesecompu-
tations for vector supercomputers. ‘3 Typically, the
codes have been very complex and have tacked some of
the coIlision physics found in the scalar versions. How-
ever, the DSMC method in principle is a good match for
MIMD parallel computers because many of the compu-
tations aaaociated with finding @clea on a complex
grid and performing probabilistic chemistry and colli-
sions, which do not vcctorize weIl, can be distributed
among several processors since the particle motion is
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decoupled fmm colliskms. Several investigators have
dev.l~parallelimplementationsoftie DSMCmettt-
od!$g ●*5Reference [Sl is particularly notable because
it showed scalable speed-up can be obtained on a paral-
lel machine and also incorporated a dynamic load-bal-
ancing scheme whereby grid cells are reapportioned
between processors. Reference [61 also incorporated an
adaptive load-balancing scheme for a regular 2-D grid.
All of these methods were for simulationsperformed on
a regular mesh which greatly simp~les the problem of
moving and locadrtg particles on the grid and (for the
parallel case) also simplifks the dynamic load balancing
problem.

Jnthis wo& we descni our parallel implementation
of the DSMC technique with very general capabilities.
Specifically the code has a flexible gridding algorithm
and includes the general multiple-specie chemistry
model found in previous scalar implementations. In the
next seetions we discuss the features of our DSMC
code, its performance on the nCUBE 2 parallel super-
computcr, and the issues of staticand dynamic load bal-
ancing using different grid-partitioningalgorithms.

2. nCUBEMIMD Computer
The nCUBE 2 parallel supercomputer has

1024 nodes, each with a 1-2 megaflop floating point
processor and 4 MB of memory (4 GB total). The nodes
are interconnectedin a hypercube topology with each
node directly connected to 10 other nodes (2 10= 1024)
in the hypercube. The nCUBE is a muhiple-instructioti
multiple-data (’MIMD) parallel machinq that is, each

Processor stores its own copy of the executable program
and can operate on its local data irtdependentlyof all the
other processors. This is importantfor the DSMC simu-
lation described here since completely different physics
routines may be executed for different molecules de-
pending on where they are in the simulation geometry
and their interactionswith other molecules. The nCUBE
is programmed in standard F77 (or C) and calls are
made to message passing libraries to exchange informa-
tion between processors (e.g. send moleztdes to another
cell).

3. DSMC-MP Code
A. Grid chilEtCtCristic~

Our implementationof the DSMC technique employs
body-fitted, multi-region grids such as thatillustratedin
Figure 1. The grid is composed of adjoining regions;
figure 1 has seven such regions. Each region is con-
structedof curved and/or straightlines of variable spac-
ing which may k body-fitted to a su.rfiwe.Therefore the
surface is uniquely determined. A singular correspon-
dence between cell faces of adjoining regions is not re-
quired The cells in region 1 in the figwe have both

curved and straightsides; the code retains this cell de-
scription in determining the particle position and does
not simply use line segments. This has greatly mini-
mized the problem of losing particles at curved region
boundaries when theopposite cell faces do not sharethe
same comer points.

Figure l-Multi-region grid for a 2-D, axisyrnrnetic
probe tip. Coarse cell spacing in regions 1 and 2
for purposes of illustrationonly.

There are tradedfs when using this type of mesh as
compared with either an analytical description of the
grid or an orthogonal mesh system. The first reason we
adopted this stmuegy was to uniquely define the body
surface irrespective of the number of mesh cells. Meth-
ods which use localized mfmement based on orthogonal
meshes tend to alter the surface description when the
mesh is refined further. The next reason was to allow
each prOCCSSOr to have the complete gcomeuy descrip-
tion: This allowed the promsor to be able to determine
the cell number after a molecule move, irrespective of
whether the processor owned thatfinal cell. Figure 2 il-
lustratesa possible particle-surface interaction the en-
tire trajectory of the particle during the time step
including the surface interactionand movement through
the different regions is perfomwd by the processor
which owned the initial cell. This greatly reduced the
communication overhead during the molecule move
portion of the algorithm. The final reason was to allow
complex geometries to be easily gridded; the multi-
block approach easily allows for grids to be quickly ob-
tained for complex shapes as shown in figure 1 and as
used in numemus continuum CFD applications. Cluster-
ing of the mesh lines in a region, as illustrated by
region 2 in figure 1, allows the local grid size to be less
than the lccal mean-free-path so that the computational
domain is efficiently subdivided.
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Regionl Region2 Region 3

Figure 2-Possiile particie move and surface interaction
during a time step.

Since each promsor of the nCUBE-2 has only 4MB
of memory, memory management of the grid descrip
tion is a criticaI issue when each processor is mqdred to
have the complete grid description. Since this simula-
tion tool will be extended to 3-D, we have developed a
novel, compac~ @d algorithm. Our approach stems the
equations which determine the mesh lines/curves on a
region basis ratherthan the cell codhates . For exam-
ple, the grid description for region 2 in figure I is com-
posed of 16 lines; a typical region would have many
more cells as illustrated in this figure. l%is compact
technique for storing the grid information also allows
for a ve~ fast move algorithm since determining which
side of the line a particle is on is a simple operation.
This new method can be easily extended to 3-D by using
the equations for a plane ratherthanfor a 2-D curve. No
restrictionsare placed on the cell boundaries at a region
interface allowing several cells on one side of the inter-
face to share the same cell face on the other side. A ray
tracing algorithm is used @ determine into which cell
the particle moves when entering a new region. This
computational expensive operation is required only for
those particles moving between regions.

B~ms
Spatial particle weighting, either by cell or region is

used in our DSMC code. That is, all simulationpanicles
in a cell have the same vaIue of the weight function.
This simplifies the chemistry physics since each particle
represents the same number of actual molecules for all
species. We have found thatusing a cell weight which is
proportional to its normalized volume has been a good
initial vahe. An algorithm is used to modify the cell
weight as the solution progresses limiting the number of
particles in a cell; molecules are probabilistically delet-
ed such that the species disrnbution is preserved. This
method allows high density areas of the simulation do-
main to be modelled with a reasonable number of parti-
cles. This is important for both the efficiency of the
simulationand also to ensure thatthe local memory of a
processor is not exceeded during the simulation.

A single time step is used for all the cells in a given
region; a no-time-counter (NTC) method developed by
Hermina7is used to determine the number of collisions
based on a given time step. This strategy either allows
for time accurate simulations where all regions have the
same time step or for accelerated convergence where
each region’s time step meets the local CFL condition.
This condition limits the time step to be less than the
transienttime of the particle throughthe cell.

c.coIlision and ChemistrvModes1

The Larsen-BorgnAke modelg is used to model the
energy transferbetween tradation and rotational ener-
gy modes during an inelastic collMon. Presently, this
code is restrictedto modelling neutralparticles and uses ‘

. 14*Thethe standard23 chemical reaction model for mr
chemistry has been meddled such thatwhen a dkasso-
ciation event occurs, the resultantthirdparticle is imme-
diately available as a potential collision partner during
the remainderof the time step.

P. had Ba~c gin

DSMC simulationsare typically of steady-stateflows
which may have density variations of many orders of
magnitude additionally, in the tmnsient phase of the
simulation, density fluctuations arc large since the cal-
culation begins with an uniform kestream density dis-
tribution. Since it is often difficult to predict a priori
which cells will have a high computational load even for
the steady-state regime, load-balancing is a serious
problem for a parallel implementation if high efficiency
is desired. Several staticcell-wise decomposition stmte-
gies have been evaluated in the current work These
schemes distribute the cells in the computational do-
main to the processors at the startof the simuiatiow the
processor owns them for the entirecalculation.

We have had the best SUCCESSthus far with a static
scattered decomposition scheme, where each processor
is assigned an equal number cells which are scattered
across the simulation domain. On average, each proces-
sor will own some cells with many particles and some
with few, so thata rough load balancing is achieved for
even the dynamically changing balance of work among
the cells. This decomposition scheme has proven to
work better (by a factor of 1.5-2x) thanschemes thatal-
locate a Mock of cells to a processor. This is because a
Mock in the wake or free streamregions of a vehicle will
have much less work to do thana block near the stagna-
tion region. The drawback of the scattered decomposi-
tion method is that it maximizes communication since
the processor will not typically own any of the cells ad-
jacent to one of its owned cells and hence many parti-
cles will have to be exchanged at evexy tune step.

In contras~ the advantageof a load-balancing scheme
that assigns blocks of cells to each processor is that it
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does, in fac~ minimize the communication for this sim-
dation (by minimizing the sticdvolwe mtio). Ex-
amples of such load-balancers thatwe have tried include
the heuristic Kernigl@Lin graph bisection~ and the
newly developed spectral techniqueslo.lltlz. The ~-

tnd methods, which partition the cells by finding an
eigenvalue of a matrix associated with the mesh topolo-

gy, are padcularly attractive for this problem because
they can be xedily pamllelized (because the computa-
tional kernel in the Lanczos eigenwdue calculation is a
_ matrix-vector multiply). However, we have not
yet been able to use the spectral technique for the
DSMC problem because it does not provide for a
weighfed decomposition (by particle numbers or com-
putationalload in a cell) so thata smaller Mock of com-
putatiorudly-intense cells can be given to some

rocessors and a larger block of few-particle cells toP
others. Research on such an enhancementto the spectral
technique is being worked on at Sandia13and we plan to
eventually use it in our DSMC simulation to achieve
both a computational load-balance and to minimize the
communication of particles between processors.

However, it is clear thatwhichever scheme is used to
determine the initial decomposition, an adaptive method
based on the local processor load will be needed to
achieve optimal load balancing. Periodically doring the
simulation, the processor computational load would be
equalized by adjusting which processor owns a certain
cell. Since the grid geometry is global to all processors,
only information unique to a cell needs to be communic-
ated. The multi-block general grid shuctum used in
the current code makes this a more difficult,~blern
thanmethods used for a regular grid structure 1.

4. Results

Two geometries were used to compare the results
from the nCUBE and Cray computerx a sphere and a
Sphere-ne re-entry vehicle. Various free,streamand
grid parametersfor these calculations are given in Table
2. l%ree cases were considered for the sphere-cone to
evaluate the load balancing as a function of the flow

physics and number of simulation particles. All calcula-
tions were run axisyrnmetric-2D with 5 species,
23 chemical reactions, and inelastic collisions with rota-
tion and viiration energy modes. Also, only a static de-
composition was used for these calculation there was
no adaptive load balancing.

The new move algorithm was approximately 50%
fasterthan the previous method based on tracking a par-
ticle on a cell-by=ll basis and had a much smaller stor-
age requirement

M.Q!!fz

Asphereofradius 0.5m wasusedtotest tiespedup
characterisdcs as a function on number of processors on
the nCUBE. Figure 3 shows the grid for this series of
cases as well as a contour plot of the relative number
density for the input conditions. Of importance is that
the shock is quite narrow, this means thatrelatively few
cells will be performing the bulk of the work. A single
region composed of curved and straightlines was used.

Fig. 3- Grid and number density contour for the sphere.

Table 2: TestConditionsfor Sample Calculations

sphere sphere-cone_80a sphere-cone_80b sphere-cone_l W

# cells 2500 4711 4011 4011

# palticlcs 35,000 255,000 80,000 250,000

freestream V. (m/s) 7500. 7500. 7500. 75ci).

freestrcam ~ (#/m3) 4.2C+20 4.16c+20 4.16e+20 1.2e+19

equivalent ak (km) 80 80 80 100

Knudsen Number (MD) O.w 0.173 0.173 5.6
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@gure4. showsthespeedupratios,toa singleproces-
sor Cray Y/NIP, for 32, 64, 128, ti 256 proc~~ of
the nCUBE. The speedup is linearly increasing with the
smaller hypmube configuration and rolls over at the
larger one. This is because the sphere problem is rela-
tively small in the number of cells and simulationparti-
cles. Communication overhead and load imbalance
caused rhe turn over for this problem. Again, fium fig-
ure 3, most of the cells are either lieestrearn ones with
little collisions or chemistry or in the wake with few
partick, them are ordy a few cells with many particles,
InS1’lyCO~OIIS, and Chemistry.

Sphere Simulations

!:R

-1

1:L__J
“o 64 12s 256

# nCUBE processors

Figure 4- Spcedup ratios for sphere calculations

Several calculations were performed for 2 fieestrcam
conditions comsponding to an altitude of 80 and
100 km for a sphere-cone re-entry vehicle geometry
with a nose diameter of 0.0254m. Table 2 tabulatesthe
conditions. F@ure 5 shows atypical grid for these calcu-
lations as well as a contour plot for the relative number
density for the 80b calculation. The grid contained
16 regions. One will note thatmany more cells are in the
bow shock xegion in this dculation than were in the
previous sphere calculation therefore, more efficient
load balancing would be expected.

Table 3 shows the dative spcedup results for these
calcadations compared to a single processor of a
Cray Y/MP. The actual CPUtime for the 100-512 run on
the nCU13Ewas 2140s. The f- threeresultswere for a
256 node nCUBE conf@umfion and the last for a
512 node conf@uration. The speedups for these calcula-
tion are much higher thanfor the sphere results. This is
in part because of better load balancing due to more
cells with high computational load. Also, these sphere-
cone calculations were much larga with approximately
twice the number of cells and many more simulation
molecules. Large problems am required to efficiently
utilize massively parallel computers. This problem size
trendis also illuslmtedby the sphere-cone resultsfor the
80s and 80b calculations. Calculation 80s has 3.2 times
the number of simulation particles rhancalculation 80b;
this reduced the load imbalance since all processors had
moreworktoperform.

*

Fi 5-GI
~0 km sphere-cone calculation
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Table3: SpeedupRatiosfor Sphere-Cone Runs

I calculation I # processors I speedup ratio I,

t 80a 1 256 I 19.7 I

80b 256 14.5

100 256 20.6

100 512 30.8

Table 3 shows that doubling the number of proces-
sors from 256 to 512 for the 100km calculation only
increased the speedup 50%, fmm 20.6 to 30.8. Again,
the culprit is increased load imbalance as more proces-
sors have less than the average work load. It is diiMcult
to ascertainan exact efllciency since the large piubkms
do not fit on a single nCUBE processor.Table 1 notes
thatthe speed of an individual processor is approximate-
ly 1/12 thatof a single Cray Y/MP processor. ‘llerefore,
using 256 processors, this would indicate thatthe maxi-
mum speedup would be 213. The speedup for the 100-
256 case was 20.8 with a 33% load imbalance. The dis-
crepancy is due to & fact thatthis sphere-cone problem
is very large and i/o time represents a small fraction of
the total time while this was not the case for rhe small
testproblem used to obtain the reds in Table 1. Also,
the 256 node calculation repsents an average efficien-
cy for all 256 notkx some ran at 1 Mflop and some
closer to 2 Mflop depending on whether their work is
dominated by collisions or moves.

Table 4 shows the percentage of computational time
spent for several portions of the code logic for the
sphemcone calculations. The terms are defined as fol-
10WK

move-work required to determine the particle’s loca-
tion at the end of the time step, including any sur-
face intemctions,

cmnm-time spent in message passing the information
on particles which have moved out of the cells
owned by a processo r and also the work required
to create or clone new particles after the move,

coil-the time spent on the collision algorithm and the
chemistry logic,

loud-the avexage time spent by a processor waiting
until all the processors are mdy to perform the
communicate function--a synchronization effec~

other-the remaining time spend in creating new parti-
cles on the boundaries, the adaption logic, storing
the statistics, etc.

Several trends are evident from this table. The fust is
that the larger the problem, the less load imbalance. This
is obvious from the load results of the 80a and 80b cal-
culations. The second observation is that more time is
spent in the move routine as the Kn increases. This is

Table4 ProcessorTme Distribution(%)

80a 80b 100-256 100-512

move 26 17 42 30

comm I 13 I 11 II 16 21

oth’dddd5
due to the reduced number of collisions and chemistry.
If one performs many calculations in the very rarefl~
conditions, an analytical expression for the grid would
greatly reduce the execution lime. The fd observation
is that the number of processors is increased, the load
imbalance increases and the speedup is no longer linear.

Figure 6 shows the distribution of the move and load
times as a function from their minimum to maximum
VSIuesfor the two 100 km calculations. RecaU that the
average move processor times decreased from 42V0 to
30% w!Ien the number of processors doubl~, similarly,
the load imbalance percentage increased from 33% to
42%. In the calculation was perfectly balanced, there
would be no load imbalance time and the processors
would have similar times spent in the work routines for
thishigh K%case. Figure 6 shows thatthe move time for
the 256 node configuration was peaked at approximate-
ly 40% of the maximum difference and rhatthe spread
of the disrnbution increased for the 512 node configura-
tion. Therefore, the wider range of difference between
the move times for the larger configuration translatedto
an increased load imbalance. The static decomposition
used for this calculation was not as efficient as for the
256 node configuration.

120 I I I I I I f
- lcoa.%
M lax?%

100 0-120.512

so

60

40

n
“12345618 9 10

dkribution (rnin to max)
Figure 6- nCUBE performance histogram for 100 km

sphere<one calculations.
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5. Summary

We have described a DSMC model which uses gener-
al body-fitted irregulargrids and particle weighting fac-
tors to minimke the numbers of cells and particles that
must be used to simulate a particular problem. MIMD
parallel computers provide the flexibility needed to effi-
ciently parallelize such a code and allow each processor
to independently compute trajectories and probabilisti-
cally deanine the collision and chemistry interactions
for its panicles. The MIMD paradigm is critical because
the computations can be completely different for each
particle.

Several issues have been discussed throughcompari-
son of two geometries and different free stream condi-
tions. The load-balancing issue was the dominate one
for this parallel implementation. Presently, we are using
a static scattereddecomposition scheme to distributethe
cells at the initial phase of the calculation. With this al-
gorithm, we achieved a speedup ration of 30.8 for a
512 node conf@ration compmed to a single Cray
Y/MP processor. An adaptive load scheme is required to
further reduce the load imbalance and increase the
speedup mtios. Fortunately, the current implementation
based on the computatkxd cell would allow cells to be
distributed to different processors during the calcul-
ation.This will be the focus of future work. Also, for
simple geometries, an analytical expression for the grid
will greatly reduce the time spent in the move logic as
well as further reduce the stmage requirements. This
will allow more storage to be allocated to particles.

It should be noted that we have used the speedup
comparison to a Cray Y/MP as the comparison metric
for our current work. The massively parallel computers
not only have a CPUperformance benefi~ but they also
have a much lager system memory, albeit in a distribut-
ed cordlguration. For example, the nCUBE computer
used in the present work has 109 weds (32 bit while

2the total memory of the Cray Y/MP is 64 x 10 words
(64 bit); however, operational constraintslimit the max-
imum allocation on our Cray to 20 x 106words per pro-
cessor. Therefore, the parallel supercomputers are not
only faster thanthe Cmy, but have the potential of per-
forming much largercalculations.
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Abstract

Recently a renewed interest has been exhib-
ited in understanding contamination and space
environmental effect in the Low Earth Orbit
range of 200 to 600 km as well as low density
microelectronics manufacturing technologies.
Realistic simulations must model the physics of
the highly coupled effects of neutral and charged
particle flows, thermodynamic non-equilibrium,
surface charging, and electromagnetic field
effects. The computational requirements are
enormous for this level of modelling and are
almost impossible on current single processor
supercomputers. An effort has been initiated to
develop this capability on a massively parallel
MIMD supercomputers. The Wake Shield Facil-
ity experiment will be used for test case calcula-
tions. Preliminary results indicate that parallel
supercomputers may be the only computers
capable of simulating the required level of phys-
ics and spatial resolution. Calculations which
contain from 1 to 8 million simulation particles
are presented.

Introduction

The transport terms in the Navier-Stokes
equations begin to break down for very low den-
sity flows. The physical reason is that the linear
relationships for mass diffusion, viscosity, and
thermal conductivity are no longer valid when
the distance particles move between collisions is
comparable to length scales of interest. This is a
characteristic of flows with a Knudsen number
(ratio of mean-free path to a length scale) on the
order of 0.2. A commonly used method for model-
ing such flows is via particle simulation on a grid
- a technique known as Direct Simulation Monte
Carlo (DSMC), pioneered by Birdl. It has Utility
in a variety of low density applications. The
focus of this work is on low density applications
which require modelling neutral and charged

*,** Senior Members AIAA

particles and their transport due to collision
kinetics and induced or applied electromagnetic
fields. These include space related applications
such as contamination effects on the Space Sta-
tion Freedom2, the flow field on the Long Dura-
tion Exposure Facility(LDEF)3, and the epitaxial
thin film experiment using the Wake Shield
Facility(WSF)4’5. Important non-space related
applications include low pressure technologies
for the semiconductor industry such as plasma
etching of silicon wafers6.

The key concept in the DSMC technique is
that particle motion is decoupled from particle
collisions. That is, during a time step particles
move through the grid independent of each
other. At the end of the time step, the particles in
each grid cell are sampled to obtain collision
partners which are collided with probabilistic
techniques to obtain the velocity and species dis-
tributions. An attractive feature of DSMC is that
complex gas and surface chemistry can be done
straight forwardly as particles of different spe-
cies collide with each other and with objects in
the simulation geometry.

Typically, the DSMC technique has been used
to model flow fields with neutral particles; that
is, for air, the 5 major species used are: N2, 02,
N, O, and NO. The applications of current inter-
est require the inclusion of charged species such
as N+, 0+, NO+, and e- and the modelling of their
coupled interactions with surfaces of interest.
Bird7 approximated this interaction by ‘tagging
the neutral particles with their degree of ioniza-
tion; this implies local charge neutrality and
essentially a zero Debye length. Carlsona mod-
eled the effects of ambipolar diffusion in a local-
ized sense while still maintaining charge
neutrality over a domain composed of several
computational cells. Again, a very small Debye
length assumption was employed. Justiz9*10
modelled these problems by solving for a sepa-
rat~ E-field from the distribution of the charge
density. He could now incorporate the effects of a
charged surface on the motion of charged parti-
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cles in a near wake region. This coupled solution
strategy greatly increased the computational
requirements of an already inefficient DSMC
algorithm on a vector supercomputer to the point
of having limited fimctionality.

The goal of the present work is to efficiently
implement a coupled EM field - DSMC neutral
particle solver in the massively parallel distrib-
uted memory computing environment. The solu-
tion strategy is to solve the particle collision and
transport with the standard DSMC algorithm
and directly solve the E-field from the local
charge distribution, including charged surfaces,
to determine the Lorentz forces for charged par-
ticle transport. The MIMD (multiple-instruction/
multiple-data) parallel computers will be uti-
lized for both computational efficiency and their
increased memory compared to typical vector
supercomputers.

Parallel Processing

The nCUBE 2 parallel supercomputer used in
the present study has 1024 nodes, each with a
1-2 megaflop floating point processor and 4 MB
of memory (4 GB total). The nodes are intercon-
nected in a hypercube topology with each node
directly connected to 10 other nodes (210= 1024)
in the hypercube. The nCUBE is a MIMD paral-
lel machine; that is, each processor stores its
own copy of the executable program and can
operate on its local data independently of all the
other processors. This is important for the
DSMC simulation described here since com-
pletely different physics routines may be exe-
cuted for different molecules depending on
where they are in the simulation geometry and
their interactions with other molecules.

Bartel and Plimpton 11have recently demon-
strated a factor of 30 speedup compared with a
single processor of a Cray Y/MP using only a 512
node nCUBE configuration on a simple sphere--
cone geometry with 250,00 neutral simulation
particles. The basic strategy for our MIMD par-
allel DSMC technique, DSMC-MP, is to divide
the computational domain between the proces-
sors; each processor then ‘owns’ the physical
space for the duration of the calculation and the
particle information is communicated between
processors as they move through the domain.
This is in contrast to a strategy where the pro-
cessor ‘owns’ a fixed number of particles and
then tracks them throughout the domain. We
use the prior technique to minimize the commu-
nication overhead for computing the representa-

tive collisions and chemistry in a cell. Figure 1
shows the speedup of the current DSMC-MP
code on a larger problem: with 17,000 cells and
1.5 million particles. Also included are results
from the Intel Delta computer at Caltech. Both
MP computers show a reasonable scaling behav-
ior between 64 and 128 nodes; that is, doubling
the number of processors will ideally half the
computer time. However, as the number of pro-
cessors are increased, the communication over-
head increased and the speedup rate slowed. For
comparison, this calculation required 254 CPU
hours on a Sun Sparc2 and approximately 85
CPU hours on a single processor Cray YM/P.
This computational capability available on the
MIMD parallel supercomputers is a requirement
for attempting to perform the coupled EM-rar-
efied gas simulations discussed in this work.

DSMC-MPMPPTimingStudy
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Coupled EM-DSMC Technique

Neutral DSMC
The implementation of the DSMC algorithm

for neutral particle motion used in the present
study is described in ref. [111. Several features
were added to the code for this work. First, the
addition of a global species weighting factor to
the existing spatially varying factors was
deemed necessary due to the orders of magni-
tude difference between neutral and charged
particle species fractions; typically, neutral spe-
cies weights of LO and charged species weights
of 0.01 were used. Issues related to recombina-
tion reactions and momentum exchange between
particles of different weights, although a real
concern, were not important in the present study
due to the small collision frequencies. Second, a
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cell adaptive algorithm was used to adjust the
cell weight to limit the number of simulation
particles in the cell. Thus, local regions of high
density, e.g. stagnation points, will have their
cell weights automatically increased relative to
areas of low density. However, as described in
ref. 11, we use a multi-blocked grid scheme for
convince where each block has its own time step
so with this adaption scheme the ratio of local
particle weight to time step vanes throughout
the computational domain. It would be impracti-
cable to use a boundary element strategy as Bird
has done in his G219 code to satisfi microscopic
detailed balancing since each cell side would
require an element. We chose to probabilistically
create or destroy particles as them move
between cells based on the weight-time step
ratio and satisfj detailed balancing in the macro
limit. The advantage of using the present
scheme is that problems of disparate densities
and velocities can be readily simulated since the
cell weights and region time steps are totally
decoupled.

This technique was validated by comparing
the simulations to the pulsed-valve orifice
expansion ex enment perfomned at the USAF

?1 ’18 Figure 2 shows the schematicPhillips Lab .
of the geometry. The gas, NO, enters radially
into the orifice region at a pressure of approxi-
mately 20 torr and then expands into the vac-
uum chamber; rotational temperature
measurements were made in the expansion
region. This is a difficult problem to simulate
with the Bird G2 strategy since the density var-
ies several orders of magnitude in the flowfield
and areas of low density require a larger time
step than areas of high density; a constant cell
weight-time step ratio is going in the opposite
direction. This experiment is very usefid for the
present work since it exhibits similar expansion
physics as will required to model the wake
shield.

xpansion cavity

Figure 2. Orifice expansion
geometry

experiment

Campbell performed simulations using a
Navier-Stokes solver in the orifice and then
startin the DSMC G2 code at the orifice exit

N?plane . With the. increased computational
power of the nCUBE computer, were able to
extend the DSMC technique to the orifice region
to avoid the N-S solver. The present problem was
modelled using 34,000 grid cells and 1.7 million
simulation particles; the calculation took 14.5 hr
using 256 nodes of the nCUBE to obtain 35,000
time steps. Figure 3 shows density contours of
the DSMC-MP simulation. Note that the loga-
rithm of the density is plotted. The flow region in
the orifice is essentially continuum: the orifice
radius was 0.5 mm and 11,500 cells were simu-
lated k the orifice region alone. The cell dimen-
sions in the orifice were kept less than the local
mean free path. The local region time step was
limited to a pseudo CFL time step: the particle
transient time through a cell was less than the
time step. Thus, the particle could undergo rep-
resentative collisions in each cell along its trajec-
tnrv

Figure 3. Density contours (log(nbar))

Figure 4 compares the experimentally
measured rotational temperature with the
DSMC simulations for two radial locations:
zld=3 and 5 (d is the orifice diameter and z is
measured from the orifice exit plane). The
comparison between the data and the DSMC-MP
results are quite good. Figure 5 compares the
data to the simulations along the centerline of
the expansion. Again, the DSMC-MP results
agree well with the data. Of note in this figure is
the smooth nature of the DSMC-MP results; the
results are the actual cell averaged quantities
and have not been smoothed. This behavior is
due to the increased number of particles and
cells in the DSMC-MP simulation, the locally
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varying cell weights technique and the large
ensemble sample step . Since rotational temper-
ature is more difficult to predict than density, we
feel that this comparison is a good test of our
present technique.
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EM-Fiel&

The motion of particles due to their electrical
charge is determined from the Lorentz force
composed of electric and magnetic field contnbu-
tions:

F = Felednc + Fmaaetic = q E + q ( V x B)>

where F is the total electromagnetic force on the
particle,

19 - ‘he ‘atiicle charge(1.6022 x 10- C~~lomb/electron), E IS the elec-
tric field (Volt/m), v is the particle velocity (rnh),
and B is the magnetic field. Presently, the mag-
netic field is not modeled and assumed zero. The
Debye length is a length scale used to determine
whether an ionized gas exhibits a collective
behavior and is called a plasma or is simply a
collection of charged particles. It is defined as
AD= 69(T~ne)~, where Te is the electron tem-
perature in K and ne is the electron number den-
sity in #/m3. Since the length scales of interest
for the current test problem are of the order or
greater than the Debye length, charge separa-
tion can occur so the electrostatic plasma
approximation can be used to reduce Maxwell’s
equations to:

V-E = pko
V*B=()

VXB=VXE=O

where p is the volumetric charge density and CO
is the .~ermittivity of free space
(8.8542 x 10 2 F/m). If the electrostatic poten-
tial $ (volts) is defined such that E = -V $, then
V2 $ = -p/&o.Therefore, the sequence of events for
the electric field solution algorithm is to first
obtain a volume charge density on a grid, solve
the Poisson equation for the potential and finally
obtain the electric field from the gradient of the
potential. The surface charge on any structure is
computed assuming full charge accommodation
and is directly incorporated into the grid charge
density, p. The additional force on a charged par-
ticle (with no magnetic field) is then qE; the new
spatial particle position after a time step, At, is:

new = Xold + vcollisio.At + V2 (dm)EAt2,x
where X is the position vector, V is the velocity
due to particle collisions, and m is the particle
mass.

An important issue for the present work is
the strategy for solving the Poisson equation and
the grid structure in the MIMD parallel comput-
in~ environment. There are two g-rid options: use
the same mesh for both the particle algorithm
and the E-field or use separate meshes. Justizg
used separate grids for a vector super computer;
he required a uniform mesh for the EM grid
since he used a fast spectral solver (FFT). A uni-
form mesh would be unacceptable as a DSMC
(particle move) mesh since regions of high densi-
ties could not meet the mean free path con-
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straint without the use of an prohibitive number
of cells, Recent work on field solvers for plasma

12 for hypercube com-particle-in-cell (PIC) codes
puter architectures have used a single, uniform
grid and also a FFT solver. The problem with
these uniform grids is that the charge potential
varies exponentially away from charged sur-
faces; again, a prohibitive number of cells may
be required to adequately model the field. The
FIY1’ solvers are direct solvers; that is, they
invert the potential function matrix each time
step. Since the spatial charge density changes
only slightly at each time step, an iterative
scheme which used the previous potential func-
tion solution will be more efficient.

The use of a single grid presents problems in
a parallel computing environment. While the
DSMC is a decoupled technique and performs
very well in a parallel environment, the Poisson
equation is elliptic and requires coupling with all
the cells during the solution process. This prob-
lem is aggravated for the present model prob-
lem: approximately 5000 cells with thousands of
particles per cell are used for the DSMC simula-
tion of the 1024 node nCUBE. With approxi-
mately 5 cells/processor, inverting a coupled
matrix over 1024 nodes would result in a high
communication overhead and also decrease the
convergence rate if a blocked-matrix decomposi-
tion scheme were used.

To balance the efficiencies of the DSMC
method and a Poisson solver, we have chosen in
the present work to use a dual mesh concept: a
multi-blocked grid for the DSMC particle tech-
nique and a nonuniform, analytical grid for the
EM grid. An analytical grid is a grid which can
be described completely with an analytical func-
tion. For example, we use a function of the form:

‘J = Xm ( exp( j B / N) -1) I (exp(B) -1)

where Xmx is the position of the last grid line in

the domain, N is the number of grid lines (num-
ber of grid cells + 1) and B is a grid clustering

15 The clustering feature allows theparameter .
grid to resolve the EM fields near surfaces. This
is an embedded grid strategy, that is, the EM
grid can be contained in the DSMC grid or its
domain larger than the DSMC domain to cap-
ture other EM features. Figure 6 illustrates this
grid strategy applied to the Wake Shield Test
Problem. The grid density has been thinned for
illustrative ~urposes. For this example, the
embedded EM grid’s domain is from +/- 10 m in z
and 10 m in r while the DSMC grid’s domain is
from -30 to +20m in z and 15m in r.The Wake
Shield is located at the origin.

1Rotors

Figure 6. Composite “d strategy for DSMC
rand EMgri S

The important issues of load balancing the
computational effort among the processors to
achieve maximum performance and convergence
rate for the elliptical problem was resolved by
assigning a single processor to compute the
E-field. For example, for a 1024 node calculation
on the nCUBE, up to 1023 nodes will be used for
the DSMC technique and 1 node will be dedi-
cated as the EM solver. Since the EM mesh may
be contained within the DSMC mesh (as in the
Wake Shield), only those processors with cells in
the EM domain need communicate their charge
density to the EM processor and conversely, the
EM processor only has to communicate the
solved Lorentz forces back to those processors.
This dual grid technique allows the DSMC grid
to be decomposed for optimum performance
independent of the EM grid. Since the Poisson
equation is solved on a single grid, a point SOR
technique with Chebyshev acceleration is
used16; a cell averaged value is used for the spec-
tral radius of the Jacobi iteration since the grid
is nonuniform.

This embedded grid strategy does not involve
any interpolation: the charged particles in the
DSMC grid are directly mapped onto the EM
grid via the analytical grid function and the
resultant Lorentz force field is directly indexed
by the charged particle during the move opera-
tion. Therefore, only the charged particle density
and EM grid location are communicated to the
EM solver node and only the complete Lorentz
field grid communicated to those nodes who
‘own’ cells in the EM domain.

Te~t Problem

The test problem for this new code,
DSMCEM-MP, was to model the complete flow
field around the Wake Shield Facility exper-
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iment4’5. Figure 7 shows the geometry of the
shield. In this experiment, a stainless steel disk,
3.7 meters in diameter, will be placed in Low
Earth Orbit (LEO) at approximately 380 km
altitude. The facility will be positioned a

wgYnOm

DIREEmN
F’Lmtll

s6PmAT

-IC d

Figure 7. Wake Shield Geometry

distance from the Space Shuttle to minimize any
contamination from it. Instrumentation will
measure both the ram and wake neutral and
charged particle environment for the duration of
the test (-40 hours). The potential use of this
facility is to obtain a very low density
environment in which one would grow high
purity crystals (e.g. superconductive thin fiims).
The low density equates to a low impurity or
defect level. An addition to this experiment are
several higher range density transducers to
measure the plume from the attitude control
rockets of the Space Shuttle when it maneuvers
to retrieve the experiment. Therefore, simula-
tions of the near-wake region and also a higher
density plume impingement region will be
required for this experiment.

Sim~

The WSF was modelled as a zero-thickness
disk of diameter 3.7 m. Several large 2-D axi-
symmetric simulations were run on the nCUBE
using the DSMCEM-MP code. All calculations
used an axisymmetnc, multi-block @d of
approximately 5000-7500 particle cells. Table 1
shows the different calculation combinations
and their respective CPU times. The freestream
conditions for the disk at 380 km are given in
Table 213~14. The surface of the disk was

Table 2. Freestream Conditions

Number Density (#/m’)

Velocity (m/s)

NeutralTemp. (K)

Ion Temp. (K)

ti~ies F*
o~

N2
o

N

NO

0+

Iv

NO+

e-

He

1.906x10’J

7800.

1055

1055

0.000136

0.253

0.7282

0.0

0.0

0.0001576

0.0001576

0.0

0.0

0.018

assumed fully diffuse with complete energy
accommodation. At the present time a surface
charging model has not been included; the sur-
face was assume to be uniformly charged to
-2 volts for runs 4 and 4C and -10 volts for
run 4b.

The Debye lengths are approximately
0.0009 m and 0.3 m for the ram and wake sides
of the shield for the conditions in Table 2. There-
fore, the ram side would be charge neutral on

Table 1. DSMCEM-MP Calculation Matrix

# nCUBE
simulation # particles species fields CPU time (hr) #time stepsprocessom

1 8,000,000 o~N2,0NNo none 1024 5.5 10,00

lb 2,050,000 5 species none 256 26. 50,000

2 800,00
o~?N2,0NNo,

O+,N+NO+,e-,He
none 256 2.6 10,OOO

02Mz,0,NN0,
4 3,800,000 O+,~NO+,e-,He e-field 512 8.1 10,000

4b 1,200,000 10 species e-field 256 8.4 10,OOO

4C 1,550,000 10 species e-field 256 7.2 10,OOO
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the length scale of interest while large charge
separations would be expected in the wake
region. The Lorentz Force fields were typically
updated every 50-100 DSMC step.

Figure 8 shows the relative number density
(to freestream) contours of the flowfield around
the Wake Shield from calculation lb. The maxi-
mum density in the ram region of the shield was
approximately 22 times fieestream. Although
this calculation was for neutral particles, the
addition of the E-field did not alter the appear-
ance of the density contours. The inset portion of
the figure for the wake region shows the loga-
rithm of the density ratio to visualize differences
in the contours.

Figure 9 shows the relative densities along
the centerline for three neutral particles calcula-
tions: the freestream number densities were var-
ied about the nominal value of 1.38x1014 #/m3.
The density in the near wake region is calcu-
lated to be approximately 10A to 10-5 smaller
than the freestream density. These values are
very difficult to achieve in an Earth-based man-

.

ufacturing environment.
Figure 10 shows the similar centerline num-

ber density profiles for the coupled charged par-
title/E-field calculations for both surface charge
assumption. A surface charge of-10 volts is sev-
eral times the expected value; it was included to
bound the results. Aside from the obvious
increase in statistical noise in the results for the
charged case, there is no difference between the
near wake behavior due to charged particle
transport. The momentum of the particles is too
high and the collision frequency too low for the
particles to be migrate to the near wake region.
The surface charge is insufficient to attract the
positively charged particles (0+,N+,and No+)
into this region.

Concluding Remarks
A technique to treat coupled neutral/charged

and electromagnetic fields in problems with
large Debye lengths has been demonstrated. We
feel that the compute power of a massively par-
allel supercomputer is a necessity for this class
of problems. The DSMC algorithm is well suited
for parallel processing so that special techniques

nbar
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Figure 8. Relative number density contours around the Shield
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WSF 380km
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10°~

Figure 9. Relative number densities along
centerline for the neutral particle
calculations.

do not have to be employed to obtain a vector
processing paradigm. Full flow calculations with
10 million particles are easily achieved with the
nCUBE. Problems such as the Wake Shield
Facility and plasma etch reactors may now be
addressed with these large parallel supercom-
puters. When available, the data from the Wake
Shield Facility experiment will help to further
validate the coupled DSMC and EM solution
algorithms.
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Abstract
Detection of trace chemical species is a diffi-

cult and time consuming process. A new area of
interest for acquiring this capability is in envi-
ronmental monitoring and nuclear treaty verifi-
cation. An effective alternative to current
techniques may be expanding a gas mixture
through a nozzle and employing beam diagnostic
techniques to monitor signal time of arrival and
strength. The differences in the inertial of the
species alters the signal strength and possibly
the arrival time in a rapidly expanding flowfield.
In this investigation, the DSMC method of Birdl
has been used to predict species mass and con-
centration ratios and to evaluate two chamber
designs. The flowfield of interest varies from
approximately atmospheric pressure at the noz-
zle throat to essentially vacuum in the chamber.
A approximate technique to allow the DSMC
method to be efficiently applied in the high den-
sity nozzle region has been implemented and
compared with continuum simulations: Couette
and nozzle flow. DSMC simulations of the com-
plete expansion of a gas mixture from 0.2 MPa
into a vacuum are presented.

Introduction

Sandia has developed an ultra-sensitive
ultraviolet (W) technique to detect and identify
airborne volatile compounds. This technique has
been developed to reduce the complexity of W
absorption spectra and to increase the sharpness
of individual absorption lines, thereby providing
lower detection limits and increased specificity
in identifying ultra-low concentrations of volatile
compounds in a sampled air stream. Sandia’s
molecular beam fluorometer technology uses a

* ‘l!%ermophysics Department
Senior Member AIAA

** Aerodynamics Department
Senior Member AIAA

+ Laser, Optics, and Remote Sensing Dept.

Thispaperisdeclareda work oftheU.S.Governmentand
isnotsubjecttocopyrightprotectionintheUnitedStates.

free-jet expansion to cool molecules entrained in
an incoming air stream. lkmperatures below 10
K are achieved by expanding the air stream into
a vacuum chamber through a pulsed valve. The
cooled molecules have a simplified absorption
spectrum with sharp molecular features which
improve the detection and identification of spe-
cific compounds in chemical mixtures. Measure-
ments made under vacuum conditions allow
both ionization and fluorescence spectra to be
measured. Using a high accuracy mixing system,
calibrated samples can be produced to determine
the sensitivity of measurements made with the
pulsed molecular beam laser fluorometer. The
apparatus shown in Figure 1. uses a mass spec-
trometer to monitor the concentration of volatile
vapors in helium and dry air carrier gases. Cali-
brated concentrations down to about
10 parts-per-billion can be prepared with the
mixing system.

Molecular beam laser fluorometer measure-
ments are expected to improve the capability of
airborne air-sampling measurements by provid-
ing real-time feedback on the detection of vola-
tile compounds in sampled air masses.
Incorporation of signal analysis software and
all-solid-state tunable W laser technology will
further improve the capabilities of the molecular
beam laser fluorometer in detecting and identi-
fying volatile compounds.

Methodology

When modeling flow in the present simula-
tion geometry, a high pressure expansion, the
transport terms in the Navier-Stokes equations
for continuum flow begin to break down at the
low densities in the expansion plume. The physi-
cal reason is that the linear transport relation-
ships for mass diffusion, viscosity, and thermal
conductivity are no longer valid when the dis-
tance molecules move between collisions is com-
parable to length scales of interest. This is a
characteristic of flows with a Knudsen number
(ratio of mean-free path to a length scale) on the
order of 0.2. A commonly used method for model-
ing such flows is via particle simulation on a ~tid

-1-
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- a technique known as Direct Simulation Monte
Carlo (DSMC), pioneered by Birdl. It has utility
in aerospace applications (upper-atmosphere
flows for hypersonic cruise vehicles, re-entry
vehicles, rocket plumes, etc.) and in vacuum-re-
lated technologies for the semiconductor indus-
try (modeling plasma etching or chemical vapor
deposition). We have used a 2-D DSMC2 code
which has been optimized for the massively par-
allel computer environment. All of the 2-D simu-
lations were performed on a 1024 node nCUBE-2
parallel supercomputer.

The DSMC method, with a simple collision
limiter technique to allow it to be applied to a
restricted set of very high density flow situa-
tions, was used to model the entire gas expan-
sion from the nozzle to the sampling chamber.
This geometry is shown in figure 2. Gas, at
essentially atmospheric pressure, is pulsed into
the chamber from the nozzle. Since the inlet noz-
zle conditions are high pressure, the Navier--
Stokes equations are valid and results from a
continuum code have been used to verify the
DSMC simulations. The INCA3 continuum code

was used to obtain the flowfield results from the
nozzle inlet into the first expansion region in the
present study. The INCA code solves the
Navier-Stokes equations which account for mul-
ti-chemical species and energy modes with ther-
mochemical nonequilibrium. An LU-SGS4)5
(lower-upper symmetric Gauss-Seidel) implicit
finite-volume method was used to solve the con-
servative form of the governing equations.

The questions for this investigation include
whether the DSMC technique can accurately
and efficiently model the expansion from the
nozzle exit plane into the chamber and can
determine an optimum chamber design to
increase the signal sensitivity. Unfortunately,
experimental measurements have not been fin-
ished with which to verify the numerical predic-
tions. This paper will present comparison results
which verifi the simple collision model for these
class of problems, compare the DSMC results in
the nozzle with continuum results and then dis-
cuss the chamber performance for two geome-
tries.
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Collision Limiter
There are at least two strategies which may

be employed to address the very high density
and subsequent very high collision frequency at
the conditions of interest: the first would limit
the number of computational collisions and the
second would assume that the large collision fre-
quency would result in a Boltzmann distribution
and would simply sample from this distribution
based on the cell average quantities for the par-
ticle energies. We choose the former in the
present investigation.

We implement a very simple method to limit
the number of computational collisions:

● calculate the number of collisions per time
step, nsel, using the No Time Counter (NTC)
technique

● then limit the number of collisions to be
attempted to a multiple of the number of
computational particles in the cell, navg,

nsel = aminO (nsel, 5*navg).

This model is based on physical arguments
that suggest that after a finite number of colli-
sions, the computational particles would achieve
a gaussian or Boltzmann distribution. Further
collisions will simply re-distribute the collision
partners in this distribution. We evaluated a
limiter of 5, 10, and 15 and found that for the
present problem, a limiter of 5 was in good
agreement with solutions obtained from a
Navier-Stoked based CFD code. Thus this model
implies that on the average, a computational
particle will undergo at most 5 collisions per
time step. Effects of chemical reactions were not
investigated in the present work; the limiter
value would have to be much larger than 5 to
capture the correct chemical kinetics. Two test
cases were used to evaluate this method: Cou-
ette Flow and a supersonic expansion in a noz-
zle.

Couette F1OW

The problem is the flow of a compressible
fluid between infinite parallel plates of separa-
tion h, the lower one fixed and the upper plate
moving at a velocity, U,. Both plates are at the
same temperature, T~, with fully diffuse sur-
faces. There are zero axial gradients; the flow is
generated entirely by the moving upper plate.
Therefore, this is a 1-D problem; the DSMC code
in ref. 1 was used for this study, The test case
conditions, characteristic of those in the nozzle
of the MBF chamber, were:

T, = 273K
n= = 6.1027 ”1025 #/m3 (0.202 MPa)
u, = 1000 mls
h= 0.5 “ 10-3 m
Argon (diameter =4. 17* 10-lom).

Based on these conditions, the following can
be calculated:

k (mean free path)= 2.1* 10A m
fih = 4.2”10-5
6 (molecular spacing)= 2.5” 10-9m.
v (collision frequency) = 1.3 ● 1010 s-l
NC= 4’1035 #/s-m3

This flow is highly collisional and continuum:
since the molecular spacing is only 20 times
larger than the molecular diameter, the funda-
mental assumption in the DSMC method of a
dilute gas and therefore a flow dominated by
binary collisions may even be approaching the
limits of validity.

The fundamental problem with attempting
this problem with DSMC is illustrated in deter-
mining the number of potential collisions per
time step, NC*At*V. Assuming a uniform grid of
100 cells and a time step of 104 s, one calculates
that you will have to perform approximately
l@5 collisions per cell per time step! This is an
impossible task! Using a collision limiter of 5
and assuming approximately 40 computational
or test particles per cell, the maximum number
of collisions per cell per time step is now only
200, a tractable amount. The test of this simple
method is whether it matches results from the
Navier-Stokes equations.

Three different uniform grids were used: 50,
100, and 500 cells. The cell spacing corresponds
to approximately 50k, 25L and 5A and are con-
sistent with the grid spacing used in the 2-D
study which was performed on the MBF inlet
nozzle. The 1-D DSMC simulations typically
used a time step of 5 ● 10-8 s and were executed
with 6,000 unsteady and 6,000 steady time
steps. Figure 3 shows the velocity profiles for
these three grids using a collision limiter of 5.
The profiles are in excellent agreement and
exhibit the expected linear behavior. The veloc-
ity oflset at the edges is attributed to the large
mesh size used: the gradient from the wall veloc-
ity to the fluid is very steep in this region.

Figure 4 shows the fluid temperature distri-
bution for these simulations. Since the DSMC
technique treats the fluid as fully compressible,
a simple comparison with incompressible theory
is inappropriate. Using the curves for the tem-
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Velocity Profiles with CL= 5
Figure 5 compares the temperature profiles

for a uniform grid of 50 cells with a collision lim-
iter of 5 and 1. The peak temperatures are

800

200

0

K==l A remarkably similar and the edge temperature
jump in absent from the simulation with CL = 1.

0.00 0.20 0.40 0.60 0.80 1.00

Distance (x/h) ,.

Fig. 3 Couette Flow with CL= 5

Temperature Profiles with CL= 5
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Fig.4 Couette Flow with CL= 5
perature distribution for compressible Couette
fIOW from White6 with Pr EC (ILC@ ● Ue2/CPTJ
- 7.3 for argon at these conditions, the peak--
to-wall temperature ratio is predicted to be
approximately 1.9; the peak-to-wall temperature
ratio from figure 4 is 1.83 and in good agreement
considering that the Pr Ec number was calcu-
lated with transport properties which may be
inconsistent with the VHS values using in the
DSMC simulation. This figure also exhibits the
same surface jump conditions as in figure 3.
Again, it is expected that the very large cell size
and large time step are the cause for this.

‘Mthough the CL = 1 simulation appears to bet-
ter predict both the center and edge temperature
distributions, we believe that this is a false con-
clusion and simply attributed to the large cell
size. On the average, 1 collision per computa-
tional particle is made per time step so the effect
of the surface temperature will be propagated
further into the grid.

Temperature Profiles -50 Grid Cells

t i

Distance (x/h)

Fig. 5 Couette Flow with CL= 1 & 5

The conclusion from this test problem is that
the use of a simple collision limiter method with
a value of 5 and a grid with 50 cells adequately
simulates the flow physics in this particular
problem. Again the effects of chemically reacting
flows were not studied.

M13F
The MBF expansion problem can be logically

broken up into two regions; the nozzle and the
expansion cavity (see Figure 2). Since a N-S code
would not be valid for the entire expansion
chamber, we have only used it to verify the
DSMC solutions with the collision limiter in the
nozzle section. Once that was established, we
performed complete axisymmetric simulations
from the nozzle to the expansion cavity with the
DSMC code.

-%
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A DSMC and N-S Nozzle Comparisons
The DSMC2D-MP and INCAcodeswere used

to predict the flowfield from the nozzle into the
first expansion region. A 60 x 70 grid in the noz-

zle was used in the continuum solutions; a grid
refinement study was performed to ensure a grid
independent solution. The first expansion region
was gridded to minimize the effect of the down-
stream boundary condition in the continuum
solutions. Three grids were used in this region
for the DSMC simulations: 50 x 60, 100 x 125,
and 200 x 250. A collision limiter of 5 was used
for all of the DSMC simulations. Typically from
4 to 10 hours on a 256 node nCUBE were
required for the DSMC simulations.

We investigated two sets of inlet nozzle
boundary conditions, on either side of the sonic
conditions:

case 2
Mach = 1.05 Mach = 0.906
Gas = He Gas = He
u = 941 In/s U =822 ITI/S

P = 0.196 MPa P =0.196 MPa
T = 232.3 K T = 232.3 K

Two different inlet boundary conditions were
used for the DMSC simulation: a constant radial
line and a radial profile extracted from the INCA
solution a few grid cells from the inlet boundary.
Results are presented for a constant profile for
the Case 2 conditions and using an extracted
profile for Casel conditions.

Figure 6a and 6b compares the DSMC and
INCA axial velocities one mesh cell in from the
inlet plane for both the constant and extracted
profile cases respectively. The profiles differ at
the wall boundary; a flat inlet profile for the
DSMC simulation results in non-physical behav-
ior for the first few cells along the surface since a
large tangential velocity has been imposed on a
fully diffuse boundary. The collision frequency in
this area is unphysically high. The use of the
extracted profile has included the no-slip N-S
boundary condition which forces the axial veloc-
ity to zero at the surface. Figure 7a and 7b shows
the temperature comparison for the same simu-
lations. Here the effect of using the extracted ini-
tial profile to obtain a consistent set of starting
conditions is more pronounced.

The primary goal of the comparison between
the DSMC and N-S simulations is to determine
whether the ~imple collision limiter method can
adequately allow the DSMC technique to be
applied in this high density region. Figures 8
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Fig. 7a Near inlet temperature profiles for flat initial profile
for DSMC

thru 10 compares the DSMC and INCA nozzle
exit radial profiles of axial velocity, temperature,
and pressure, respectively. Both the flat and the
extracted inlet profiles are included. The effect of
using the flat profile is clearly seen in the devia-
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tion of the profiles at the surface; the DSMC sim-
ulations are evolving the flat inlet profile to one
which is consistent with the no-slip boundary
conditions. The comparisons between the DSMC
simulations using the extracted inlet profile and
the N-S code are extremely good. We conclude
that for this problem class, the use of the colli-
sion limiter allows the DSMC method to both
accurately and efficiently simulate the high den-
sity flow physics. This has given us a new tool to
compute the complete expansion flow in a single
numerical simulation.

B. Cavity Results
Two different gas mixtures were used for the

cavity simulations:

w 0.99 He & 0.01 (CH3)2C0 (acetone)
and conditions of Case 2, and

Case B: 0.999 He & 0.001 (CH3)2C0 and
conditions of Case 1.

The viscosity for the INCA code was calcu-
lated by using Blottner’s formula7 for individual
species and then Wilke’s mixing formula3 to
obtain the mixture viscosity. The conductivity
was calculated by using Eucken’s formula3 to
calculate the species conductivity from the spe-
cies viscosity and then determine the mixture
conductivity using Wilke’s formula. The specific
heat at constant pressure, the enthalpy, and the
entropy for each species was obtained from a
curve fit as a function of temperature. The VHS
model was used in the DSMC simulations with a
single mixture viscosity index. The VSS model is
currently being implemented with species
dependent coefficients.

Figures lla and llb show contours of axial
velocity for the N-S and DSMC simulations for
Case A. The anomaly along the exit plane of the
N-S simulation is due to the particular exit BC
being used. This comparison is made only to con-
firm the need to use the DSMC method for these
expansion flows. Figure 12 shows a contour of
the Bird Continuum Breakdown Parameter:

v ● v in(p)
B= ~

Note that for a value of 0.05, the region of valid-
ity of the N-S equations is limited to approxi-
mately 5 mm from the nozzle exit plane. Based
on this, there is qualitative agreement between
the N-S and DSMC simulations within this
region as show in Figure 11.

Figure 13 shows the DSMC grid for the com-
plete measurement cavity configuration. The
upper surfaces are assumed to be fully diffuse;
the right hand boundaxy is a non-reentrant con-
dition. The grid consisted of approximately
40,000 cells and 7.4 million computational parti-
cles were used; the simulation took 10 hours on a
512 node nCUBE-2 MPP computer for 20,000
time steps. We have found that the use of the
divergent g-rid structure for expanding flows
results in a better choice of collision partners
than a simple rectangular cartesian grid. Figure
14 shows contours of the relative molar fraction
of acetone for the Case B set of conditions. A thin
concentration “shock” of acetone is evident in the
results. Its angle is qualitatively equal to the
nozzle angle of 45°; this angle is much smaller
than the Prandtl-Meyer angle for a free expan-
sion. The high concentration region at the cham-
ber wall is due to the diffuse reflection of the
incident acetone molecules. Figure 15 shows the
radial profiles of the species concentration at the
0.04 m. axial location; experimental measure-
ments will be taken along this plane. The DSMC
simulations indicate that the optimum location
for increased sensitivity in the steady-state
would be at a radial location of 0.022 m.

Transient Behavior

The addition of the collision limiter has
enabled the DSMC method to calculate the flow
transient; this would be quite time consuming if
a composite N-S & DSMC method were used.
Figure 16 shows the contours of the local mole
fraction of acetone 26 ILSinto the expansion. One
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will note that there is a steep concentration gra-
dient at the front of the expansion; the helium
has expanded approx. twice as far at this time.
The mass ratio of acetone to helium is approxi-
mately 15; therefore, the helium has a greater
thermal velocity and can expand faster. This
time dependent concentration enhancement of
the heavier trace species will enhance the sensi-
tivity of the MBF technique; this simulation
indicates a concentration increase of approxi-
mately 6 from the inlet stream can be measured
at the 0.04 m radial plane. Note that the
steady-state mole fraction is 5 times smaller
than the transient one. Experimental verifica-
tion of this concentration shock will be done.

er D-

A goal of this study was to be able to compu-
tationally evaluate various chamber designs to
determine their effectiveness. Figures 17a.and b
shows the relative number densities for the test
A conditions for a chamber with a solid boundary
for the upper surface and a chamber in which
the flow is allowed to expand freely. The effect of
the contained expansion is to depress the expan-
sion. This can also be seen in Figure 18 which
shows the radial profile of the relative concentra-
tion ratios of the species for these two configura-
tions; a free expansion would increase the trace
gas sensitivity.

Summaxy & Conclusions
. The DSMC method has been used to simulate

the expansion of a gas mixture from the nozzle
throat to the free expansion. These simulations
spanned pressures from approximately 0.2
MPa. (2 atm.) to near vacuum.

o A simple technique, a collision limiter, was
used to allow these simulations to be computa-
tionally tractable. This technique has been ver-
ified by comparisons with continuum solutions
for the compressible Couette Flow and nozzle
expansion problems. This method appears to
be viable for neutral chemistry, high density
flows. Further investigation needs to be done to
determine its range of validity.

● DSMC simulations have been performed for
the MBF measurement cavity and have shown
areas with increased species mass separation
which enhances the ability to perform trace
species detection. The transient concentration
shock shows particular promise for trace spe-
cies detection.

c The DSMC2D-MP code, with the collision lim-
iter, can be used to computationally evaluate
nozzle/chamber designs to optimize sensitivity.

● The increased computationally performance
provided by the massively parallel computer
allows the DSMC method to be used as a
design tool.

● Experimental data in this MBF chamber is
being taken to verify the transient and
steady-state DSMC results.
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Low Density Gas Modelling in the
Microelectronics Industry

AbatracL

T.J. Bartel

Sandia Natimml Labomtories, USA

The mieroelectronicaindustty is currentlypursuinglow
pressureetch and depositionreactorsystemsto achievethe unifor-
mity required to meatthe demandsof gigascale integrated circuits.
Tbeee reaetora operate at pressures e 50 m’lbrr and the high denaiw
plasmaetchreactorshaveplasmadensities-1017-1018 m-3.In this
paper, the basic eoneepte of deposition and etch reaetors will be
given with attention to current modelling problems. Another low
density modelling area is macro-particle contamination. Particles,
on the order of a few mictms in diameter,ean block the etch lines
and result in a defketive deviee. The Direet Simulation Monte Carlo
teebnique is being used to model both the etch/deposition and the
particle contamination systems. Although these flows are clearly
rarefied, they prwent Werent computational modelling dMkukies
than the traditional hypersonichpaee DSMC applications.

1 Introduction

The microelectronics industry is currently pursuing low pressure etch
and deposition reactor systems to achiwe the uniformity which is
required to meet the demands of gigascale integrated circuits. These
reaetors operate at pressures <50 mtorr and the high density plasma
etch reaetore have plasma densities - 1017- 1018mq in an effort to
achieve an high etch rate and aniaotropic etching. [1-5] Examples of
the plasma systems are the inductively coupled plasma (ICP) and elec-
tron eyelotron resonance (ECR) systems. High plasma density pro-
vides high ion fluxes to surfaces, which assures processing rates that

match or exceed those of conventional high pressure (20-100 m!lbrr)
reaetheion etch (RIE) systems. Low gas pressures are necessary b
ensure colliaionless ion transport through plasma sheathe, which pro-
vides aniaotropy in the ion flux directed toward the surface. This

ThisworkwasperformedatSandiaNationalLaboratorieswhichis operated for
the DOE under contract number DE-AC04-94AL85000. The work was funded
by a DOE Sandia/SEMATECH CRADA for plasma etch modelling.
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enables etching of high aspect-ratio features. Etching uniformity over
large area (> 200 mm diameter) wafers is of parti~ar importance in
these systems as the trend is towards large area, single-wafer pro-
cesses. The minimum geometry for etching for 16Mbit DRAMmemory
chips is -0.5 ~; 256 Mbit chips will require 0.1 pm!

The transport of contaminants, macro particles, in these reactors
before, during, and after the etch process is becoming an increasing
area of concern since a 0.5 pm particle can block an etch channel and
render the final product useless. The transient fluid behavior in the
chamber during these processes occurs in the 1 to 20 m’lbrr pressure
range and the role of thermophoretic forces on particles at these low
pressures is not understood.

Currently, empiricalkxperimental data are used extensively to
guide the development of new systems. The numerical simulation
techniques which have been developed in traditional rarefied gas
dynamic applications can have a role in guiding experimental efforts
to ident@ etch reactor designs that deliver a uniform flux of radicals
and ions to the wafer, thereby achieving etch uniformity or deposition
reactor designs that deliver a uniform flux of the feed gas to the sur-
face. The Direct Simulation Monte Carlo Tbchnique [6] is idedly
suited for these processes since it has the capability ofcorrectly model-
ling the high density inlet, the complex gas phase chemistry, and the
multi-species transport in system.17,8JThe mesn-free-path at 1 mlbrr
is 20 mm and the diameter of the wafer is 200 mm; the Knudsen num-
ber would indicate that the flow is transitional. The focus of this paper
will be on the modeling concerns of plasma etch systems; the applica-
tion tn deposition systems is similar. [9]

2 Plasma Etch Reactors

The purpose of plasma etch is to produce a permanent feature on a
thin film. ThisisiIlustrated in Figurel.

-..
‘Fa P71

j SUD-W H_-___Jmm

St%rt dim lithography after eteh finish

Figure 1- Pattern transfer using etch processes

i

The ~eatzu-escale of the process refers to the minimum dimension of
the process which is usually the gap width. There are three main char-
acteristics or requirements of the process: anisotropy or directionali~,
selectivity, and damage. The anisotropy of the process is required to
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etch the bottom of the etch cavity and not the side walls to form verti-
cal sides. The angle formed by the bottom and side walls is very criti-
cal is some applications: the allowable range is 88-91 degrees for one.
The process selectivity refers to the ability to etch only the fi mate-
rial and not the mask or substrate. And minimizing damage of the
substrate surface by high energy particles is required.

Plasma etching varies from chemical etching in that the charged
particles have a much higher energy and their motion can be directed
using electric or magnetic fields. In chemical etching, the neutrals
(atoms, radicals, or molecules) will react with the film material and
form volatile products which will be pumped away. This process does
not have good anisotropy. In plasma and ion-enhanced etching, the
ione will strike the surface and either physically remove material off
due to momentum transfer (similar to sputtering) or will enhance the
surface reaction between neutral atoms and the material. For exam-
ple, in a chlorine etch system, the cavitywill contain approximately 85
- 90% Cl atoms and 1- 2% Cl+ ions. Therefore, the surface of the
trench will be saturated with Cl; the incident Cl+ ions enhance the
surface etch reaction of Si + 2C1-> SiClzby an order-of-magnitude. If
the substrate is negatively biased, the Cl+ions will approach the sur-
face in an orthogonal trajecto~ preferentially etching the bottom of
the trench. Thus, the ions enhance the etch rate and therefore the pro-
cess speed as well as providing the required directionality.

Conditions typical of low pressure plasma etch systems are[lOl:
pressure: 1-50 mlbrr
neutral densi~. 1018- ld” #/m3
degree of ionization 1- 10%
ion temperature: 300-600 K
electron temperature: 1-10 eV(hot electrons in coldplasma).

There are many candidate etch gases; most are compoundscontaining
fluorine, cl-hine and bromine: CF4, SF6, CC13F,CC14,C12,CF3Br,
Br2, HBr, HC1,CHC13,SiC~, SiF4,etc. The etch products, SiF4, SiC14
and SiBr4 are the ~ products of etching silicon and are volatile-a
requirement for removal tim the system.

Chlorine etch of silicon is chosen to illustrate the general model-
Iing requirements. Mgure 2 showsan idealized geome~ of such a sys-
tem. The chamber is essentially cylindrical in shape. The chlorine is
tijected through a series of small diameter holes into the cavity either
along the top or sides. External coilscouplethe power into the plasma
to develop a region with a higher level of ionization than using biased
electrodes. This is the region of the plasma glow discharge: the ioniza-
tion of C12 to C12+, the dissociation of C12 to 2C1, and the excitation of
Cl h Cl*. The discharge region will be larger with inductively coupled
power addition than by charged electrodes; the resulting higher ion-
ization will increase the etch rate.

I
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Figure 2- ~ical Chlorine Plasma Etch Reactor Geometry

3 Process Modelling

The goal of process modelling is to be able to determine a priori tie
relative procesdgeometry figures of merit growth/etch rates, unifor-
mity, anisotropy, and selectivity. Various combinations of process
parameters and system specifications can be combined to produce dif-
ferent el~on and ion tmansport properties and fields which will
result in different figures of merit. The process parameters include:
external applied power,system gas pressure, gas flowrate and compo-
sition, and fi-equency of applied power. The system specifications
include: cavity geometry,material types, and reaction scheme.

Historically, fluid or Navier-Stokes methods have been used to
simulate these processes[n-13] even though their validi~ at these
low pressures is questionable. The-on is simply that particle based
techniques are computationally very intensive for these processes and
PDE methods can be run in a reasonable time on advanced scientic
workstations. Table 1 compares various modelling characteristics of
the DSMC to fluid methods. It would appear obvious that the DSMC
methods are superior to the fluid methods; the advent of the tremen-
dous compute speedups available with massively parallel computer
architectures has removed the serioue CPUlimitation. [14

4 DSMC Modelling Issues

The traditional applications of the DSMC technique have been in
hypersonic, low density flows; the present flows are very diiYerent and
represent different modelling challenges.

I
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‘ Table U DSMCvs Fluid Models

DSMC

Particle-based kinetic simula-
tion

Provides species energy and
angular distribution func-
tions as output

More information about dis-
charge (molecular level info.)

Arbiimuy 3-D geometries
with complex boundary condi-
tions

Robust (there is always a
solution)

Computational.ly intensive

Fluid

Solution of PDE equations of
continuity

Requires species energy dis-
tribution functions as input

Less information about dis-
charge (averages over dist.
function)

Boundayy conditions maybe
difficult to specify

Convergence is not guaren-

Workstation computing levels

First, the speed ratio for the material processing flows is very
small; the mean gas velocities are -2 mh and the thermal velocities
are -300 mh. This is in contrast to hypersonic flows where the speed
ratios are very large with mean gas velocities of 1,000-10,000 mh end
thermal velocities of- 200 mls. This difference is extremely important
for computer time requirements. A typical characteristic time for a
hypersonic simulation is 2 m / 6,000 xnh or approximately 104 s; a
characteristic time for etch reactors, z= PWQ where P = 0.002 ‘Ibrr, V
=141, and Q=70sccmisz - 10-1s. A typical time step for a hyper-
sonic simulation is 104- 107s; a typical time step for the etch reactor
is 5.104 s due b the high energy ions and neutrals. Therefore, at
least 10x more time steps are required for the etch simulations to
resolve the subsonic nature of the flow, typical DSMC simulations per-
formed at Sandia have from 50,000 to 200,000 time steps. This prob-
lem is analogous to using a compressible CFD code for an
incompressible flow problem. ‘Ib perform these kinds of simulations in
the routine and frequent manner required for design loop simulation
requires the performance of a massively parallel computer. We have
achieved a speedup of 40x a single Cray Y/MPprocessorusing a 1024
node nCUBE-2 and a speedup of lOOxthe Cray using a 512 node Intel
Paragon. This compute performance has enabled design optimization
simulations to be performed ofetch systems.

Second, the bounday conditions are very different. %ically the
hypersonic case has a defined fieestream inflow and a non-reentrant
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outflow condition. The etch reactors are internal flow systems: the
infiow is typically from discrete points of -1 mm diameter and the
outflow is defined by the pumping speed of a vacuum pump-an elliptic
outflow boundary condition. The expansion flow from the injection
points can be considered a sonic expansion due to the pressure ratios
and modelled as a point source boundary in the DSMC grid. The vac-
uum pump presents some interesting modelling issues. Actually, at
the low pressure and gas mixtures of interest, the vacuum pump
speed is typically not well characterized; in operation the pump speed
is adjusted to maintain a pressure somewhere in the system. ‘1’her~
fore, a outflow boundary feedback loop based on pressure in the sys-
tem is needed tn obtain the correct operating flows. Since this is a
solution of the flowdield, this adds additional unsteady iteration steps
for the DSMC simulation and increases the CPU requirements.

Third, gas-surface chemistry is very important and the etch rate
distribution is one of the primary diagnostic results fkom the simula-
tion. This chemistry is poorly understood. Present models base the
etching on the ratio of the ion-to-neutral surface flw, therefore, tie
probability of surface chemistry depends on the flow field-yet another
requirement for increased CPU performance.

Finally, 3-D simulations in traditional DSMC applications are per-
formed because the geometry is 3-D. Most reactor system geometries
are basically symmetric-to achieve an uniform etch rate. However,
the boundary conditions are not; the injection ports are discrete and
their plume expansion can lead to etch nonuniformity. Also, most
pumping ports are located to the side of the wafer resulting in an
asymmetric outflow. Therefore, cylindrical symmetry can be used to
simpl@ the 3-D simulations.

5 Example IX3NIC Simulations

!&l Neutral ~OW
Figure 3 shows the geometry and results of a typical reactor geom-

etry. This system is cylindrically symmetric with a symmetric outflow
ccmditio~ two pressure gauges were modelled. The gas for this case
was nitrogen, the calculation required approximately 7 hours of CPU
time on a 256 node nCUBE-2 to obtain 100,000 time steps. Of interest
in this case is the pressure gradient in the gauge. Aleo, due to the low
pressures, there is a difference between the gas pressure approxi-
mated as nkT and the surface pressure computed as the normal
momentum diEerence. Figure 4 shows the radial distribution of this
W&ence for a geometry similar to that in Figure 3 but without the .
pressure gauges; the surface pressure from the particle impact is 2-
5% higher than the equilibrium gas pressure near the surface.

r
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outfiow condition. The etch reactors are internal flow systems: the
inflow is @pically from discrete points of - I mm diameter and the
outiow is defined by the pumping speed of a vacuum pump-an elliptic
OUMOWboundary condition. The expansion flow from the injection
points can be considered a sonic expansion due to the pressure ratios
aud modelled as a point source boundary in the DSMCgrid. The vac-
uum pump presents some interesting modelling issues. ActuaIiy, at
the low pressure and gas mixtures of interest, the vacuum pump
speed is typicalIy not weLlcharacterized in operation the pump speed
is adjusted to maintain a pressure somewhere in the system. There-
fore, a outflow boundary f~back loop based on pressure in the sys-
tem is needed to obtain the correct operating flows. Since this is a
solution of the flowfield,this adds additional unsteady iteration steps
for the DSMCsimulation and increases the CPUrequirements.

Third, gas-surface themistry is very important and the etch rate
distribution is one of the primary diagnostic results from the simula-
tion. This chemistry is poorly understood. Resent models base the
etching on the ratio of the ion-to-neutral surface fl~ therefore, the
probability of surface chemistry depends on the flowfield-yet another
requirement for increased CPU performance.

Finally, 3-Dsimulations in traditional DSMCapplications are per-
formed because the geometry is 3-D. Most reactor system geometries
are basically symmetric-to achieve an uniform etch rate. However,
the boundary conditions are not; the injection ports are discrete and
their plume expansion can lead to etch nonuniforma~. Also, most
pumping ports are located to the side of the wafer resulting in an
as~etric OUMOW.Therefore, cylindrical symmetzy can be used to
simp~ the 3-D simulations.

5 Example DSMC Simulations

5.1 Neutral Flow
Figure 3 shows the geometry and results of a typical reactor geom-

etry. This system is cylindrically symmetric with a symmetric outflow
conditiox lrivopressure gauges were modelled. The gas for this case
was nihogerq the calculation required approximately 7 hours of CPU
time on a 256 node nCUBE-2 to obtain 100,000 time steps. Of interest
in this case is the pressure gradient in the gauge. Also, due to the low
pressures, there is a diiYerence between the gas pressure appro*-
mated as nkT and the surface pressure computed es the normal
momentum difference. Pigure 4 shows the radial distribution of this
difference for a geomem similar to that in Figure 3 but without the
pressure gauges; the surface pressure born the particle impact is 2-
5% higher than the equilibrium gas pressure near the surface.
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63 Plasma Flow

Figure 5 showsthe neutral Cl and C12mole&action distribution in
a sample plasma etch reactor configuration. The conditions were:
70 seem C12injection, 3.4 kW RF power deposition, and 2 m!Ibrr at the
center of the pump inlet. This correspondsto an average power deposi-
tion of 0.2 wkrn3 and a peak value of 2.3 wle2n3.These results are for
the RF cycle averaged conditions; the eleetron distribution was
obtained by an external fluid modelwhich was then used to determine
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the spatially varying ionizationhiissociation dates and space charge
fields. Six species w&e modelled in the DSMC simulation; Cl, C+, C~,
C12,C12+,and SiC12.The large dissociation of C12is clearly seen; the
system comes to equilibrium with a large fraction of neutral Cl.

Sample Plasma Etch Reaotor

.

*

J ~ 4.10 4.05 0.00 0.05 0.10 ~ p.ls

Figure 5- Mole fkaction distributions of neutral Cl and C12.

‘1’hble2 shows the 12 gas phase reactions which were modeled: 6
were due ta heavy particle interactions and 6 due to electron impact
chemistry. Effects such as the Franck-Condon energy of the C12disso-
ciation is easily added to a particle simulation to determine the post
dissociation energy distribution of the &agments.

Table 2: Gas phase reactions for the chlorine etch system

1-
2-
3-
4-
5-
6-
7-
6-
9-
1()-clz+e —>cl+cl-
11- C~+e->Cl+2e
I&!-CIZ++ e —> 2C1

Cl++cl->cl+cl+
cl+ + C12—>cl+ Clz+
Clz++ C12—>Clz+ Clz+
Clz++ cl —>C12+ cl+
Cl++cl—->cl+cl
C12++ c1 -> 2cl + cl
Clz+ e —>2Cl+e
Clz+ e —>Clz++ 2e
Cl+e->Cl++2e
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Figure 7 shows the Cl+ and SiC12mole fraction distribution. The
etch rate is primarily determined by the Cl+-ion enhanced etching. At
these low pressures, the etch product, SiCl~,can diffuse into the cham-
ber. Ionization of the etch product has not been included in this simu-
lation. Finally, figure 8 shows the radial etch distribution for this
simulation. For the given conditions and models, the etch rate is not
very u.tiiform.

Sampla Plasma Etch Reactor

Figure 7

Figure 6- Mole fkaction distributions of Cl+ and SiC12

- Radial distribution of etch rate and incident Cl and Cl+ flux.

6 $uuunary

“

The DSMC method is ideally suited t.a simulate material processing
applications such as plasma etahhieposition systems at low pressure.
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Due to the nature of the flow,the computing requirements are much
higher than for typical hypersonic applications. The massively paral-
lel computers provide the enabling technology to apply the method as
a design capability fm i%tureetch reactor design.
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Abstract. The microelectronics industry is currently pursuing low pressure etch and deposi-

tion reactor systems to achieve the uniformity required to meet the demands of gigascale

integrated circuits. These reactors operate at pressures < 50 ml’brr and the high density

plasma etch reactors have plasma densities - 1017-1018 m-3. In this paper, the basic con-

cepts of the Direct Simulation Monte Carlo (DSMC) technique, a particle based simulation

method, are presented and modeling issues pertinent to these reactor configurations

described. These flows present different modelling difficulties than the traditional hyperson-

ickpace DSMC applications. Example simulations for neutral and plasma flows will be pre-

sented to illustrate the simulation technique.

1 Introduction

The microelectronics industry is currently pursuing low pressure etch and deposition reactor sys-

tems to achieve the uniformity which is required to meet the demands of gigascale integrated circuits.

These reactors operate at pressures c 50 mtorr and the high density plasma etch reactors have

plasma densities - 1017-1018 m-3 in an effort to achieve an high etch rate and anisotropic etch-

ing. [1-5] Examples of the plasma systems are the inductively coupled plasma (ICP) and electron cyclo-

tron resonance (ECR) systems. High plasma density provides high ion fluxes to surfaces, which

assures processing rates that match or exceed those of conventional high pressure (20-100 mTorr)

reactive-ion etch (RIE) systems. Low gas pressures are necessary to ensure collisionless ion transport

through plasma sheaths, which provides anisotropy in the ion flux directed toward the surface. This

enables etching of high aspect-ratio features. Etching uniformity overlarge area (> 200 mm diameter)

wafers is of particular importance in these systems as the trend is towards large area, single-wafer

processes.

Currently, empiricallexperimental data are used extensively to guide the development of new sys-

tems. The numerical simulation techniques which have been developed in traditional rarefied gas

dynamic applications can have a role in guiding experimental efforts to identi& etch reactor designs

that deliver a uniform flux of radicals and ions to the wafer, thereby achieving etch uniformity or dep-

osition reactor designs that deliver a uniform flux of the feed gas to the surface. The Direct Si.mula-

,.
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tion Monte Carlo Technique [61is ideally suited for these processes since it has the capability of

correctly modelling the high density inlet, the complex gas phase chemislzy, and the multi-species

transport in system.[7,8]The mean-fi’ee-path at 1 ml’brr is 100 mm and the diameter of the wafer is

200 mm; the Knudsen number, Kn=VLwhere k is the mean free path, would indicate that the flowis

transitional. Simulations have been performed for the neutral flow in different etch sys-

tems[7,8,19,20,21,22]and for deposition systems[9]. However, the DSMC method was only used to

predict the neutral flowin these applications. The focusof this paper will be on the modeling concerns

ofplasma etch systems and the application ofthe DSMCtechnique to predict the transport ofneutral,

ions, and electrons.

2 Direct Simulation Monte Carlo

A) Method
DSMC is a method for the direct simulation of rarefied gas flows[6]. The method assumes that the

gas is a dilute gas; that is, binary collisions dominate the molecular interactions. The flow domain is

first divided in a number of cells. The cell size is determined by the local mean free path 1; a size - A/3

is typically recommended. Unlike CFD grids with mesh orthogonality and one-to-one cell side corre-

spondence constraints, the DSMC grid system serves only to identifi a volume for choosing collision

partners and for obtaining sampling statistics. The flow field is simulated using a number of computa-

tional particles (some 107particles are not atypical for runs on massively parallel supercomputers).

Particles consist of all kinds of species such as radicals, ions, and molecules. The species type, spatial

coordinates, velocity components, internal energy partitioning, and weight factor of each computa-

tional particle are stored. As the particles move through the domain, they collide with one another

and with surfaces. New particles may be added at speciiied inlet port locations, and particles may be

removed horn the simulation due to chemical reactions or through the pumping ports.

The basic premise of DSMC is that the motion of simulated particles can be decoupled from their

collisions over a time step. The size of the time step is selected to be a small fraction of the mean colli-

sion time, or a fkaction of the transit time of a molecule through a cell (similar to an explicit CFL con-

straint). During the motion phase, molecules move in free molecular motion according to their

starting velocity and any forces acting on the molecules (for example the Lorentz force on charged

species). During this phase, molecules may cross cell boundaries, collide with walls, or exit the flow

field. During the collision phase, collision pairs are selected from within each cell regardless of the

position of the molecules within the cell. The no-time-counter (NTC) technique [15], was used to

determine the computational particle collision frequency. The number of pairs to be selected from a

given cell at a time step is

# ptiS = 1./2 N ~ Fn (c@r)m= At / V

where N is the number of computational particles in the cell, Fn the number of real particles per sim-
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ulated one, (~TC,)~u is the maximum of the produ~ of tie ~~ cross-se~on and relative velo@ for

the paira in the cell and V the cell volume. The pai collisionis then computedwith a probability(oTC,)
/ (6’@r)m=. This technique does not have the disadvantages of the older tie co~ter (TCI method

while maintaining computational efficiency,i.e., the simulation time is proportional to the number of

molecules.This is a great advantage of DSMCas compared to other particle simulation methods such

as molecular dynamics. Also, the NTC method allows for unsteady flows to be simulated in a time

accurate manner.

Because of the axisymmetric nature of the reactor problems only two position coordinates (r, z) of

each simulated particle need be stored. However, collisions are handled as three dimensional events

to correctly conserve momentum. The molecular model used was the variable hard sphere (VHS)

model [61. According to this model, the collision cross section ~ij depends on the relative speed of the

colliding partners Ec as

.. = Aij EC+CIJ (2)

where ~j is a constant and m=s -0.5, withs the exponent of the dependence of the coefficient of viscos-

ity on temperature. The chief advantage of the VHS model is that, although the collision diameter is

aHowed to vary with the relative speed (unlike the constant CrOSSsection hard sphere model)) when a

collision does occur, the post-collision velocity components are computed as if it were a hard sphere

collision; that is, isotropic scattering in the center of mass frame of reference.

A deficiency of the VHS model is that the ratio of the momentum to the viscosity’ cross-section fol-

lows the hard sphere value which differs from the real gas values; there is no coupling between the

relative velocity and the post-collision deflection angle. In the variable soft sphere (VSS) model[171,

the cross-section is a function of the Schmidt number, ratio of the viscosity to diflusion, as well as the

viscosity. The deflection angle is now a function of the Schmidt number. The net effect is that species

difhsion in reactor subsonic flow fields is better modelled.

The DSMC technique can easily model internal energy modes: rotational and vibrational energies.

The phenomenological Borgnakke and Larsen [16] model is used to determine the post-collision inter-

nal energy partitioning given the number of internal degrees of freedom of each species. This is a har-

monic oscillator model which drives the post-collision energy distribution toward equilibrium.

Recently, Marriott[181 has applied the Maximum Entropy strategy for particle systems to obtain this

energy distribution; unfortunately, the complex chemical species in typical etch systems are poorly

characterized. Typically, only translational nonequilibrium is modelled.

B) Reactor Modelling Issues
The traditional applications of the DSMC technique have been in hypersonic, low density flows; the

present flows are very different and represent different modelling challenges. Figure 1 shows a typi-

cal etch reactor using chlorine chemistry. This system is characterised as a subsonic, chemically react-

ing, internal flow.
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1) Subsonic NOW

First, the speed ratio for the material processing flows is very small; the mean gas velocities are -2

rds and the thermal velocities are -300 rids. This is in contrast to hypersonic flows where the speed

ratios are very large with mean gas velocities of 1,000- 10,000 nds and thermal velocities of -200

XU/s.This &erence is extremely important for computer time requirements. A typical characteristic

time for a hypersonic simulation is 2 m / 6,000 nds or approximately 10< s; a characteristic time for

etch reactors, t = PV/Q where P = 0.002 ‘Ibrr, V = 141, and Q = 70 seem is t - 10-1s. A typical time step

‘6 -10-7 s“ a @pic~ time step for the etch reactor is 5010-6 s due tofor a hypersonic simulation is 10 ,

the high energy ions and neutrals. Therefore, at least 10x more time steps are required for the etch

simulations to resolve the subsonic nature of the flow; typical DSMC simulations performed at Sandia

have from 50,000 to 200,000 time steps. This problem is analogous to using a compressible CFD code

for an incompressible flow problem. ‘Ib perform these kinds of simulations in the routine and frequent

manner required for design loop simulation requires the performance of a massively parallel com-

puter[14]. As illustrated in Figure 2, we have achieved a speedup of 40x a single Cray Y/MP processor

using a 1024 node nCUBE-2 and a speedup of lOOx the Cray using a 512 node Intel Paragon for a

detailed nozzle expansion problem. This compute performance has enabled design optimization simu-

lations to be performed of etch systems.

2) Jnflow/ou tflow Boundarv C
. .

onddzons

The etch reactors are internal flow systems: the inflow is typically from discrete points of -1 mm

diameter and the outflow is defined by the pumping speed of a vacuum pump--an elliptic outflow

*

boundary condition. The expansion flow from the injection points can be considered a sonic expansion

due to the pressure ratios and modelled as a point source boundary in the DSMC grid. The inward

component of the velocity is selected in proportion to the distribution fbnction: h(v) = (v+cS){exp-(cw)2}

where c~ is the local speed of sound, and a= Mc12/(2RT~i)]U2,with MC12being the molecular weight of

C12, R the universal gas constant, and T~ithe inlet gas temperature. The other two velocity compo-

nents were selected from a Maxwellian at the choked flow temperature. The acceptance-rejection

method [6] was used to sample h(v); only velocities valid for incoming particles are accepted. The vac-

uum pump presents some interesting modelling issues. Actually, at the low pressure and gas mix-

tures of interest, the vacuum pump speed is typically not well characterized; in operation the pump

speed is adjusted to maintain a pressure somewhere in the system. Therefore, a outflow boundary

feedback loop based on pressure in the system is needed to obtain the correct operating flows. Since

this is a solution of the flotield, this adds additional unsteady iteration steps for the DSMC simula-

tion and increases the CPU requirements.

3) Sheath

The sheath thickness is these systems is very small and typically much smaller than the DSMC

mesh cell adjacent to surfaces. The computational particle transport in this cell is treated differently

than in the interior of the domain. First we use a time step subcycling procedure for the charged par-
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title move portion of the time step. In this procedure, we subdivide the global time step born 30 to 45

times to mouethe charged particle in the sheath. This is done to correctly integrate the effect of the

Lorentz force on the particle during the global time step and increase its velocity as it accelerates to

the surface. We also do not allow particle collisions in these cells; since the DSMCmethod arbitrary

obtains its collisionpartners from the cell, unrealistic collisions can results from the charged particle

stream. This assumption is valid since the cell sizes are typically 1-2 mm and the mean-free-path is

from 10-100 mm.

4) Electrons

The DSMC technique has been applied to combined systems of neutral, ions and electrons[231; how-

ever, these were weakly coupled systems without external fields and only ambipolar diffusion for the

charged particle transport. There is no conceptual reason why the method cannot be used to model all

these particle types in a reactor system; the limitation may be simply a matter of computational

resources required to capture the disparate time scales. In the present work, we have modelled the

electrons as a fluid in a separate electron/Poisson solver [24]. In this hybrid strategy, the spatially

varying electron impact chemistry rates and the fields from the glow discharge model are used in the

DSMC code to model the charged particle sources and sinks and their transport.

5) Chemistrv

Chemical reactions, both particle-particle and particle-surface are readily modelled. Particle-parti-

cle reactions are typically modelled using steric factors derived from Arrhenius reaction rates. Sur-

face chemistry models can vary from a simple reaction probability model to a model which has both a

threshold energy and is a function of available activation sites. The complexity of the model is limited

only by the available data.

6) Comrmtational Particle Weight Factors

Finally spatial and species weights have to be used to account for the geometric variation in grid

volumes as a function of radius and for trace species. These weights are used to optimize the number

of computational particles in a grid cell. Typical simulations have approximately 50- 200 computa-

tional particles per cell to capture the correct chemical composition.

C) DSMC vs Fluid Models
Historically, fluid or Navier-Stokes methQdshave been used to simulate these processes [n-131 even

though their validity at these low pressures is questionable. The reason is simply that particle based

techniques are computationally very intensive for these processes and PDE methods can be run in a

reasonable time on advanced scientific workstations. Table 1 compares various modelling characteris-

tics of the DSMC to fluid methods. It would appear obvious that the DSMC methods are superior to

the fluid methods; the advent of the tremendous compute speedups available with massively parallel

-%

,<-.
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computer architectures haa removed the serious cpu limitation. [14]

Table 1: DSMC vs Fluid Models

DSMC Fluid

Particle-based kinetic simula- Solution of PDE equations of
tion

Provides species energy and
angular distribution fimc-
tions as output

More information about dis-
charge (molecular level info.)

Arbitrary 3-D geometries

continuity

Requires species energy dis-
tribution fhnctions as input

Less information about dis-
charge (averages over dist.
function)

Boundary conditions may be
with complex boundary condi- diflicult to spec@
tions

Robust (there is always a Convergence is not guaran-
solution) teed

Computationally intensive Workstation computing levels

3 Example DSMC Simulations

A) Neutral Flow

Figure 3 shows the geometry and results of a typical reactor geometry. This system is cylindrically

symmetric with a symmetric outflow condition; lxvo pressure gauges were modelled. The gas for this

case was nitrogen; the calculation required approximately 7 hours of cpu time on a 256 node

nCUBE-2 to obtain 100,000 time steps. Of interest in this case is the pressure gradient in the gauge.

The measured pressure in the bottom of the gauge is different from the desired surface pressure. Also,

due to the low pressures, there is a difference between the gas pressure approximated as nkT and the

surface pressure computed as the normal momentum difference. Figure 4 shows the radial distribu-

tion of this difference for a geometry similar to that in Figure 3 but without the pressure gauges; the

surface pressure from the particle impact is 2-570 higher than the equilibrium gas pressure near the

surface.

The recent work of Shufflebotham[251 has validated the DSMC technique against experimental

pressure measurements obtained from a nitrogen gas system. The DSMC code was run in a predictive

manner; there was excellant agreement between the predicted and measured pressures.

B) Plasma Flow

Figure 5 shows the neutral Cl and C12mole fraction distribution in a sample plasma etch reactor

configuration. The conditions were: 70 seem C12injection, 3.4 kW RF power deposition, and 2 m!tlwrat
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the center of the pump inlet. This corresponds to an average power deposition of 0.2 w/cm3 and a peak

value of 2.3 w/cm3. These results are for the RF cycle averaged conditions; the electron distribution

was obtained by an external fluid model which was then used to determine the spatially varying ion-

izationklissociation dates and space charge fields. Six species were modelled in the DSMC simulation:

Cl, C+, Cl-, C12,C12+,and SiC12.The large dissociation of C12is clearly seen; the system comes to equi-

librium with a large fraction of neutral Cl.

Table 2 shows the 12 gas phase reactions which were modeled: 6 were due to heavy particle interac-

tions and 6 due to electron impact chemislry. Effects such as the Frank-Condon energy of the C12dis-

sociation is easily added to a particle simulation to determine the post dissociation energy

distribution of the fragments.

Table 2: Gas phase reactions for the chlorine etch system
1-
2-
3-
4-
5-
6-
7-
8-
9-

lo-
11-
12-

Cl++ cl ---> cl+ cl+
cl+ + C12 ---> cl + C12+
cl~+ + C12 ---> C12 + C12+
C12+ + cl ---> C12+cl+
cl+ + cl- ---> cl + cl
C12+ + cl- ---> 2C1 + c1
C12 + e ---> 2C1 + e
C12 + e ---> C12+ + 2e
Cl+ e ---> Cl++ 2e
C12 + e ---> cl + cl-
Cl- + e ---> Cl+ 2e
CIZ+ + e ---> 2C1

Figure 7 shows the Cl+ and SiC12 mole fraction distribution. The etch rate is primarily determined

by the Cl+--ion enhanced etching. At these low pressures, the etch product, SiC12,can diffuse into the

chamber. Ionization of the etch product has not been included in this simulation. Finally, figure 8

shows the radial etch distribution for this simulation. For the given conditions and models, the etch

rate is not very uniform.

Further discussion of the application of the DSMC technique to this geometry and chlorine chemis-

try can be found in ref. 26.

4 summa2’y
The DSMC method is ideally suited to simulate material processing applications such as plasma

etch/deposition systems at low pressure. Due to the nature of the flow, the computing requirements

are much higher than for the method’s traditional hypersonic applications. Massively parallel com-

puters provide the enabling technology to apply the method as a design capability for future etch reac-

tor design. Current work has benchmarked the method for neutral flow in reactor systems and has

shown its predictive capabilities. Further work is needed to implement the necessary physics to have

a self-consistent numerical model for the plasma etch system.
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The Sandia direct simulation Monte Carlo (DSMC) molecularhmnsition gas flow simulation code
has significant potential as a computer-aided design tool for the design of vacuum systems in low
pressure plasma processing equipment. The purpose of this work was to verify the accuracy of this
code through direct comparison to experiment. To test the DSMC model, a fully instrumented,
axisymmetric vacuum test cell was constructed, and spatially resolved pressure measurements made
in Nz at flows from 50 to 500 seem. III a “blind” test, the DSMC code was used to model the
experimental conditions directly, and the results compared to the measurements. It was found that
the model predicted all the experimental findings to a high degree of accuracy. Only one modeling

issue was uncovered. The axisymmetric model showed localized low pressure spots along the axis
next to surfaces. Although this artifact dld not significantly alter the accuracy of the results, it did

add noise to the axial data. @ 1995 American VacuumSociety.

L INTRODUCTION

This article describes a collaboration between Lam Re-
search and Sandia National Laboratories on supercomputer
simulation of neutral gas flow in low pressure plasma pro-
cessing equipment. The simulation software is a particle
code based on the direct simulation Monte Carlo (DSMC)
technique. The code is intended to provide physically cor-
rect, direct, dynamic simulations of gas flow in the transition
(Knudsen) and molecuku flow regimes.

Because of the direct way in which the DSMC code simu-
lates nature, it has the potential to be an extremely powerful
and useful computer-aided design (CAD) tool for the design
of low-pressure vacuum systems. This assumes, of course,
that the code is capable of accurately predicting the vacuum

performance of real systems. The purpose of thisarticleisto

describe our experimental verification of the Sandia DSMC
code.

Il. VACUUM TEST CELL

The Vacuum Test Cell (VTC) was intended to be a di-
rectly modelable approximation of a low pressure plasma
processing system. It consisted of art axisymmetric, bottom
pumped, high vacuum chamber containing a centrally sus-

, pended cylindrical “electrode,” as shown in Fig. 1. The
chamber volume, with the gate valve closed, including the
manometers and the roughing valve/port, was about 54 liters.
The temperature of the VTC was 250 C, with the electrode at
30 ‘C, due to heating by an internal capacitance manometer.

At the top of the ceil was a gas ring containing 16 small,
equally spaced holes. Since the pressure in the gas ring was

“’Electronicmail:pkshuff@lamrc.com
bl~lecmOnic ~~1: tjbtie@cfd.sandia.~ov
C)E]e~&~nicmail:bemey@knrC.com

always at least 1000 times higher than the chamber pressure,

the gas inlets were under conditions of chokedjow. That is,

the velocity of the gas leaving the inlet nozzles was sonic.

This allowed the gas inlet conditions to be fully and uniquely

specified in the DSMC model. The top of the VTC consisted
of a plate containing manometers capable of axial and radial
pressure measurements. Both manometers were mounted in
this plate on a tube through a slide/rotate feedthrough. Axial
pressure measurements were made by adjusting the depth of
the centrally mounted tube into the chamber. An off-axis
manometer was used to make radial measurements using a
tabulation consisting of a short vertical section, followed by
a horizontal section. Rotation of the off-center manometer
caused the end of the tube to sweep out a 180° arc covering
radii from 1.5 to 8.5 in. Due to the chamber symmetry, no
azimuthal pressure gradients should have existed, so this was
just a radial pressure measurement. The central electrode

also contained a nonmovable axial capacitance manometer. A

Penning gauge (Edwards CP25K) was used to measure the

base pressure, which ranged from 8X 10’7 to 3X 10-6 Torr.

The leakback rate was 0.045 mTon-/min (equivalent to

0.0032 seem).

The VTC was evacuated through a 10 in. VAT gate valve
by an Osaka Vacuum TG2003M (2000 liters/s at vacuum)
compound magnetically levitated turbomolecular pump
(TMP). This TMP was backed by an Edwards 40 mechanical
pump equipped with an Edwards 250 Roots blower, through

a 10 ft. long, 2 in. diameter foreline. A TMP isolation valve
was used,anda separateroughinglineandvalveprovided.A

small N2 purge flow into the bearing section of the TMP was
used to keep it clean of backstreaming mechanical pump
oils.

Dry N2 was used in for all test conditions. The mass flow
rate was controlled using a Unit 1200A 500 seem Nz MFC.

1862 J.Vat. Sci,Technol. B 13(4),JuUAug 1995 0734-211 W95113(4)II 86215L$6.00 01995 American Vacuum Society 1862
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axisyrnrnetric.

An upstream shutoff valve was provided to prevent leakage
through the MFC when gas flow was not desired. The accu-
racy of the MFC was checked using a standard rate-of-rise
technique, and found to be correct to within the t 4% error

of the measurement.

Capacitance manometers (Edwards 655, 20 mTorr, tem-
perature controlled at 45 “C) were used for all pressure mea-

surements. Mounting the manometers on extra tabulation
(for the spatially resolved measurements) did not signifi-
cantly affect the pressure readings.

All data was acquired using a computerized data acquisi-
tion system. The manometer readings were zeroed at base
vacuum using both the potentiometers on the manometers
and by collecting data at zero flow immediately before each
set of measurements. Data collection at each point was en-
tirely automated, and involved setting the mass flow rate,
waiting for stabilization, and taking the average of 1500

readings from each manometer over 3 s.

Ill. DSMC CODE

This DSMC code was developed by Bartel of Sandia Na-
tional Laboratories,”4 based on the methods of Bird.5
DSMC codes directly simulate nature by moving computa-
tional particles through space according to Newton’s laws. At
the end of each time step, collision partners are selected from
within each grid cell and collided using probabilistic tech-

-25I

Manometer

J

o 5 10 15

Radius (inch)

FIG.2. MultiblockedcomputationalgridusedtosimulatetheVacuum Test

Cell.

niques, and the resultantstatisticscollected to obtain the lo-

cal velocity and species distributionfunctions. From the dis-

tribution functions, the properties of the gas are then

computed. In our case, parameters of interest include the
Nz number density, translational and rotational temperatures,
radial and axial velocities and pressure. Collectively, this
spatially resolved data set is referred to as the “flow field. ”
Information concerning the fluxes and forces on selected sur-
faces are contained in separate files. The two-dimensional,
axisymmetric version of the code was used in this work.
Note that although the grid geometry is two-dimensional

(2D), the code is physically three dimensional.

The temperature of all surfaces was 250 C, except for the
electrode which was 300 C. All surfaces were assumed to be
diffuse reflectors. No gas phase or surface chemical reactions
were modeled. For simplicity, gas injection was modeled us-
ing an infinitely narrow slit. The equivalent gas inlet tem-
perature, radial and axial velocities and molecular influx
were calculated assuming choked flow conditions in the
nozzles. The turbopump was simulated by a volume from
which particles were randomly removed at a rate adjusted so
as to produce the correct pump-speed at the pump inlet
plane. The necessary pump speeds were obtained for each
flow rate directly from the manufacturer’s specification
sheet.

The model geometry and grid pattern is shown in Figure
2. The very fine grids (which appear as black regions in the
figure) were required to properly resolve the expansion of the
high particle densities near the gas inlets. Since the VTC was
axially symmetric (except for the very small electrode sup-

port), this was a very accurate model of the real chamber.
The code was run on a 1024 node n-CUBE 2 hypercube

supercomputer. Five simulations were run for the model ven-
ficatlon, one for each flow rate from 100 to 500 seem at 100

JVST B - Microelectronics and Nanometer Structures
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FIG.3. Measuredandsimulatedpressuresvsradiusasa functionofflow0.5
in.above theelectrode.Pointsaremeasureddata,linesaresimulationre-

sults.

seem intervals. Tens of thousands of computational particles
were tracked for 150,000 to 250,000 time steps. The simula-

tions were all run concurrently, each using 128 nodes of the
n-CUBE, for 61 hours. Note that this is far, ~ar longer than
necessary for accuracy (1–3 h per condition is normal), but
we wanted the smoothest possible converged flow fields.
Please note that the simulations were performed “blind,”
that is, without knowledge of the experimental results. There
were no adjustable parameters.

IV. RESULTS AND DISCUSSIONS

A. Known sources of error

The measurement uncertainty/repeatability of the manom-
eter and model data was generally less thag t 190 1 - m. In
no case was the measurement error larger than the symbol
size used in the graphs.

A The single largest potential source of error was the pump-
ing speed of the TMP. The values used in the simulation
were obtained from the manufacturer’s specificationsheet.

Any difference between these values and the actual perfor-
mance of the pump directly and adversely affects the predic-
tive capability of the model. The TMP used in this work was
chosen specifically for its especially tight conformance to
specifications. Nonetheless, some small discrepancies be-
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tween the measured and simulated pressures due to devia-
tions of the real TMP from it’s specified performance must
be expected.

A second source of systern+atic error was the screen pro-
tecting the TMP inlet. Unforqmately, due to schedule and
resource constraints we did not get the opportunity to per-
form the full suite of spatial measurements with the screen
removed. Due to the inability to get an accurate a priori
statement of the conductance loss the screen produced, we
decided to run the simulations without the screen (which
could have been simulated by a partially permeable bound-

ary had the screen conductance been known), and correct the
measured data obtained with the screen in place, using data
obtained in separate experiments. It was determined that in
order to compensate for the effect of the screen, the mea-
sured pressures had to be reduced by 4.1%. This brought the
test data closer to the simulation results. Note that the side
manometer data used in Figure 6 was taken without the
screen, and is therefore uncorrected.

Further error might have m-ken from thermal transpiration

in the capacitance manometers,G although it appears that the
manufacturer’s gauge calibration process corrects for this ef-
fect. This was not expected to produce a significant error.

Finally, there is the fact that both the simulated and ex-
perimental flow fields were not isotropic due to the sonic gas
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injection and the net flow through the system. We feel that
the combination of the geometry of the pressure measure-
ment tube used in the radial measurements and gas aniso-
tropy were probably responsible for the exaggerated radial
gradients (and the unphysical minima at 4.5 in. in particular)

in the experimental data relative to the simulation. Note that
in the model, the voiume equilibrium gas pressures (obtained
from a Maxwellian assumption, rtk7’) are generally less than

the equivalent surface pressures obtained from the net differ-
ence in momentum between adsorbing and desorb ing mol-
ecules. For example, on the top of the “electrode” ‘at 300
seem, the surface pressures ranged from 0.05 to O.~0 mTorr
higher than the Msxwellian gas pressures. Note that this
brings the simulated pressures even closer to the measured
values.

B. Comparison of simulation to experiment

Figures 3 through 6 compare the measured (corrected for

the screen) and simulated data. Note the good agreement in
both the absolute values and spatial gradients. Recall that
there were no adjustable parameters in the model. The gen-
eral form of the radial pressure gradients was correctly pre-
dicted. The features in the experimental radial data not fully
predicted by the 2D axisymmetric model could probably

6.00 ~
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--m- ●X$. lCO
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+ dam bot ,.

-- b--awta

,,,

,,

,.,

,..

100 200 300 40U 500

N2 Flow (seem)

FIG.6.Measuredand simulatedpressuresvs flowforthesidemanometers.

have been captured by including the details of the pressure
measurement device in a full 3D simulation (see previous
discussion). The dependence on flow rate is also correctly
predicted. Figure 7 shows the correlation between all simu-
lated and measured values. A perfect correlation would fol-
low the 45° line. Clearly, the correlation is excellent over all
conditions and locations. The correlation coefficient (R2 ad-
justed) between the measured and simulated data sets was
0.9951.

The only issue uncovered in the DSMC code were spuri-
ous pressure variations along the axis of symmetry near sur-
faces. This artifact is clearly seen in Figure 5; note the pres-

sure glitches at either end of the graph (top plate and
electrode “surfaces). While cosmetically unappealing, the
magnitude of the”effect is actually quite small ( * 59ZO),highly

localized and immediately recognizable. Also note that tradi-

tional DSMC applications. such as the simulation of space-
based hypersonic flow fields, also exhibit this anomalous be-
havior. We therefore feel that, while efforts to resolve this
issue should continue, it does not constitute a serious prob-
lem.

C. Application

The intended application of the DSMC code here is the
design and analysis of low pressure, high density plasma
processing equipment used in semiconductor wafer fabrica-
tion. While the VTC is an idealized design, intended solely
for model verification, it does resemble several systems ei-

JVST B - Microelectronics and Nanometar Structures



1866 Shssfflebottom, Bartel, and Bemey Experimental validation of a direct simulation 1888

1’
L

A

6.00,

L ,’

0.00 1.00 2.00 3.00 4.00 5.00 6.00

DSMC Pressure(mTorr)

FIG.7. Correlationbetween simulatedand measured pressurevalues.A

perfectcorrelationwould followthe45° line.

ther commercially available or in the design stage. For such
systems, the 2D axisyrnmetric DSMC code is sufficient. In
general, most semiconductor equipment is basically cylindri-
cal, with side ports and manifolds breaking up the symmetry.

This type of equipment can be modeled with the 3D version
of the DSMC code, which is based on a “pie-section” grid-

ding system. Arbitrary 3D simulations are cumently not
available. Since the only difference between the 2D and 3D
codes is the grid complexity, the verification of the physics
of the code performed in this work also applies to the 3D
version.

Since the inputs to the DSMC model are known design
parameters such as geometry, surface temperatures, gas flows

in and pump speeds out, this makes the code useful as a
CAD tool. The system is built on the computer, “virtual
experiments” are run and the results examined. Thus the
vacuum performance of the system can be fully designed and
specified before hardware is built. In particular, critical is-

sues like neutral gas uniformity, residence time and stagna-
tion effects can be worked out in advance. We expect that use
of this code as a CAD tool could have numerous benefits. (1)
Maximize the usefulness of the concept design stage by al-
lowing many alternative designs to be accurately tested and
compared via simulation. (2) Prevent surprises due to unsus-

pected design flaws,” and overdesigning to try and compen-

sate in advance for these flaws. (3) Minimize the number of

hardware iterations required. In short; use of a DSMC CAD
tool could significantly reduce the cost and duration of high
vacuum and plasma processing equipment development
cycles.

Obviously, the model is not resrncted to pressure simula-
tions. Arty gas property can be obtained from the simtdation.
For example, the VTC simulations show a non-uniform pres-
sure across the “electrode” (where the wafer would be in real
equipment). This may or may not have an effect on real
processes. Of greater interest are questions such as: “is the

pressure gradient due to concentration or temperature gradi-

ents?”, “what do the concentration gradients look like when

multiple gas mixtures are used?”, etc. The most useful prop-
erties that can be obtained from the model are the ones that
cannot be measured readily.

V. CONCLUSIONS

The Sandia DSMC molecularhransition gas flow simula-
tion code correctly and accurately predicted the pressures
within the vacuum test cell, including their absolute values,

spatial variations and dependencies on flow rate. This result,
combined with the fact that hypothetical system designs can
be modeled essentially the same way they are actually con-
structed and tested (specify geometty, flows in, pump speed
out), demonstrates that the Sandia DSMC transition/
molecular flow simulation code is extremely well suited for
use as a vacuum system CAD tool.
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B Samde Problems

-Probl: Metal Etch
.,

-Prob2: Chlorine Plasma in GEC Cell
-Prob3: ESA Test Case: LENS geometry
-Prob4: MBF Expansion Chamber
-Prob5: Sputter Deposition
-Prob6: Si Etch by Chlorine Plasma in UH geometry
-Prob7: NO Nozzle Expansion and Data Comparison
-Prob8: NO Vibrational Relaxation (Time Dependent)



Probl: Metal Etch



DSMC Workshop Test Problem 1

-Metal EtchSimulation

-Inr)ut Gases: BC13& C12via symmetric ring injection

-Wafer Surface: Al

-Boundarv conditions:
inlet: Ring 1-

Ring 2-

radius = 1.0 cm
40 seem BC13& 60 seem C12
radius = 4.0 cm
50 seem BC13& 80 seem C12

use an inlet temperature of 255.92 K and a velocity of 200 rds

outlet: symmetric pump
1,500 I/s flow rate
inlet screen blockage of 590

-Surface Chernistrv:
C12--> 2/3 A1C13 rate => 100%

-Chemical SDecies:
BC13 117.16 gm/gmole 1.944601O-25kg 6.53801O-10m

C12 70.91 grdgmole 1.1801O-25kg 5.5301O-10m

A1C13 133.33 grdgmole 2.213c1O-25kg 6.81”10-10 m

use a mixture viscosity coefficient of 0.9996 @ 273 K

-Surface Boundarv Conditions:
lCIWZO thermal accommodation
10090 diffuse surface reflection
temperature of all surfaces= 298.15 K

-QLuwL
-pressure and species distribution

-surface etch rate

-angular distribution of incident particles for wafer
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*________________________–_____–_–______---------------------------------
* astrick in column 1 indicates comment card
*_______________________________________ ---------------------------------
.

DSMC workshop test problem 1
*
* point injection model for inlet
*
_________________________________________________________________________
*

1 control: -1 -- plot grid only;
* 1 -- initialization & plot file

1 0/1 for X-Y or Z-R flow
*-_____________________ -.------------- +----------------------------------
* FreeStream Conditions
*------------------------------------------------------------------------

1 0/1 for vacuum/ freestream
o. x-component of velocity, m/see (ft/sec x O.3048)
0.0 y-component of velocity, m/see
3.e19 number density, molecules/m**3 (mol./ft**3 x 35.315)
298.15 temperature, deg K (deg R/1 .8)

*_______________________________________ --------------------------------
* Specie Information
*_______________________________________ --------------------------------

3 Number of molecular species
* BC13 CL2 A1C13

0.4 0.6 0.0
3 internal structure of most complex molecule:

* 3-monatomic, 4-rotation, 5-rotat. + vibrat.
o # of them. rx. (from file them)

*-----------------------------------------------------------------------
* Weighting Information (particles and time step)
*_______________________________________________________________________

3.5e10 base # of real mols, per simulation one
1.E-06 base time step, sec
4 cell weighting option

*_________–_____________________________ ------------------–-––– ---------
● Collision Model Input
*_______________________________________________________________________

273.0 ref. temp. for VWSmodel, deg K
0.9996 temperature exponent of viscosity coeffs.

*-----------------------------------------------------------------------
* Surface Modelling Information
*________________________________________--------------------------------

1.000 thacc: thermal accommodationcoefficient
*-----------------------------------------------------------------------
* Mist input Section
,-----------------------------------------------------------------------

8 vacuum pump region #
o ic region distribution
1 wafer material type
o pressure iteration control pt.
o
0.0005 min radial expansion radius
o. power coeff.
o. extra input 8
0. extra input 9
0. extra input 10

*________–______________________________ -------------------------------
* Region Definition
*________–_________–____________________ ...............................

8 number of regions (must be le. 30)
45 number of global points (must be .le.1201

● ______________________________________

probl .inp
Global corner pt. coordinates

Pt. x (m) Y (m)
a______________________________________

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45

----------

0.0
0.0
5.578875e-3
5.578875e-3
5.597125e-3
5.597125e-3
0.02413
0.02413
0.02413
0.11455
0.11455
0.11455
0.28931
0.28931
0.28931
0.37973
0.37973
0.37973
0.40513
0.40513
0.62033
0.62033
0.00000
0.11455
0.16535
0.16535
0.16535
0.17551
0.17551
0.17551
0.40513
0.51943
0.51943
0.53143
0.51943
0.51943
0.53143
-0.0508
-0.0508
-0.0508
-0.06096
-0.06096
-0.06096
0.0
0.0316693
----------------

0.0
0.1143
0.0
0.1143
0.0
0.1143
0.00
0.1143
0.2286
0.0
0.127
0.2286
0.0
0.127
0.2286
0.0
0.127
0.2286
0.0
0.12878
0.0635
0.127
0.005461
0.00
0.0
0.005461
0.01778
0.01778
0.005461
0.0
0.130556

0.0
0.127
0.127
.0635
.0635
0.0
0.0
0.005461
0.01778
0.0
0.005461
0.01778
0.06
0.06
---------------------------------------------

Individual Region Definitions Follow
--REGION NUMBERS NUST BE SEQUENTIAL--

-----------------------------------------------------------------------
-------.====.================----------------------------------------- ===

1 <------ Inputs specific to this region follow
--------- .====.================---------------------------------------- ==

1.0 fnum multiplier
1.0 dtm multiplier
1 global points
2
8

7
40 number of cells along sides 1 and 3
50 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc

‘)

I



0 sides 1 and 3 cell spacing:
3 sides 2 and 4 cell spacing:
1.03
30.
1 boundary type code for sides 1 - 4, resp.
-51
5
7
2 number of BC entries

*--------------------------------------------------------------- ----------
● Side Celll Cel12 Spec. refl. Tamp . K Material# Value
*-------------------------------------------------------------------------

2 1 100 0.000 298.15 0 0.
3 1 40 0.000 298.15 0 0.

*-------------------------------------------------------------------------
● Region interface/matching
* 1-----> Only ~eed if IVN > O; then supply IVN pairs of (IVR,IVS)
● Number adj .
● Reg. side reg. sides Adj side Adj . reg.
* (IVN) no. (IVS) no. (IVR)
*-------------------------------------------------------------------------

1 0
2 0
3 0
4 1 22

●.==...=.=...==.....=..====.=.=====.=.==...==.=..=.=====.===.=============
2 <------ Inputs specific to this region follow

.======--------====------------.=====.=..===..====..=....===.============.

1.0 fnum multiplier
1.0 dtm multiplier

7 global points
8
11
24
25 number of cells along sides 1 and 3
40 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
1 boundary type code for sides 1 - 4, resp.
7
7
5
1 number of BC entries

*-------------------------------------------------------------------------
* Side Celll Cel12 Spec. refl. Temp. K Material# Value
*-------------------------------------------------------------------------

4 1 40 0.000 303.15 1 0.
*-------------------------------------------------------------------------
* Region interfacelmatching
* 1-----> only need if IVN > O; then supply IVN pairs of (IVR,IVS)
● Number adj .
* Reg. side reg. sides Adj . side Adj reg.
* (IVN) no. (IVS) no. (IVR)
*-------------------------------------------------------------------------

1 0
2 1 4 1
3 1 13
4 0

●=====.===================================================================
3 <------ Inputs specific to this region follow

,-------==============.========.==.=.=.....== =...=..=.====.===============------—
1.0 fnum multiplier
1.0 dtm multiplier

prob,l .inp
8
9
12
11
20
20
0
0
0
7
5
5
7
2 number of BC entries

*-------------------------------------------------------------------------
● Side Celll Cel12 Spec. refl. Temp. K Material# Value
*-------------------------------------------------------------------------

2 1 20 0.000 298.15 0 0.
3 1 20 0.000 298.15 0 0.

*-------------------------------------------------------------------------
● Region interface/matching
* 1-----> ~~e:ggjif I’JN> o; then supply IVN pairs of (IVR,IVS)
*
● Reg. side reg. sides Adj . side Adj. reg.
● (IVN) no. (IVS) no. (IVR)
*-------------------------------------------------------------------------

1 1 3 2
2 0
3 0
4 1 2 4

*------_--=========-_------------ ================.===.==========.=========

4 <------ Inputs specific to this region follow
*---_--_--=======__-___-------------- =================================z===

1.0 fnum multiplier
1.0 dtm multiplier
11 global points
12
15
14
30
20
0
0
0
5
7
5
7
2 number of BC entries

*-------------------------------------------------------------------------
* Side Celll Cel12 Spec. refl. Tamp . K Material# Value
*-------------------------------------------------------------------------

1 1 30 0.000 298.15 0 0.
3 1 30 0.000 298.15 0 0.

*-------------------------------------------------------------------------
* Region interface/matching
* [------ only need if IW > O; then supply IVN pairs of (IVR,IVS)
● Number adj .
● Reg. side reg. sides Adj . side Adj . reg.
● (IVN) no. (IVS) no. (IVR)
*-------------------------------------------------------------------------

1 0
2 1 4 3
3 0

global points

number of cells along sides 1 and 3
number of cells along sides 2 and 4
sides 1 and 3 curvature: 0/1 for line/circular arc
sides 1 and 3 cell spacing:
sides 2 and 4 cell spacing:
boundary type code for sides 1 - 4, resp.

number of cells along sides 1 and 3
number of cells along sides 2 and 4
sides 1 and 3 curvature: 0/1 for line/circular arc
sides 1 and 3 cell spacing:
sides 2 and 4 cell spacing:
boundary type code for sides 1 - 4, resp.



4 1 2 5
,..-.-.------=========== ..===.=......===,=.===.======.=.=.=..==-------------------

5 <------ Inputs specific to this region follow
*---------=====================..=...=.. .=.======.=======.==.=---------=.=------.—— ---------

1.0 fnum multiplier
1.0 dtm multiplier

14 global points
15
18
17
15 number of cells along sides 1 and 3
20 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
7 boundary type code for sides 1 - 4, resp.
7
5
5
2 number of BC entries

*-------------------------------------------------------------------------
, Side Celll Cel12 Spec. refl. Temp. K Material# Value
*-------------------------------------------------------------------------

3 1 20 0.000 298.15 0 0.
4 1 20 0.000 298.15 0 0.

*-------------------------------------------------------------------------
* Region interface/matching
* 1-----> only need if IVN > O; then supply IVN pairs of (IVR,IVS)
* Number adj
* Reg. side reg. sides Adj . side Adj . reg.
* (IVN) no. (IVS) no. (IVR)
*---------------------------------------------------------------- ---------

1 1 36
2 1 44
3 0
4 0

●--============.======........=....=...=.=..=.=.=.===.=.==================
~ <------ Inputs specific to this region follow

+...=......=..=.=..=======================================================
1.0 fnum multiplier
1.0 dtm multiplier

13 global points
14
17
16
15 numler of cells along sides 1 and 3
20 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
1 boundary type code for sides 1 - 4, resp.
5
7
7
1 number of BC entries

*-------------------------------------------------------------------------
* Side Celll Cel12 Spec. refl. Temp. K Material# Value
*-------------------------------------------------------------------------

2
*---------
●

*
●

* Reg.

1 30 0.000 298.15 0 0.
----------------------------------------------------------------

Region interface/matching
-----> Only need if IVN > O; then supply IVN pairs of (IVR,IVS)

Number adj .
side reg. sides Adj. side Adj . reg.

.’
<

probl.

--

np
(IVN) no. (IVS) no. (IVR)

---------------------------------------------------------------- -------
1 0
2 0
3 1 1 5
4 1 2 7

===..=..=...==.==.=========.=.==.=.======================================
7 <------ Inputs specific to this region follow

.==.==..==..==..=.===========.==.=.=====.==========================--------------

1. fnum multiplier
1.0 dtm multiplier
16 global points
17
33
32
20 number of cells along sides 1 and 3
20 nurnher of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
1 boundary type code for sides 1 - 4, resp.
7
5
9
2 number of BC entries

-------------------------------------------------------------------------

Side Celll Cel12 Spec. refl. ‘1’emp.K Material# Value
------------------------------------------------------------------- ------

3 1 40 0.000 298.15 0 0.00
4 1 40 0.000 298.15 0 0.95

-------------------------------------------------------------------------

Region interfacelmatching
I-----> Only need if IVN > O; then supply IVN pairs of (IVR,IVS)

Number adj .
Reg. side reg. sides Adj side Adj . reg.

(IVN) no. (IVS) no. (IVR)
-------------------------------------------------------------------------

1 0
2 1 46
3 0
4 2 282-1

..==.==..=...====.=======.=.====..=.==========.=======....==.....========
8 <------ Inputs specific to this region follow

.....==..=.....=.=======.===...===.==.=.==.============.=..====..=.======
0.1 fnum multiplier
1.0 dtm multiplier

36 global points
33
22
21
10 number of cells along sides 1 and 3
20 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
5 boundary type code for sides 1 - 4, reap.
7
5
5
3 number of BC entries

,-------------------------------------------------------------------------

Side Celll Cel12 Spec. refl. Temp. K Material# Value
,-------------------------------------------------------------------------

1 1 35 0.000 298.15 0 0.

,.



3 1 35 0.000 298.15 0 0.
4 1 40 0.000 298.15 0 0.

*-------------------------------------------------------------------------
+ Region interface/matching
* I-----> OIIly need if IVN > O; then supply IVN pairs of (IVR,IVS)
* Number adj .
, Reg. side reg. sides Adj side Adj . reg.
* (IVN) no. (IVS) no. (IVR)
*-------------------------------------------------------------------------

1 0
2 1 47
3 0
4 0

*-------------------------------------------------------------------------
● END OF EXPERT INPUT FILE
*-------------------------------------------------------------------------

probl .inp



inlet
* Table for DSMC Workshop problem 1
● 40sccm BC13, 60sccm C12 --- radial ring 1
* 50sccm BC13, 80sccm c12 --- radial ring 2
*
* 4.478e17 #/s == 1 seem
1 total tables to read
121 table #, number of entries
0.01 447.e17 O. 200.0 255.92 255.92 255.92 0.4 0.6 0.0
0.04 581.e17 O. 200.0 255.92 255.92 255.92 0.3846 0.6154 0.0



*
‘

surf_
* this file contain surface chemistry information for the
● DSMC workshop problem 1
● BC13 C12 AlC13
● 1 2 3
●

● variable order for each reactiOn:
●

1 number of material table types
●

● material I (wafer), n~er Of reactiOns, site densitY
11 1.0
● (reaction type) (species-i) (Species-rl)(Species-r2)(create probl )(create prob2 )(degre
e of specular)(RX prob)
1. 2. 3. 0.0 0.6667 0.0 0.0 1.0
●

lem



I

spec
● ☛☛☛☛☛☛☛☛☛☛☛☛☛☛ ☛☛☛☛☛☛☛☛☛☛☛☛☛☛☛ ● ☛☛☛☛☛☛☛☛

☛ species data file *
*************** ● ***********************
● number of species to input taken from problem description
* input --- they MUST be the same
*-------------- —------------------------ ------------------------------------------------
---
● ID
● Mwt Mol. mass Diam. #Rot.Deg. Rot .Rel. Vib. Rel. Vib.Temp. specie wt. char
ge

*_______-----!?!---- _-.!:!____-::::? _.___?::: _!___?!:: _!_____!!!___________________
*

BC13
117.16 1.9446e-25 6.538e-10 2. 50. 00. 0000. 1.0

0.0
CL2

70.91 1.18e-25 5.53e-10 2. 50. 00. 0000. 1.0
0.0

A1C13
133.33 2.213e-25 6.81e-10 2. 50. 00. 0000. 1.0

0.0
*
* the diameter of BC13 was based on the same density ratio aB C12
● same for A1C13
*

I

I
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Prob2: Chlorine Plasma in GEC Reference Cell



init2d probl.i.np
probl.inp

init2d for DSMC-MP -- version 6.00

starting region 1
starting region connectivity
begin initial processing of region info,.

opening inlet file, inlet, now

. finished reading file--inlet

starting region 2
starting region comectivity
begin initial processing of region info

starting region 3

starting region connectivity

begin initial processing of region info

starting region 4

starting region comectivity

begin initial processing of region info

starting region 5
starting region connectivity
begin initial processing of region info

starting region 6
starting region connectivity
begin initial processing of region info

starting region 7
starting region comectivity
begin initial processing of region info

starting region 8
starting region connectivity
begin initial processing of region info

opening species file, spec, now
finished with file--spec

opening surface chemistry file, surf_chem, now
reading surface: material # 1 reaction #
finished with file--surf_chem

total cell volume(mA3) = 6.1428566E-02
210200

8
5200

3

78
401

50
365

5593
2

molecules in initial grid
regions
computational cells
chemical species

region connections
grid data size
boundary elements
surface elements
cell corner points
inlet table boundary cells

1



- Gas Phase Chernistrv:

cl+ + cl --> cl+ cl+

ClZ++C12 --> C12+ C12+

cl++ cl- --> cl+ cl

CIZ++cl- --> 2C1+ cl

cl- -~:~~~:~b cl (rx 5)

C12 attachment > c1------------- (m 4)

C12 dissociation>------------. 2C1 (rx 1)

C12 ionization------------- > C12+ (rx 2)

cl ionization------------- > cl+ (m 3)

C12+ -Q~@~~J-> 2C1 (rx 4)

Charge Exchange

Charge Exchange

-Qu!Jw
- pressure, velicity, temperature and species distribution
- angular distribution of incident particles for wafer
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*------------------------------------------------------------------------
● astrick in column 1 indicates comment card
+------------------------------------------------------------------------
*

GEC/ICP -- 6 species chemb grid4 P2.lb
●

* point injection model for inlet
*
*--------------------------------------------------------------- ---------
*

1 control: -1 -- plot grid only;
● 1 -- initialization & plot file

1 0/1 for X-Y or Z-R flow
*------------------------------------------------------------------------
● Initial Conditions
*________________________________________________________________________

1 0/1 for vacuurdfreestream
o. x-component of velocity, m/see (ft/sec x O.3048)
o. y-component of velocity, mlsec
4.8e20 number density, molecules/m**3 (mol./ft**3 x 35.315)
300.00 temperature, deg K (deg R/l.8)

*-----------------------------------------------------------------------
● Specie Information
*-----------------------------------------------------------------------

6 Number of molecular species
*----------------------------------------------------------------------
* c1 cl+ cl- C12 C12+ SiC12

0.9 0.0 0.0 0.1 0.0 0.0
*----------------------------------------------------------------------
*----------------------------------------------------------------------

3 internal structure of most complex molecule:
* 3-monatomic, 4-rotation, 5-rotat. + vibrat.

11 # of them. rx. (from file them)
*-----------------------------------------------------------------------
* Weighting Information (particles and time step)
*------------------------------------------------------------------ -----

2.Oell base # of real mols. per simulation one
1.E-06 base time step, sec
4 cell weighting option

*-----------------------------------------------------------------------
* Collision Model Input
*-----------------------------------------------------------------------

300.0 ref. temp. for VHS model, deg K
1.0 temperature exponent of viscosity coeffs.

------------------------------------------------------------------------
* Surface Modelling Information
*-----------------------------------------------------------------------

1.000 thacc: thermal accommodationcoefficient
*-----------------------------------------------------------------------
* Mist input Section
*-----------------------------------------------------------------------

7 vacuum pump region #
o ic region distribution
1 wafer material type
24 pressure iteration control pt.
o
0.0000 min radial expansion radius
1. ne mult
o. @xtra input 8
0. extra input 9
1.0 use external cross-sections

*----------------------------------------------------------------------
* Region Definition
*----------------------------------------------------------------------

gec.inp
9 number of regions (must be le. 30)
24 number of global points

a--------------------------------------
, Global corner pt. coordinates
, Pt. z (m) r (m)
a--------------------------------------

1 -0.0000 0.0
2 -0.0341 0.0
3 -0.0405 0.0
4 -0.0405 0.05715
5 -0.0341 0.05715
6 -0.0341 0.08255
7 -0.0500 0.08255
8 -0.0500 0.06985
9 -0.1118 0.06985
10 -0.1118 0.08255
11 -0.1118 0.1252
12 -0.0341 0.1252
13 -0.0000 0.1252
14 -0.0000 0.08255
15 0.0032 0.08255
16 0.0032 0.0570
17 0.0262 0.0570
18 0.0262 0.08255
19 0.0262 0.1252
20 0.0362 0.08255
21 0.0362 0.1252
22 -0.0118 0.010
23 0.00 0.05715
24 -0.0163 0.1135

,--------------------------------------------

(must be .le.120)

----------------------------
, Individual Region Definitions Follow
, --REGION NUWBERS MUST BE SEQUENTIAL--
,-----------------------------------------------------------------------
,.===.=========.===================.===..=========.===============.=======

1 c------ Inputs specific to this region follow
*..==.===.===.=.===================.===..==.================.====..=======

1.0 fnum multiplier
1.0 dtm multiplier
3 global points
4
5
2
10 number of cells along sides 1 and 3
40 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
1 boundsry type code for sides 1 - 4, resp.
5
5
7
2

,-------------------------------------------------------------------------
k Side Celll Cel12 Spec. ref1. Temp. K Material# Value
,-------------------------------------------------------------------------

2 1 100 0.000 373.00 2 0.
3 1 100 0.000 373.00 3 0.

*-------------------------------------------------------------------------
*
,
,
, Reg.
*

Region interface/matching
-----> Only need if IVN > O; then supply IVN pairs of (IVR,IVS)

Number adj.
side reg. sides Adj . sidel Adj . reg.

(IVN) no. (IVS)I no. (IVR)



*--------------------- ----------------------------------------------------
1 0
2 0
3 0
4 1 2 2

●=====..===....=.....=======.==.==========.======.=.==.====.==========.===
2 <------ Inputs specific to this region follow

*=====.==..............=====.===========.=.==.=.======.====.==========.===
1.0 fnum multiplier
1.0 dtm multiplier
2 global points
5
23
1
40 number of cells along sides 1 and 3
25 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
1 boundary type code for sides 1 - 4, resp.
-1
7
5
1

*_____________________ ----------------------------------------------------
● Side Celll Cel12 Spec. refl. l’emp.K Material# Value
●_____________________ ----------------------------------------------------
* 2 1 60 0.000 373. 3 1.
● 3 1 60 0.000 373. 3 0.

4 1 60 0.000 373. 1 1.
*--------------------- ----------------------------------------------------
* Region interface/matching
* 1-----> only need if IvN > O; then supply IW pairs of (IVR,IVS)
● Number adj .
● Reg. side reg. sides Adj . sidel Adj . reg.
● (IVN) no. (IVS)I no. (IVR)
*--------------------- ----------------------------------------------------

1 0
2 1 41
3 1 18
4 0

,----------===========,======================.==.====.========.=.======.=.----------
3 <------ Inputs specific to this region follow

,--------=---.------==.===========.========.===.=c======.=====.=.======.=.-------—
1.0 fnum multiplier
1.0 dtm multiplier

10 global points
11
12
6
25 number of cells along sides 1 and 3
25 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for linelcircular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
9 boundary type code for sides 1 - 4, resp.
5
5
7
3

*-------------------------------------------------------------------------
● Side Celll Cel12 Spec. refl. Temp. K Material# Value
*-------------------------------------------------------------------------

1 1 50 0.000 350. 3 1.

2 1 50 0.000 350. 3 0.
3 1 50 0.000 350. 4 0.

*-------------------------------------------------------------------------
● Region interfaceimatching
● 1-----> Only need if IW > O; then supply IW pairs of (IVR,IVS)
● Number adj .
* Reg. side reg. sides Adj . side I Adj. reg.
● (IW) no. (IvS)I no. (IVR)
--------------------------------------------------------------------------

1 23 -134
2 0
3 0
4 129

*===========================================-------------=================

4 <------ Inputs specific to this region follow
*====================================............=..==.=..====...===..==.=

1.0 fnum multiplier
1.0 dtm multiplier

9 global points
10
7
8
20 number of cells along sides 1 and 3
8 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o aides 2 and 4 cell spacing:
5 boundary type code for sides 1 - 4, resp.
5
7
5
3

*-------------------------------------------------------------------------
* Side Celll Cel12 Spec. refl. Temp. K Material# Value
*-------------------------------------------------------------------------

1 1 50 0.000 350. 3 0.
2 1 50 0.000 350. 3 0.
4 1 50 0.000 350. 3 0.

*-------------------------------------------------------------------------
* Region interface /m.etching
● 1-----> only need if IW > O; then supply IW pairs of (IVR,IVS)
* Number adj .
● Reg. side reg. sides Adj . side I Adj . reg.
● (IW) no. (IVS)I no. (IVR)
*-------------------------------------------------------------------------

1 0
2 0
3 1 13
4 0

●======.==.===.=..=.=.=====.==================..==========================
5 <------ Inputs specific to this region follow

1.0
1.0

14
13
19
18
15
15
0
0
0
9

fnum multiplier
dtm multiplier
global points

number of cells along sides 1 and 3
number of cells along sides 2 and 4
sides 1 and 3 curvature: 0/1 for line/circular arc
sides 1 and 3 cell spacing:
sides 2 and 4 cell spacing:
boundary type code for sides 1 - 4, resp.



Prob2: Chlorine Plasma in GEC Reference Cell

- Input Gases: Chlorine (C12)

- Wafer Surface: Stainless Steel (no etching)
Y

- Chemical SDecies:
~ Mass VHS diameter

cl 35.45 gm/gmole 0.59 X 10-25 kg 3.S31 x 10-10 m

cl+ 35.45 grn/gmole 0.59 X 10-25kg 3.831 x 10-10m

cl- 35.45 gm/gmole 0.59 X 10-25kg 3.831 x 10-10m

C12 70.91 grn/gmole 1.18 X 10-25kg 5.405 x 10-10m

C12+ 70.91 gm/gmole 1.18 X 10-25kg 5.405 x 10-10m

use a mixture viscosity coefficient of 1.00 @ 300 K

- Boundarv conditions:
inlet: ring radius= 0.1252 m

15 seem distributed over outer ring radius
use an inlet temperature of 255.79 K and a velocity of 200 m/s

outlet: anular pump
3 l/~flow rate
no inlet screen blockage
pressurecontrol to 20 mtorr.

- Surface Boundarv Conditions:
- 100% thermal accommodation
- 100% diffuse surface reaction
- Temperature of all surfaces= 300 K

- Surface Chernistrv:

cl --> 1J2 C12 rate => 1090

cl+ --> cl rate => 10090

cl- --> cl rate => 100%

C12+ --> cl~ rate => 100%

cl~- --> C12 rate => 100?io



7
5
7
2

● _____________________---------------------------------------------------
● Side Celll cel12 Spec. refl. Temp. K Material# Value
● _____________________----------------------------------------------------

1 1 20 0.000 350.00 3 1.
3 1 20 0.000 350.00 4 0.

● _____________________----------------------------------------------------
* Region interface/matching
● l___--> only need if IVN > O; then supply IvN pairs of (IVR,IVS)
* Number adj .
* Reg. side reg. sides Adj sideI Adj . reg.
● (IVN) no. (IVS)I no. (IVR)
+-------------------------------------------------------------------------

1 2 3 63-1
2 1 49
3 0
4 1 27

+---------------------.---------------------------+-----------------------
,----.-----=============_-------------- =====.==================.=====.==.==---------

6 <------ Inputs specific to this region follow
,======================---_-_---------------=======-------- ===========--------

1.0 fnum multiplier
1.0 dtm multiplier
16 global points
15
18
17
10 number of cells along sidea 1 and 3
10 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular erc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
5 boundary type code for sides 1 - 4, resp.
5
7
5
3

*-------------------------------------------------------------------------
● Side Celll Cel12 Spec. refl. Temp. K Material# Value
*-------------------------------------------------------------------------

1 1 40 0.000 350.00 3 0.
2 1 40 0.000 350.00 3 0.
4 1 40 0.000 350.00 3 0.

*_________________________________________________________________ --------
● Region interface/matching
* 1-----> ~~eegaljif IVN > O; then supply IVN pairs of (IVR,IVS)
*
* Reg. side reg. sides Adj side! Adj . reg.
* (IVN) no. (IVS)I no. (IVR)
*-------------------------------------------------------------------------

1 0
2 0
3 115
4 0

*________________________________________________________________---------

7 <------ Inputs specific to this region follow
●---------------------,_-----========.=.....=.===.=.===.===.=====.===..===--------------

1.0 fnum multiplier
1.0 dtm multiplier

18 global points

gec~inp

number of cells along sides 1 and 3
number of cells along sides 2 and 4
sides 1 and 3 curvature: 0/1 for line/circular arc
sides 1 and 3 cell spacing:
sides 2 and 4 cell spacing:
boundary type code for sides 1 - 4, resp.

19
21
20
5
10
0
0
0
5
7
5
5
3

*-------------------------------------------------------------------------
● Side Celll Cel12 Spec. refl. TemP . K Material# Value
*-------------------------------------------------------------------------

1 1 40 0.000 350.00 3 0.
3 1 40 0.000 350.00 3 0.
4 1 40 0.000 350.00 3 0.

*-------------------------------------------------------------------------
● Region interfacelmatching
● 1-----> only need if IVN > O; then supply IW pairs of (IVR,IVS)
● Number adj .
● Reg. side reg. s“ides Adj . side I Adj . reg.
● (IVN) no. (IVS)I no. (IVR)
*-------------------------------------------------------------------------

1 0
2 145
3 0
4 0

*===========-----.------__-----------------------_-=============----------

8 <------ Inputs specific to this region follow
*====-------_----------- __---------------- _--=============_-----.===------

1.0 fnum multiplier
1.0 dtm multiplier
5 global points
6
14
23
30 number of cells along sides 1 and 3
15 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
7 boundary type code for sides 1 - 4, resp.
5
7
5
2

*-------------------------------------------------------------------------
“* Side Celll Cel12 Spec. refl. TemP . K Material# Value
*-------------------------------------------------------------------------

2 1 60 0.000 373. 3
4

0.
1 60 0.000 373. 1 0.

*-------------------------------------------------------------------------
● Region interfacefmatching
● I‘----> ~~eeeejif IVN > O; then supply IVN pairs of (IVR,IVS)
●

● Reg. side reg. sidea Adj. sidel Adj. reg.
● (IVN) no. (IVS)I no. (IVR)
*-------------------------------------------------------------------------

1 1 32
2 0
3 1 19



4 0
*..=. . . . . . =. =.= . . . . . =====. . . . . . . . . . .. =.= =====.= =.= =..== . . . . . . ..=. ===.= .===

g <_-... - Inputs specific to this region follow
*====.....=...=..=.=====.....==..=====.=,=======.===.==.......==..========

1.0 fnum multiplier
1.0 dtm multiplier
6 global points
12
13
14
20 number of cells along sides 1 and 3
20 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
7 boundary type code for sides
7
52
7
1

*------------------------------------------------

for line/circular arc

1 - 4, resp.

-------------------------
● Side Celll Cel12 Spec. refl. Temp. K Material# Value
*---------------------------------------------------------------- ---------

3 1 60 0.000 350. 4 0.
*-------------------------------------------------------------------------
* Region interface/matching
* I‘----> onlY need if IVN > o; then SUPPIY IW pairs of (Ivx,Ivs)
* Number adj.
● Reg. side reg. sides Adj side I Adj . reg.
* (IVN) no. (IvS)I no. (IVR)
*-------------------------------------------------------------------------

1 1 38
2 1 43
3 0
4 1 25

*-------------------------------------------------------------------------
* ~D OF EXPERT INPUT FILE
*_________________________________________________________________________



surf_
+
● this file contain surface chemistry information for the
● UH - GEOM1 Problem c12 chemistry
* Cl, Cl+, Cl-, C12, C12+, SiC12
* 12345 6
*
* variable order for each reaction:
● (reaction type) (species-i) (Species-rl )(Species-r2)(create probl )(create prob2 )(degre
e of specular) (W prob)
●

4 number of material table types
●

* material 1 (wafer), wafer
1 4 1.0
1. 1. 4. 0. 0.5 0. 0.
1. 2. 1. 0. 1.0 0. 0.
1. 3. 3. 0. 1.0 0. 1.
1. 5. 4. ..0 1.0 0. 0.
●

* material 2, upper head
2 4 1.0
1. 1. 4. 0. 0.5 0. 0.
1. 2. 1. 0. 1.0 0. 0.
1. 3. 3. 0. 1.0 0. 1.
1. 5. 4. 0. 1.0 0. 0.
●

* material 3, chamber wal1s
3 4 1.0
1. 1. 4. 0. 0.5 0. 0.
1. 2. 1. 0. 1.0 0. 0.
1. 3. 3. 0. 1.0 0. 0.
1. 5. 4. 0. 1.0 0. 0.
● material 4, pump walls
4 4 1.0
1. 1. 4. 0. 0.1 0. 0.
1. 2. 1. 0. 1.0 0. 0.
1. 3. 1. 0. 1.0 0. 0.
1. 5. 4. 0. 1.0 0. 0.

0.1
1.0
1.0
1.0

0.1
1.0
1.0
1.0

0.1
1.0
1.0
1.0

0.5
1.0
1.0
1.0

:hem

1
,



inlet
*
* new version of inlet file
*

2 number of tables
*

111 -- 15sccm -- point source -- new grid2
* *IS
0.038 6.717899e+18 0.00 -199.725 255.79 255.79 255.79 0.0 0. 0. 1.0 0. 0

●

☛ base case talc.
*

222 -- 10sccm distributed over the outer-ring radius
* #/m2 Tt C12
-0.033 1.967e20 0.0 0.0 300. 300. 300.
0.0 0.0

0.0 0.0 0.0 1.0

-0.004 1.967e20 0.0 0.0 300. 300. 300.
0.0 0.0

0.0 0.0 0.0 1.0



*

, ************** *************** ● ☛☛☛☛☛☛☛☛

● species data file *
● ******************,*******************
● number of species to input taken from problem description
* input --- they MUST be the same
*---------------------------------------------------------------------------------------
---
* ID
* Mwt Mol. mass Diam. #Rot.Deg. Rot.Rel. Vib. Rel. Vib.Temp. specie wt. char
ge

*----________!:!!_---_--E! -----E:??-____ ?:!: _:___?!!: -:-----!:!-------------------
*

---

cl
35.45 0.59e-25 3.831e-10 0.0 0.0 0.0 0.0 1.0 0.

0
cl+

35.45 0.59e-25 3.831e-10 0.0 0.0 0.0 0.0 0.01 1.
0
cl-

35.45 0.59e-25 3.831e-10 0.0 0.0 0.0 0.0 0.01
1.0
C12

70.91 1.18e-25 5.405e-10 2. 5. 00. 0000. 0.01 0.0
C12+

70.91 1.18e-25 5.405e-10 2. 5. 00. 0000. 0.01 1
.0
SiC12

98.99 1.647e-25 8.000e-10 2. 5. 0.0 0.0 1.0 0.
0
●

● some of these are based on Chemkin data provided by Ellen Meeks - SNLL
*



*----------------------------------------------------------------------------
* This input file contains the data characterizing the chemical reactions.
* If input IIreactions = O, there is nO chemistq, and this file is nOt read.
* input lines are free format
* the reaction equation is an input line (a25)
*----------------------------------------------------------------------------
●

*

*
●

●

☛

☛

☛

●

☛

☛

☛

☛

☛

☛

☛

☛

●

☛

☛

☛

☛

☛

●

☛

☛

☛

☛

☛

☛

☛

☛

☛

☛

●

☛

☛

☛

☛

☛

●

☛

●

●

☛

☛

● NOTE : line 1 MUST have 8 integers
line 2 for type O, -1, & -2 MUST have 5 real numbers
line 2 for type -3 NUST have 2 integers and 1 real number
line 3 for type -3 NUST have 6 real numbers

first number on line 1 defines reaction type:

o --

-1 --

-2 --

-3 --

standard Arrhenius collisional chemistry k = A T“B exe (-Ea/kT)
second line variables:
1 -- nuder of intarnal degrees of freedom
2 -- Ea
3 --A
4 --B
5 -- heat of rx (+ for exothermic) - joules

Charge Exchsnge reaction with fixed rate
second line variables:
1 -- probability
2 -- sigma CE (m’2)

Charge Exchange reaction using model from Rapp S Frances(1962 )
sigma = ( kl - k2*alog(vr) )**2

second line variables:
1 -- kl for elastic collision
2 -- k2 for elaatic collision
3 -- kl for charge exchange
4 -- k2 for change exchange

Electron Impact reactions
second line variables:
1 -- equation type (if <O, T in K instead Of ev)
2 -- number of products (1 or 2)
3 -- heat of formation (Frank-Candom)- joules
third line variables:
1 - 6 are fit coefficients

Chlorine chemistry example -- 11 reaction set

cl, cl+, cl-, C12, C12+J Siclz
12345 6

cl+ + Cl -> Cl + Cl+ (charge exchange)
-1 2 1 11102

*
C12
-1

*
cl-
-1

;.75 120.e-20 0. 0.

+ + c12 -> c12 + c12+ (charge exchange)
5 4 11405
0.75 120.e-20 o. 0.

+ cl -> cl + cl- (charge exchange)
3 1 11103
0.90 120.e-20 o. 0.

o.

0.

0.

them

,1+ + cl- -> cl + cl (recombination)
4 23 1 1 101

0.0 0.0 5.e-14 0.0 1.5e-18

’12+ + cl- -> 2C1 + cl (recombination)
4 53 2 1 101

0.0 0.0 5.e-14 0.0 1.26e-18

C12 attachment to Cl + Cl- (electron impact)
3 4411 103

22 3.Oe-19 made up number
.******* 22 5.78e-19 Franck-Condon

● ****** 22 0.4e-19
2.21e-16 0.485 -0.174 0.0 0.0 0.0

Cl- detachment to Cl (electron impact)
3 3310 100

1 1 0.0
2.94e-14 0.680 3.7994 0.0 0.0 0.0

c12 dissociation to ‘2C1 (electron imPact)
3 4411 101

12 0.96e-19
3.99e-14 0.115 4.43 0.0 0.0 0.0

C12 ionization to C12+ (electron impact
.3 4410 500

1 1 0.0
2.13e-14 0.771 11.7 0.0 0.0 0.0

Cl ionization to Cl+ (electron impact
-3 1110 200

1 1 0.0
2.96e-14 0.554 13.1 0.0 0.0 0.0

.3
C12+ attachment to 2cl (electron impact)

5511 101
3 2 1.84e-18
9.Oe-13 0.0258526 0.61 0.0 0.0 0.0

third body probabilities now follow

‘

,!



.

screen. out
init2d gee.inp
gec.inp

init2d for DSMC-MP -- version 6.OO

starting region 1
starting region connectivity
begin initial processing of region info

starting region 2
starting region comectivity
begin initial processing of region info

starting region 3
starting region comectivity
begin initial processing of region info

starting region 4
starting region connectivity
begin initial processing of region info

starting region 5
starting region comectivity
begin initial processing of region info

starting region 6
starting region connectivity
begin initial processing of region info

starting region 7
starting region comectivity
begin initial processing of region info

starting region 8
starting region comectivity
begin initial processing of region info

starting region 9
starting region comectivity
begin initial processing of region info

opening inlet file, inlet, now
finished reading file--inlet

opening species file, spec, now
finished with file--spec

opening gas phase chemistry file, them, now
reading reaction #
reading reaction #
reading reaction #
reading reaction #
reading reaction #
reading reaction #
reading reaction $
reading reaction #
reading reaction #
reading reaction #
reading reaction #
finished with file--them

opening surface chemistry
reading surface: material
reading surface: material

1
2
3
4
5
6
7
8
9
10
11

file, surf_chem, now
# 1 reaction #
# 1 reaction #

1
2

reading surface: material #
reading surface: material #
reading surface: material #
reading surface: material #
reading surface: material #
reading surface: material #
reading surface: material #
reading surface: material #
reading surface: material #
reading surface: material #
reading surface: material #
reading surface: material #
reading surface: material #
reading surface: material #
finished with file--surf_chem

1 reaction #
1 reaction #
2 reaction #
2 reaction #
2 reaction #
2 reaction #
3 reaction #
3 reaction #
3 reaction #
3 reaction #
4 reaction #
4 reaction #
4 reaction #
4 reaction #

I

opening crOss_sectiOn file, crOss_sectiOn, now
reading 9 values from cross_sectiOn file
finished with file--cross_section

total cell v01ume(mA3) . 5.5488381E-03
361460 molecules in initial grid

9 regions
3410 computational cells

6 chemical species

11 # of chemical rx
3 # of charge exchange rx
8 # of electron impact rx

92 region connections
361 grid data size
20 boundary elements
316 surface elements
3762 cell corner points

17 inlet table boundary cells

bear% (./prob2)

3
4
1
2
3
4
1
2
3
4
1
2
3
4



Prob3: ESA test case: LENS

.



Prob3: ESA

- Chemical SDecies:

o~ 32.00 gm/gmole

Nz 28.016 gm/gmole

o 16.00 gm/gmole

N 14.008 gndgmole

NO 30.008 gndgmole

test case (LENS

5.31 X 10-26kg

4.65 X 10-26kg

2.65 X 10-25kg

2.325 X 10-26kg

4.98 X 10-26kg

use a mixture viscosity coefficient of 0.74 @273 K

- Freestream Bound arv conditions:

VX=3053.18 ‘/~

Vy= 0.0 ‘/~

number p= 0.895 x 1023‘Olwul=/m3

T=218 K

- Surface Boundarv Conditions:
- 100% thermal accommodation
- 100% diffuse surface reaction
- Temperature of all surfaces=218 K

- Surface Chemistrv:
none

- Gas Phase Chemistrv:
23 gas phase reactions (refer to Chem file)

--
- pressure and species distribution
- angular distribution of incident particles for wafer

- References used to create exanmle:

geometry)

3.96 x 10-10m

4.07 x 10-10m

3.00 x 10-10m

3.00 x 10-10m

4.00 x 10-10m

Marriott, P. M. & Bartel, T. J., “Comparison of DSMC Flowfields Predictions using Different
Models for Energy Exchange & Chemical Reaction Probability,” Rarefied Gas Dynamics 19,
Vol. 1, pp. 413-419, Oxford University Press, 1995.

.
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●

✎

*------------------------------------------------------------------------
* astrick in column 1 indicates comment card
*------------------------------------------------------------------------
●

LSNS Test ESA air
●

●

*------------------------------------------------------------------------
●

1 control: -1 -- plot grid only;
● 1 -- initialization & plot file

1 0/1 for X-Y or Z-R flow
*------------------------------------------------------------------------
* FreeStream Conditions
*------------------------------------------------------------------------

1 0/1 for vacuum/freestream
3053.18 x-component of velocity, m/see (ft/sec x 0.3048)
0.0 y-cOmpOnent of velocity, mlsec
0.89508e23 number density, molecules /m**3 (mol./ft**3 x 35.315)
218. temperature, deg K (deg R/l.8)

*_______________________________________________________________________
● Specie Information
*-----------------------------------------------------------------------

5 Number of molecular species
● N2
* 1.0
● 02 N2 o N NO

.1668 .7434 1,032e-3 O.0 8.873e-2
*

5 internal structure of most complex molecule:
● 3-monatomic, 4-rotation, 5-rotat. + vibrat.

23 # of them. rx. (from file them)
*-----------------------------------------------------------------------
* Weighting Information (particles and time step)
*-----------------------------------------------------------------------

10.e9 base $ of real mols. per simulation one
1.E-07 base time step, sec
4 cel1 weighting option

*-----------------------------------------------------------------------
● Collision Model Input
*_______________________________________________________________________

273.0 ref. temp. for VWS model, deg K
0.74 temperature exponent of viscosity coeffs.

*-----------------------------------------------------------------------
● Surface Modelling Information
*-----------------------------------------------------------------------

1.000 thacc: thermal accomodetion coefficient
*-----------------------------------------------------------------------
* Mist input SeCtiOn
*-----------------------------------------------------------------------

o vacuum pump region #
o ic region distribution
o wafer material type
o pressure iteration control pt.
o
0.0005 mim radial expansion radius
o. power coeff.
o. extra input 8
0. extra input 9
0. extra input 10

*----------------------------------------------------------------------
* Region Definition
*----------------------------------------------------------------------

5 number of regions (must be .le. 30)

esal .inp
13 number of global points (must be .le.120)

!--------------------------------------

Global corner pt. coordinates
Pt. x (m) Y (m)

a--------------------------------------

1 -0.031 0.0
2 -0.03 0.015
3 -0.007 0.095
4 0.03429 0.07239
5 0.0 0.0
6 0.00229771 0.013031
7 0.0307098 0.0736931
8 0.11 0.18
9 0.0381 0.01905
10 0.0381 0.07239
11 0.25 0.01905
12 0.25 0.06800
13 0.25 0.13

,-----------------------------------------------------------------------

Individual Region Definitions Follow
--REGION NUMBERS MUST BE SEQUEWTIAL--

,-----------------------------------------------------------------------
,==.===============.=============================.============.===========

1 <------ Inputs specific to this region follow
,...==..=.....=...=....................===.=............==..===..=..=...=.

1.0 fnum multiplier
1.0 dtm multiplier
5 globel points
1
2
6

30
100

number of cells along sides 1 and 3
number of cells along sides 2 and 4

1 sides 1 and 3 curveture: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
2 sidea 2 and 4 cell spacing:
1.03

100
5 boundary type code for sides 1 - 4, resp.
1
3.
7
1 number of BC entries

--------------------------------------------------------------------------

Side Celll Cel12 Spec. refl. Temp. K Material# Value
,-------------------------------------------------------------------------

1 1 100 0.000 300. 0 0.
,-------------------------------------------------------------------------
,-------------------------------------------------------------------------

Region interface/mstching
Reg. side reg. sides Adj . side Adj . reg.

,-------------------------------------------------------------------------
,-------------------------------------------------------------------------

1 0
2 0
3 0
4 1 22

,==============.====.=========.==================.==============.=========
2 c------ Inputs specific to this region follow

,---------=== ========================== =============== =========.===== =====

1.0 fnum multiplier
1.0 dtm multiplier
6 global points
.
4



3
7

150
100

0
0
2
1.03

100.0
5
7
3
7
1

*-------------------

number of cells along sides 1 and 3
number of cells along sides 2 and 4
sides 1 and 3 curvature: 0/1 for line/circular arc
sides 1 and 3 cell spacing:
sides 2 and 4 cell s}acing:

boundary type code for sides 1 - 4, resp.

number of BC entries
____________________ __________________________________

+ Side Celll Cel12 Spec. ref1. TemP . K Material# Value
*--------------------------------------- ----------------------------------

1 1 200 0.000 300. 0 0.
*--------------------------------------- ----------------------------------
*--------------------------------------- ----------------------------------
* Region interface/matching
* Reg. side reg. sides Adj . side Adj . reg.
+-------------------------------------------------------------------------
*-------------------------------------------------------------------------

1 0
2 1 41
3 0
4 1 23

*--------=======...=..==.===.====.==.--------...=...=.======.=============---.--—-
3 <------ Inputs specific to this region follow

*--------------=========.=.=...=.===.=---------=..===========.============------— ---------

1. fnum multiplier
5.0 dtm multiplier
7 global points
3
8
10
50 number of cells along sides 1 and 3
90 number of cells along sides 2 and 4
-4 sides 1 and 3 curvature: 0/1 for line/circular arc

o sides 1 and 3 cell spacing:
2 sides 2 and 4 cell spacing:
1.04

70.
5 boundary type code for sides 1 - 4, resp.
7
3
7
1 number of BC entries

*-------------------------------------------------------------------------
● Side Celll Cel12 Spec. refl. TamP . K Material# Value
*-------------------------------------------------------------------------

1 1 100 0.000 300. 0 0.
*-------------------------------------------------------------------------
*-------------------------------------------------------------------------
* Region interface/matching
* Reg. side reg. sides Adj. side Adj. reg.
*_____________ ------------------------------------------------------------
*-------------------------------------------------------------------------

1 0
2 1 42
3 0
4 1 24

,=======....=..=...=...==.=......=..===== ..===---------–-_____—---=========------.==

esal.inp
4 ------- Inputs specific to this region follow

..........==.......===..=.===.==..=====.=======.=========================
1.0 fnum multiplier

15.0 dtm multiplier
10 global points
8
13
12
70 number of cells along sides 1 and 3
40 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
2 sides 1 and 3 cell spacing:
1.04

80
2 sides 2 and 4 cell spacing:
1.05

100
7 boundary type code for sides 1 - 4, resp.
7
11
11
0 number of BC entries

-------------------------------------------------------------------------

Side Celll Cel12 Spec. refl. Ternp.K Material# Value
----------------------- --------------------------------------------------

1 1 100 0.000 300. 0 0.
-------------------------------------------------------------------------

-------------------------------------------------------------------------
-------------------------------------------------------------------------

Region interfaceimatching
Reg. side reg. sides Adj. side Adj . reg.

-------------------------------------------------------------------------
-------------------------------------------------------------------------

1 1 35
2 1 43
3 0
4 0

=.=.=======.=.=.=.===============.===.===================================
5 <------ Inputs specific to this region follow

=.=.=.===.====..=====================.===================================
1. fnum multiplier

40.0 dtm multiplier
9 global points
10
12
11
70 number of cells along sides 1 and 3
50 nuder of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for linelcircular arc
2 sides 1 and 3 cell spacing:
1.02

20
3 sides 2 and 4 cell spacing:
1.04
60
5 boundary type code for sides 1 - 4, resp.
5
7
11
2 number of BC entries

,-------------------------------------------------------------------------
, Side Celll Cel12 Spec. refl. Temp. K Material# Value
,-------------------------------------------------------------------------
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I

spec
*************** *************** *********
* species data file ●

*************** ●****.**+****** ● ********
* number of species to input taken from problem description
● input --- they MUST be the same
*---------------------------------------------------------------------------------------
--------
* ID
* Mwt Mol. mass lliam. #Rot.Deg. Rot.Rel. Vib. Rel. Vib.Temp. specie wt.

charge
● (kg) (m) Freedom Coil. # Coil. # (K)
*_______________________________________________________________________________________
---------

02
32.00 5.31E-26 3.96E-10 2. 5. 50. 2270. 1.0

0.0
N2
28.016 4.65E-26 4.O7E-10 2. 5. 50. 3390. 1.0

0.0
0
16.00 2.65E-26 3.E-10 o. 0. 0. 0. 1.0
0.0

N
14.008 2.325E-26 3.E-10 o. 0. 0. 0. 1.0
0.0

NO
30.008 4.98E-26 4.E-10 2. 5. 50. 2740. 1.0

0.0

I

I

I

.,



.

---------------------- -------------------------------------------------------
● This input file contains the data characterizing the chemical reactions.
* If IRA = O, there is no chemistv, and this file is not read.
● IRA > 0, there are IRA reactions, each characterized by 3 input records
● --note-- the reaction equation is an input line (a25)
● _____________________ -------------------------------------------------------
●

02+ N--> 2O+N
*

014213
1. 8.197E-19
●

02 + NO --> 20 + NO
*

015213
1. 8.197E-19
*
02 + N2 --> 20 + N2
*

012213
1.5 8.197E-19
*

202 --> 20 + 02
*

011213
1.5 8.197E-19
●

02 + o --> 30
*

01 3213
1. 8.197E-19
●

N2+0-->2N+O
*

023214
0.5 1.561E-18
●

N2 + 02--> 2N + 02
●

021214
0.5 1.561E-18
●

?$2+ NO --> 2N + NO
*

025214
0.5 1.561E-18
*

2N2 --> 2N + N2
●

022214
1. 1.561E-18
●

N2 +N --> 3N
*

024214
1. 1.561E-18
*

NO + N2 --> N+()+N2
●

052214
1. 1.043E-18
●

NO + 02 --> N+O+02
●

34
5.993E-12

35
5.993E-12

32
1.198E-11

31
5.393E-11

33
1.498E-10

43
3.187E-13

41
3.187E-13

45
3.187E-13

42
7.968E-13

44
6.9E-8

32
6.59E-10

-1.

-1.

-1.

-1.

-1.

-0.5

-0.5

-0.5

-0.5

-1.5

-1.5

-8.197E-19

-8.197E-19

-8.197E-19

-8.197E-19

-8.197E-19

-1.561E-18

-1.561E-18

-1.561E-18

-1.561E-18

-1.561E-18

-1.043E-18

them
)51214
.. 1.043E-18

iO + NO --> N+O+NO

)55214
1. 1.043E-18

JO+ O--> N+O+O

)53214
1. 1.043E-18

$O+N-->2N+O

)54214
1. 1.043E-18
,

XO+O-->O2+N

)5311 1
). 2.719E-19
,

{2+0 --> NO+3’3

)23115
1. 5.175E-19
k

)2+ N--> NO+O
,

314115
). 4.968E-20
,
qo+t’i-->N2+o
k

)5411
). o.
k

)+0 + Ml --> 02 + Ml
,

)3310
1. 0.
k

U+N + M2 --> N2 + M2
k

24410
3. 0.
,

V+ N+ N--> N2+N
●

D441O
D. o.
●

V+O + M3 --> NO + M3
*

D431O
0. 0.
*

●N+O --> NO+ + e-
●

●4 3118

2

1

2

2

5

31
6.59E-10

35
1.318E-8

33
1.318E-8

34
1.318E-8

04
5.279E-21

04
1.120E-16

03
1.598E-18

03
2.49E-17

0 -1
8.297E-45

0 -2
3.0051E-44

0 -3
6.3962E-40

0 -4
2.7846E-40

09
*0. O 4.422e-19 1.5e-20
●

●

-1.5 -1.043E-18

-1.5 -1.043E-18

-1.5 -1.043E-18

-1.5

1.

0.

-1.043E-18

-2.719E-19

-5.175E-19

0.5 2.719E-19

0. 5.175E-19

1.561E-18

-0.5 8.197E-19

-0.5

-1.5

-1.5

0.5

1.5637E-18

1.043E-18

0.0



n.out

O.OOOE+OO

O.000E+OO

O.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.OOOE+OO

0.000E+OO

O.000E+OO

0.000E+OO

0.000E+OO

0.OOOE+OO

0.000E+OO

0.000E+OO

screc
center .radius = O.404E-01

radius = O.405E-01

0.382E-01

0.382E-01

0.383E-01

0.383E-01

0.383E-01

0.383E-01

0. 000E+OO

0.000E+OO

0.000E+OO

O.OOOE+OO

0.000E+OO

0.000E+OO

0.OOOE+OO

0.000E+OO

O.OOOE+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.OOOE+OO

0.000E+OO

O.OOOE+OO

O.OOOE+OO

0.000E+OO

0.000E+OO

0.000E+OO

O.OOOE+OO

0.000E+OO

0.000E+OO

0.000E+OO

0.000E+OO

O.000E+OO

0.000E+OO

0.000E+OO

0.OOOE+OO

0.000E+OO

0.000E+OO

angle = O

angle . 0

angle = 0

angle . 0

angle = O

angle = O

angle . 0

angle . 0

angle . 0

angle = O

angle . 0

angle . 0

angle . 0

angle = O

angle . 0

angle . 0

angle . 0

angle . 0

angle . 0

angle = O

angle . 0

angle . 0

angle = O

angle = O

angle = O

angle = O

angle = O

angle = O

angle = O

angle = O

angle = O

angle . 0

init2d esal.inp
esal.inp

init2d for DSMC-MP -- version 6.00

region 1 row - 29
.332E+o0
region 1 row - 30
.331E+O0
region 1 row - 31
.330E+O0
region 1 row - 32
.329E+O0
region 1 row - 33
.328E+O0
region 1 row - 34
.327E+O0
region 1 row - 35
.326E+O0
region 1 row - 36
.325E+o0
region 1 row - 37
.324E+O0
region 1 row - 38
.323E+O0
region 1 row - 39
.322E+O0
region 1 row - 40
.320E+O0
region 1 row - 41
.319E+O0
region 1 row - 42
318E+O0
region 1 row - 43
.317E+O0
region 1 row - 44
.315E+O0
region 1 row - 45
.314E+O0
region 1 row - 46
.312E+O0
region 1 row - 47
.311E+O0
region 1 row - 48
.309E+O0
region 1 row - 49
.308E+O0
region 1 row - 50
.306E+O0
region 1 row - 51
.305E+O0
region 1 row - 52
303E+O0
region 1 row - 53
.301E+O0
region 1 row - 54
.299E+O0
region 1 row - 55
.298E+O0
region 1 row - 56
.296E+O0
region 1 row - 57
.294E+o0
region 1 row - 58
.292E+o0
region 1 row - 59
.290E+O0
region 1 row - 60
.288E+O0

center =

radius = O.407E-01

radiua = O.408E-01

radius = O.41OE-O1

center =

center =
starting region 1
startina reaion connectivity
begin i~iti~l processing of-reaion info

radius =

radius .

radius .

radius =

radius =

radius =

radius =

radius =

radius =

radius =

radius =

radius =

radius =

radius =

radius =

radius =

radius =

radius =

radius =

radius =

radius .

radius =

radius =

radius =

radius =

radius =

radius =

radius =

0.381E-01

0.382E-01

0.382E-01

0.383E-01

0.383E-01

0.384E-01

0.384E-01

0.385E-01

0.386E-01

0.386E-01

0.387E-01

0.388E-01

0.388E-01

0.389E-01

0.390E-01

0.391E-01

0.392E-01

0.392E-01

0.393E-01

0.394E-01

0.395E-01

0.396E-01

0.397E-01

0.398E-01

0.399E-01

0.401E-01

0.402E-01

0.403E-01

center = 0.381E-01

center = 0.381E-01

center = 0.381E-01

center = 0.381E-01

center = O.381E-01

center = O.381E-01

center = O.381E-01

center = 0.381E-01

center = 0.381E-01

center = 0.381E-01

center = 0.381E-01

center = 0.381E-01

center = 0.381E-01

center = 0.381E-01

center = 0.381E-01

center = O.381E-01

center = 0.381E-01

center = 0.381E-01

center = 0.381E-01

center = 0.381E-01

center = O.382E-01

center = O.382E-01

center = O.382E-01

center = 0.382E-01

center = 0.382E-01

center = 0.382E-01

center = O.382E-01

center = 0.382E-01

angle =

angle =

angle =

angle =

angle =

angle =

angle =

angle .

angle =

angle =

angle .

angle =

angle =

angle =

angle =

angle =

angle =

angle .

angle =

angle =

angle .

angle .

angle .

angle =

angle =

angle =

angle .

angle .

center =region 1 row -
0.349E+O0
region 1 row -
0.349E+O0
region 1 row -
0.348E+O0
region 1 row -
0.348E+O0
region 1 row -
0.347E+O0
region 1 row -
0.347E+O0
region 1 row -
0.346E+O0
region 1 row -
0.346E+o0
region 1 row -
0.345E+O0
region 1 row -
0.345E+O0
region 1 row -
0.344E+O0
region 1 row -
0.344E+O0
region 1 row -
0.343E+O0
region 1 row -
0.343E+O0
region 1 row -
0.342E+O0
region 1 row -
0.342E+o0
region 1 row -
0.341E+O0
region 1 row -
0.340E+O0
region 1 row -
0.340E+O0
region 1 row -
0.339E+O0
region 1 row -
0.338E+O0
region 1 row -
0.338E+O0
region 1 row -
0.337E+O0
region 1 row -

0.336E+O0
region 1 row -
0.335E+O0
region 1 row -
0.334E+O0
region 1 row -
0.334E+O0
region 1 row -
0.333E+O0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

radius = 0.411E-01

radius = O.413E-01

radius = O.414E-01

center =

center = 0.383E-01

0.383E-01

0.384E-01

0.384E-01

0.384E-01

0.384E-01

0.385E-01

0.385E-01

0.385E-01

center =

radius = 0.416E-01

radius = O.418E-01

radiua = 0.419E-01

center =

center =

center =

radius = 0.421E-01

radius = O.423E-01

radius = O.425E-01

center =

center =

center =

radius = O.427E-01

radius = O.429E-01

radius = 0.431E-01

center =

center =

center =

0.386E-01

0.386E-01

0.386E-01radius = 0.434E-01

radius = O.436E-01

radius = 0.439E-01

radius = 0.441E-01

radius = 0.444E-01

radius = 0.447E-01

center =

0.387E-01

0.387E-01

0.388E-01

center .

center =

center =

0.388E-01

0.389E-01

0.390E-01

center .

center =

radius . 0.449E-01

radius = 0.452E-01

radius = 0.456E-01

center =

center = 0.390E-01

0.391E-01

0.392E-01

0.393E-01

0.394E-01

0.395E-01

0.396E-01

0.397E-01

center =

radius = 0.459E-01

radius = O.462E-01

radius = 0.466E-01

center =

center =

center =

radius . 0.469E-01

radius = 0.473E-01

radius = 0.477E-01

center =

center =

center =



region 1 row - 61
0.286E+O0
region 1 row - 62
0.283E+O0
region 1 row - 63
0.281E+O0
region 1 row - 64
0.279E+O0
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Prob4: MBF Expansion Chamber

.



Prob4: Molecular Beam Flurometer

- Irmut Gases: He& C3H60

- Chemical S~ecies:
~ Mass VHS diameter

He 4.004 gm/gmole 6.648 X 10-27kg 2.19 x 10-10m

c~H60 70.91 gm/gmole 9.64 X 10-26kg 6.67 x 10-10m

use a mixtureviscositycoefficientof 0.658531 @ 273 K

- Boundarv conditions:
inlet: sonic choked boundary

Mole fractions:
He= 1.0 C3H60= 0.0

outlet: nonreentrant boundary (perfect vacuum pump)

- Surface Boundarv Conditions:
- 100% thermal accommodation
- 100% diffuse surface reaction
- Temperature of all surfaces= 232.31 K

- Surface Chemistrv:
no reactions

-QJ@uL
- pressure, velocity, temperature and species distribution
- transient flowfield results

- Reference:

T. J. Bartel et. al., “DSMC Simulation of Nozzle Expansion Flow Fields,” AIAA 94-2047, 6h
AIAA/ASME Joint Thermophysics & Heat Transfer Conference, Colorado Springs, CO, 1994.
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*------------------------------------------------------------------------
* astrick in column 1 indicates comment card
*------------------------------------------------------------------------
*

MBF - He-Acetone TI
*
*
*________________________________________________________________________
●

1 control: -1 -- plot grid only;
* 1 -- initialization & plot file

1 0/1 for X-Y or Z-R flow
*--------------------------------------- ---------------------------------
● Freestream Conditions
● _______________________________________ -—-------------------------------

o 0/1 for vacuum/freestream
0.0 x-component of velocity, mlsec (ft/sec x 0.3048)
0.0 y-component of velocity, mlsec
6.1027e25 number density, molecules /m**3 (mol./ft*+3 x 35.315)

232.31 temperature, deg K (deg R/1.8)
*_______________________________________________________________________
● Specie Information
*-----------------------------------------------------------------------

2 Number of molecular species
* HE c3-H6-O

1.0 0.0
3 internal structure of most complex molecule:

* 3-monatomic, 4-rotation, 5-rotat. + vibrat.
o # of them. rx. (from file them)

*-----------------------------------------------------------------------
* Weighting Information (particles and time step)

1.e12 base # of real mols. per simulation one
1.e-08 base time step, sec
-4 cell weighting option

*-----------------------------------------------------------------------
* Collision Model Input
*-----------------------------------------------------------------------

273.0 ref. temp. for VHS model, deg K
0.658531 temperature exponent of viscosity coeffs.

*-----------------------------------------------------------------------
● Surface Modelling Information
*-----------------------------------------------------------------------

1.000 thacc: thermal accommodationcoefficient
*-----------------------------------------------------------------------
● Mist input Section
*-----------------------------------------------------------------------

o vacuum pump region # (O - not used in problam)
o density weighting variable flag in init2dxV
o extra input 3
0 extra input 4
0 extra input 5
5.08e-4 min radial expansion radius
o power coefficient
o extra input 8
0 extra input 9
0 extra input 10

*----------------------------------------------------------------------
* Region Definition
*----------------------------------------------------------------------

6 number of regions (must be .le. 30)
30 number of global points (must be .le.120)

*---------------------------------- ----
● Global corner pt. coordinates

*--------

Pt. x (m) Y (m)
--------------------------------------

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
24
25
26
27
28
29
30

0.000
1.5875e-2
3.2258e-2
1.905e-l
0.0
1.65215e-2
0.00
1.5875e-2
1.5875e-2
1.905e-l
0.01
0.01
0.005
-0.00049
-0.00049
0.002
0.00
0.015
0.03
0.1
0.001
0.001
0.01
0.01
0.01
0.01
1.5875e-2

-2.54e-4
-2.54e-4
0.012
0.012

0.0
0.0
0.0
0.0
5.08e-4
1.63833e-2
1.1811e-3
1.7056e-2
7.62e-2
7.62e-2
0.01
0.0005
0.0005
0.0
0.0005
0.00
0.002
0.03
0.02
0.0
0.0
1.46892e-3
0.00
1.01207e-2
1.0508e-2
1.l181e-2
0.0
0.0
2.54e-4
0.0
1.31811e-2

--------------------------------------
------- ---------------------------------------------------------- ========

1 <------ Inputs specific to this region follow
.====.====.====.==-------------------------------------------------------

5. frnnnmultiplier
1.0 dtm multiplier
5 global points
7
8
6

200 number of cells along sides 1 and 3
20 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: : 0/1 for linelcircular arc
2 sides 1 and 3 cell spacing:
1.03

40
0 sides 2 and 4 cell spacing:
7 boundary type code for sides 1 - 4, resp.
5
5
7
2 number of BC entries

-------------------------------------------------------------------------

Side Celll Cel12 Spec. refl. Temp. K Material# Value
-------------------------------------------------------------------------

2 1 100 0.000 300.00 0 0.
3 1 200 0.000 300.00 0 0.

-------------------------------------------------------------------------

-------------------------------------------------------------------------
-------------------------------------------------------------------------



4
●

● Region interfacelmatching
* Reg. side reg. sides Adj . side Adj reg.
*-+-----------------------------------------------------------------------
*-------------------------------------------------------------------------

1 2 3532
2 0
3 0
4 1 13

,------------------==================..============--------------=========

2 <------ Inputs specific to this region follow
,-------=================.=..==..==.==.==..=============------===.===.====-------

10.0 fnum multiplier
1.0 dtm multiplier
1 globel points
5

22
21
60 number of cells along sides 1 and 3
50 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
2 sides 1 and 3 cell spacing:
1.04

50
0 sides 2 and 4 cell spacing:
1 boundary type code for sides 1 - 4, resp.
7
1
7
0 number of BC entries

*-------------------------------------------------------------------------
● Side Celll Cel12 Spec. refl. Temp. K Material# Value
+_________________________________________________________________________
●

*-------------------------------------------------------------------------
*-------------------------------------------------------------------------
● Region interface/matching
● Reg. side reg. sides Adj . side Adj . reg.
*-------------------------------------------------------------------------
*_________________________________________________________________________

1 0
2 1 46
3 1 11
4 1 25

+.===...====....==.===.=.=======.=..=.==================.===.=.=====.==.=.
3 <------ Inputs specific to this region follow

,---------------------=s==========..=..===============.=.===.=..===..==.=.-----------
1.0 fnum multiplier
1.0 dtm multiplier
8 global points
9

20
3
80 number of cells along sides 1 and 3
60 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
2 sides 2 and 4 cell spacing:
1.04

50
7 boundary type code for sides 1 - 4, resp.
5
7
1
1 number of BC entries

tl.inp
*-------------------------------------------------------------------------
● Side Celll Cel12 Spec. refl. Temp. K Material# Value
*-------------------------------------------------------------------------

2 1 100 0.0 300. 0 0.
*-------------------------------------------------------------------------
●

*-------------------------------------------------------------------------
*-------------------------------------------------------------------------
● Region interfacelmatching
● Reg. side reg. sides Adj. side Adj . reg.
*-------------------------------------------------------------------------
*-------------------------------------------------------------------------

1 2 4541
2 0
3 1 2 4
4 0

● =... . . . . . . . . . . . . . . . . . . . . . . . . . .= .=. . . . . . . . . . . =. ..= =. ..= .= ==. . . . . . =..== ..=.
4 <------ Inputs specific to this region follow

*-------------------------------------------------------------------------

1.0 fnum multiplier
1.0 dtm multiplier

20 global points coinciding w/ region corner points 1 - 4, resp.
9
10
4
80 number of cells along sides 1 and 3
50 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
1 boundary type code for sides 1 - 4, resp.
7
5
8
1 number of BC entries

*-------------------------------------------------------------------------
● Side Celll Cel12 Spec. refl. TemP . K Material# Value
*-------------------------------------------------------------------------

3 1 100 0.000 300.00 0 0.
*-------------------------------------------------------------------------
*
*-------------------------------------------------------------------------
*-------------------------------------------------------------------------
● Region interface/matching
* Reg. side reg. sides Adj side Adj . reg.
*-------------------------------------------------------------------------
*-------------------------------------------------------------------------

1 0
2 1 33
3 0
4 0

● =========.= =.==== ====== ====== =..=== .= ..== ====== ====== ====== .= ==.= =.==== s=
5 <------ Inputs specific to this region follow

●.................=........................=......==.==.===....==.====.===
5.0 fnum multiplier
1.0 dtm multiplier

21 global points
22
6
3

200 number of cells along sides 1 and 3
100 number of cells along sides 2 and 4
0 sidee 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:



tl
o sides 2 and 4
1 boundary type
7
7
7

cell spacing:
code for sides 1 - 4, resp.

o numbar of surface bc
*-------------------------------------------------------------------------
* Side Celll Cel12 Spec. refl. TemP . K Material# Value
+--------------------------------------- ----------------------------------
●

●--------------------------------------- ----------------------------------
*--------------------------------------- ----------------------------------
* Region interface/matching
* Reg. side reg. sides Adj. side Adj . reg.
*--------------------------------------- -------------------------- --------
+--------------------------------------- ----------------------------------

1 0
2 1 42
3 1 11
4 1 13

.===--------======.=====...=...==.=..==.,===.==..===.=====....=.==========

6 <------ Inputs specific to this region follow
*.===.......=.=.==.=.=.======.============================================

20.0 fnum multiplier
1.0 dtm multiplier

27 global points
28
5
1
60 number of cells along sides 1 and 3
50 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
1 boundary type code for sides 1 - 4, resp.

-31
5
7
1 number of BC entries

*--------------------------------------------------------------------- ----
* Side Celll Cel12 Spec. refl. Temp. K Material# Value
*-------------------------------------------------------------------------

3 1 250 0.000 300.00 0 0.
*________________________ -------------------------------------------------
*
●--------------------------------------- ----------------------------------
*-------------------------------------------------------------------------
* Region interface/mstching
* Reg. side reg. sides Adj side Adj reg.
*---------------------------------------------------------------- ---------
*-------------------------------------------------------------------------

1 0
2 0
3 0
4 1 22

*-------------------------------------------------------------------------
* END OF EXPERT INPUT FILE
*-------------------------------------------------------------------------



a
*

inletI
●

1 table for the MBF nOzzle(INCA-M=l .05:plane at 2.53429e-4m)-file:inlet .bc
1 69 3 table #, # of table entries, BC tne
*
*= number density Vz
pecies 1 2
● units are NKS
0.0000OOE+OO O.61O425E+26 941.7240

.001
0.146677E-04 O.61O425E+26 941.7240

.001
0.284893E-04 O.61O423E+26 941.7250

.001
0.415138E-04 O.61O423E+26 941.7260

.001
0.537871E-04 O.61O422E+26 941.7270

.001
0.653527E-04 O.61O42OE+26 941.7290

.001
0.762515E-04 O.61O42OE+26 941.7290

.001
0.865219E-04 O.61O42OE+26 941.7280

.001
0.962003E-04 O.61O423E+26 941.7250

.001
O.1O5321E-O3 O.61O426E+26 941.7190

.001
0.113916E-03 O.61O434E+26 941.7100

.001
0.122016E-03 O.61O443E+26 941.6970

.001
0.129649E-03 O.61O453E+26 941.6800

.001
0.136843E-03 O.61O467E+26 941.6630

.001
0.143622E-03 O.61O479E+26 941.6470

.001
0.150012E-03 O.61O486E+26 941.6370

.001
0.156033E-03 O.61O486E+26 941.6390

.001
0.161709E-03 O.61O474E+26 941.6600

.001
0.167058E-03 O.61O443E+26 941.7070

.001
O.1721OOE-O3 O.61O387E+26 941.7910

.001
0.176852E-03 O.61O29BE+26 941.9230

.001
0.181332E-03 O.61O167E+26 942.1120

.001
0.185555E-03 0.609987E+26 942.3720

.001
0.189536E-03 0.609747E+26 942.7140

.001
0.193289E-03 0.609437E+26 943.1540

.001
0.196827E-03 0.609050E+26 943.7030

.001
0.203309E-03 0.607992E+26 945.1890

.001
0.206276E-03 0.607298E+26 946.1510

.001
0.209074E-03 0.606479E+26 947.2800

Vr Tt Tr TV fraction s

0.0000 0.2323E+03 0.2323E+03 0.2323E+03

0.0000 0.2323E+03 0.2323E+03 0.2323E+03

0.0002 0.2323E+03 0.2323E+03 0.2323E+03

0.0004 0.2323E+03 0.2323E+03 0.2323E+03

0.0006 0.2323E+03 0.2323E+03 0.2323E+03

0.0008 0.2323E+03 0.2323E+03 0.2323E+03

0.0009 0.2323E+03 0.2323E+03 0.2323E+03

0.0008 0.2323E+03 0.2323E+03 0.2323E+03

0.0003 0.2323E+03 0.2323E+03 0.2323E+03

-0.0008 0.2323E+03 0.2323E+03 0.2323E+03

-0.0029 0.2323E+03 0.2323E+03 0.2323E+03

-0.0060 0.2323E+03 0.2323E+03 0.2323E+03

-0.0103 0.2323E+03 0.2323E+03 0.2323E+03

-0.0153 0.2323E+03 0.2323E+03 0.2323E+03

-0.0207 0.2323E+03 0.2323E+03 0.2323E+03

-0.0253 0.2323E+03 0.2323E+03 0.2323E+03

-0.0278 0.2323E+03 0.2323E+03 0.2323E+03

-0.0262 0.2323E+03 0.2323E+03 0.2323E+03

-0.0182 0.2323E+03 0.2323E+03 0.2323E+03

-0.0011 0.2323E+03 0.2323E+03 0.2323E+03

0.0285 0.2323E+03 0.2323E+03 0.2323E+03

0.0741 0.2322E+03 0.2322E+03 0.2322E+03

0.1400 0.2322E+03 0.2322E+03 0.2322E+03

0.2307 0.2321E+03 0.2321E+03 0.2321E+03

0.3517 0.2320E+03 0.2320E+03 0.2320E+03

0.5090 0.2319E+03 0.2319E+03 0.2319E+03

0.9614 0.2317E+03 0.2317E+03 0.233.7E+03

1.2733 0.2315E+03 0.2315E+03 0.2315E+03

1.6554 0.2313E+03 0.2313E+03 0.2313E+03

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

.001
0.211713E-03

.001
0.214203E-03

.001
0.216552E-03

.001
0.218769E-03

.001
0.220861E-03

.001
0.222836E-03

.001
0.224701E-03

.001
0.226462E-03

.001
0.228126E-03

.001
0.229699E-03

.001
0.231185E-03

.001
0.232591E-03

.001
0.233921E-03

.001
0.235181E-03

.001
0.236373E-03

.001
0.237504E-03

.001
0.238576E-03

.001
0.239593E-03

.001
0.240560E-03

.001
0.241479E-03

.001
0.242354E-03

.001
0.243188E-03

.001
0.243983E-03

.001
0.244743E-03

.001
0.245471E-03

.001
0.246168E-03

.001
0.246838E-03

.001
0.247482E-03

.001
O.2481O3E-O3

.001
0.248703E-03

.001
0.249285E-03

.001

0.605524E+26 948.5890

0.604427E+26 950.0980

0.603180E+26 951.8240

0.601783E+26 953.7870

0.600232E+26 956.0070

0.598528E+26 958.4950

0.596664E+26 961.2550

0.594633E+26 964.2800

0.592422E+26 967.5460

0.590004E+26 971.0140

0.587356E+26 974.6250

0.584444E+26 978.3060

0.581242E+26 981.9660

0.577728E+26 985.5060

0.573890E+26 988.8250

0.569716E+26 991.8270

0.565195E+26 994.4260

0.560317E+26 996.5400

0.555077E+26 998.0970

0.549471E+26 999.0400

0.543508E+26 999.3340

0.537218E+26 998.9510

0.530613E+26 997.8610

0.523698E+26 996.0320

0.516481E+26 993.4200

0.508962E+26 989.9740

0.501135E+26 985.6220

0.492995E+26 980.2630

0.484526E+26 973.7540

0.475739E+26 965.8640

0.466683E+26 956.2080

2.1188 0.2311E+03 0.2311E+03 0.2311E+03

2.6759 0.2308E+03 0.2308E+03 0.2308E+03

3.3405 0.2305E+03 0.2305E+03 0.2305E+03

4.1280 0.2301E+03 0.2301E+03 0.2301E+03

5.0556 0.2297E+03 0.2297E+03 0.2297E+03

6.1421 0.2292E+03 0.2292E+03 0.2292E+03

7.4077 0.2287E+03 0.2287E+03 0.2287E+03

8.8731 0.2281E+03 0.2281E+03 0.2281E+03

10.5587 0.2275E+03 0.2275E+03 0.2275E+03

12.4847 0.2268E+03 0.2268E+03 0.2268E+03

14.6690 0.2260E+03 0.2260E+03 0.2260E+03

17.1268 0.2253E+03 O.2253E+03 0.2253E+03

19.8690 0.2245E+03 0.2245E+03 0.2245E+03

22.8939 0.2237E+03 0.2237E+03 0.2237E+03

26.1895 0.2230E+03 0.2230E+03 0.2230E+03

29.7463 0.2224E+03 0.2224E+03 0.2224E+03

33.5554 0.2218E+03 0.2218E+03 0.2218E+03

37.6030 0.2213E+03 0.2213E+03 0.2213E+03

41.8680 O.221OE+O3 O.221OE+O3 O.221OE+O3

46.3152 0.2207E+03 0.2207E+03 0.2207E+03

50.8990 0.2206E+03 0.2206E+03 0.2206E+03

55.5788 0.2206E+03 0.2206E+03 0.2206E+03

60.3215 0.2208E+03 0.2208E+03 0.2208E+03

65.0949 O.221OE+O3 O.221OE+O3 O.221OE+O3

69.8661 0.2215E+03 0.2215E+03 0.2215E+03

74.6020 0.2221E+03 0.2221E+03 0.2221E+03

79.2665 0.2229E+03 0.2229E+03 0.2229E+03

B3.8187 0.2238E+03 0.2238E+03 0.2238E+03

88.2192 0.2250E+03 0.2250E+03 0.2250E+03

92.4555 0.2264E+03 0.2264E+03 0.2264E+03

96.5942 0.2281E+03 0.2281E+03 0.2281E+03

0.249850E-03 0.457380E+26 944.3170 100.7240 0.2302E+03 0.2302E+03 13.2302E+OJ

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999



.001
0.250400E-03 0.447682E+26 929.7660 104.6890 0.2327E+03 0.2327E+03 0.2327E+03

.001
0.250938E-03 0.437375E+26 911.8630 107,9540 0.2358E+03 0.2358E+03 0.2358E+03

.001
0.251465E-03 0.426346E+26 889.0870 109,7260 0.2395E+03 0.2395E+03 0.2395E+03

.001
0.251982E-03 0.414573E+26 858.6020 108.9840 0.2439E+03 0.2439E+03 0.2439E+03

.001
0.252493E-03 0.402026E+26 815.4470 103.9530 0.2494!3+030.2494E+03 0.2494E+03

.001
0.252998E-03 0.388550E+26 750.9500 90.3279 0.2560E+03 0.2560E+03 0.2560E+03

.001
0.253500E-03 0.374430E+26 649.8740 57.8191 0.2628E+03 0.2628E+03 0.2628E+03

.001
0.254000E-03 0.311123E+26 0.0000 0.0000 0.3000E+03 0.3000E+03 0.3000E+03

.001

inlet

0.999

0.999

0.999

0.999

0.999

0.999

0.999

0.999

.
.



,

s
. *********,** *******.***** ● ☛☛☛☛☛☛☛☛☛☛☛☛

● species data file ●

*************** ● ************+*● ********
● number of species to input taken from problem description
* input --- they MUST be the same
+--------------------- __________________________________________________________________
---
● ID
● Mwt Mol . mass Diam. #Rot.Deg. Rot.Rel. Vib. Rel. Vib.Temp. specie wt. char
ge
.
*-----_------!?!__ -----? !-----FY?-____? :::-:___E!:: -:_____!!!___________________
---

He
4.004 6.648e-27 2.19e-10 0.0 0.0 0.0 0.0 1.00 0.0

C2H60
58.08 9.64e-26 6.67e-10 0.0 0.0 0.0 0.0

0
0.01 0.

No
30.008 4.98E-26 4.E-10 2. 1. 50. 2740.

02
1.0 0.0

32,00 5.31E-26 3.96E-10 2. 5. 50. 2270. 1.0 0.0
N2

28.016 4.65E-26 4.O7E-10 2. 5. 50.
0

3390. 1.0 0.0

16.00 2.65E-26 3.E-10 o. 0. 0. 0.
N

1.0 0.0

14.008 2.325E-26 3.E-10 o. 0. 0. 0. 1.0 0.0
NO

30.008 4.98E-26 4.E-10 2. 1. 50. 2740. 1.0 0.0
He

4.004 6.648e-27 2.19e-10 0.0 0.0 0.0 0.0 1.00 0.0
Ar

39.94 6.63e-26 4.04e-10 0. 0. 00. 0000. 1.0 0.0



screen. out
init2d tl.inp
tl.inp

init2d for DSMC-MP -- version 6.OO

starting region 1
starting region connectivity
begin initial processing of region info

starting region 2
starting region connectivity
begin initial processing of region info

starting region 3
starting region connectivity
begin initial processing of region info

starting region 4
starting region connectivity
begin initial processing of region info

opening inIet file, inlet, now
finished reading file--inlet

starting region 5
starting region connectivity
begin initial processing of region info

starting region 6
starting region connectivity
begin initial processing of region info

opening species file, spec, now
finished with file--spec

total cell v01ume(m”3) = 3.1904490E-03
7136729 molecules in initial grid

6 regions
38800 computational cells

2 chemical species

66 region connections
1022 grid data size
100 boundary elements
420 surface elements

39816 cell corner points
50 inlet table boundary cells

bear% ( /prob41

,,



Prob5: Sputter Deposition



Prob5: Sputter Deposition

- but Gases: N2 & Ar

- Wafer Surface: Stainless Steel (no etching)

- Chemical SDecies:
~ Mass VHS diameter

Ar 39.93 grrdgmole 0.66 X 10-25 kg 3.555 x 10-10 m

N2 28.01 grdgmole 0.47 X 10-25 kg 3.675 x 10-10 m

Ti 47.90 grrdgmole 0.663 X 10-25 kg 3.60 x 10-10 m

use a mixture viscosity coefficient of 0.77 @ 300 K

- Boundary conditions:
inlet: ring radius =O.15 m

150 seem
use an inlet temperature of 300 K and a velocity of 200 mh

outlet: symmetric pump

1150 l/~flow rate
no inlet screen blockage

- Surface Bound arv Conditions:
- 100% thermal accommodation
- 100% diffuse surface reaction
- Temperature of all surfaces= 300 K

- Surface Chemistrv:

Ar --> Ar rate => 1009Io

N2 --> Ar rate => 10090

Ti --> Ar rate => 100%

-QMPQE
- pressure and species distribution
- angular distribution of incident particles for wafer
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*________________________________________________________________________
* astrick in column 1 indicates comment card
*________________________________________________________________________
*

sample Sputter Problem
●

* point injection model for inlet
* cosine sputter source
*
*________________________________________________________________________
*

1 control: -1 -- plot grid only;
* 1 -- initialization & plot file

o 0/1 for X-Y or Z-R flow
*________________________________________________________________________
* Initial Conditions
*--------------------------------------------------------------- ---------

1 0/1 for vacuum/ freestream
o. x-component of velocity, m/see (ft/sec x O.3048)
o. y-component of velocity, mfsec
1.0e20 number density, molecules /m**3 (mol./ft**3 x 35.315)
300.00 temperature, deg K (deg R/l.8)

*-----------------------------------------------------------------------
* Specie Information
*-----------------------------------------------------------------------

3 Number of molecular species
*------------------------------------------------------------ ----------
* Ar N2 T.i

0.2 0.8 0.0
*______________________________________________________________________

3 internal structure of most complex molecule:
* 3-monatomic, 4-rotation, 5-rotat. + vibrat.

o # of them. rx. (from file them)
*_______________________________________________________________________
● Weighting Information (particles and time step)
________________________________________________________________________

2.0e12 base # of real mols. per simulation one
1.E-06 base time step, sec
4 cell weighting option

*-----------------------------------------------------------------------
* CO1lision Model Input
*-----------------------------------------------------------------------

300.0 ref. temp. for VHS model, deg K
.77 temperature exponent of viscosity coeffs.

*-----------------------------------------------------------------------
* Surface Modelling Information
*-----------------------------------------------------------------------

1.000 thacc: thermal accommodationcoefficient
------------------------------------------------------------------------
* Mist input Section
*-----------------------------------------------------------------------

7 vacuum pump region *
o ic region distribution
1 wafer material type
o pressure iteration control pt.
o
0.0005 min radial expansion radius
1. power coeff
o. extra input 8
0. extra input 9
0. use external cross-sections

*----------------------------------------------------------------------
* Region Definition
*----------------------------------------------------------------------

calc7.inp
I

7 number of regions (must be .le. 30)
32 number of global points (must be .le.120)

*--------------------------------------

Global corner pt. coordinates
Pt. x (m) Y (m)

a______________________________________

1 0.0 .04
2 .02 .04
3 0.04 .04
4 .09 .04
5 0.00 .05
6 .02 .05
7 .04 .05
8 .09 .05
9 0.00 0.080
10 .0233 0.080
11 .0405 0.080
12 .0942 0.080
13 0.00 0.25
14 .0233 0.25
15 .0405 .25
16 .0405 0.1956
17 .0639 0.1956
18 .0942 0.1956
19 .0942 .22
20 .0942 .22
21 .0942 0.25
22 .3292 0.25
23 .383 .25
24 .3292 .22
25 .3292 .2321
26 .3292 .1956
27 .3595 .1956
28 .383 .1956
29 .3294 .040
30 .383 .040
31 .3294 0.00
32 .383 0.00

k_______________________________________________________________________
k Individual Region Definitions Follow
b --REGION NUMBERS MUST BE SEQUENTIAL --
,-----------------------------------------------------------------------
,=========--------========================.=====.==.====.=================

1 <------ Inputs specific to this region follow
*.===..=.==.=.=====.=...========.======.==.====.===.======.=======.=.=====

1.0 fnum multiplier
1.0 dtm multiplier

11 global points
16
18
12
20 number of cells along sides 1 and 3
40 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
51 boundary type code for sides 1 - 4, resp.
5
7
5
3

k-------------------------------------------------------------------------
, Side Celll Cel12 Spec. ref1. Tekup.K Material# Value
*-------------------------------------------------------------------------

!!



1
2
4

●--------
●

●

*
* Reg.
●

*--------

1
1
1

---------

100 0.000 300.00 2 0.
100 0.000 300.00 2 0.
100 0.00 300.00 2 0.
_______________________________________________________
Region interface/matching

-----> Only need if IVN > O; then supply IVN pairs of (IVR,IVS)
Number adj.

side reg. sides Adj sidel Adj reg.
(IkTl) no. (IVS)I no. (IVR)

----------------------------------------------------------------

1 0
2 0
3 1 12
4 0

......=======.==.=.=..====.=.==.====..=============.=.======.==.==========
2 <------ Inputs specific to this region follow

●..==.=..====.==.=.=..======..=.=.==..=.===========.==.=.======.=.========
1,0 fnum multiplier
1,0 dtm multiplier

16 global points
15
21
18
15 number of cells along sides 1 and 3
30 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cel1 spating:
o sides 2 and 4 cell spacing:
7 boundary type code for sides 1 - 4, resp.
5
5
7
2

*_________________________________________________________________________
* Side Celll Cel12 Spec. refl. Temp. K Material# Value
*_________________________________________________________________________

2 1 40 0.000 300.00 2 0.
3 1 40 0.000 300.00 2 0.

*_________________________________________________________________________
* Region interface/matching
* I-----> OnlY need if IVN > O; then supply IVN pairs of (IVR,IVS)
● Number adj.
* Reg. side reg. sides Adj . sidel Adj reg.
● (IW) no. (IVS)I no. (IVR)
*-------------------------------------------------------------------------

1 1 31
2 0
3 0
4 2 2 324

*.------_-__=__--------================..=====.=.=.==.=====..=============-----------
3 <------- Inputs specific to this region follow

*---------___==__-_-----==================================================------------
1.0 fnum multiplier
1.0 dtm multiplier
20 global points
21
22
24
50 number Of cells along sides 1 and 3
20 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
3 sides 2 and 4 cell spacing:
1,05

calc7.inp
I

,

100
7 boundary type code for sides 1 - 4, resp.
7
52
7
1

*-------------------------------------------------------------------------
● Side Celll cel12 Spec. refl. Temp. K Material# Value
*-------------------------------------------------------------------------

3 1 100 0.000 300.00 2 0.
*-------------------------------------------------------------------------
● Region interfacelmatching
* 1------ only need if IW > O; then supply IW pairs of (IVR,IVS)
● Number adj .
● Reg. side reg. sides Adj . aide I Adj. reg.
● (Iw) no. (IVS)I no. (IVR)
*-------------------------------------------------------------------------

1 134
2 142
3 0
4 1 25

●......==....=............................==.=...=......==.....=.===.==..=
4 <------ Inputs specific to this region follow

*--------------------- =============------------=========.=================

1.0 fnum multiplier
1.0 dtm multiplier

18 global points
20
24
26
40 number of cells along sides 1 and 3
20 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
5 boundary type code for sides 1 - 4, resp.
7
7
7
1

*-------------------------------------------------------------------------
● Side Celll cel12 Spec. refl. Temp. K Material# Value
+-------------------------------------------------------------------------

1 1 100 0.000 300. 1 “o.
*-------------------------------------------------------------------------
● Region interfacelmatching
● 1-----> Only need if Iw > O; then supply IVN pairs of (IVR,IVS)
● Number adj .
* Reg. side reg. sides Adj . side I Adj . reg.
● (Iw) no. (IVS)I no. (IVR)
*-------------------------------------------------------------------------

1 0
2 1 42
3 1 13
4 1 25

*-------------------------------------------------------------------------_________________________________________________________________________
5 <------ Inputs specific to this region follow

*-------==---_------------_=========----------------------===___-_____====

I.Q f~,~m.m,,lt+ml4ml-..._---=----
1.0 dtm multiplier

26 global points
22
23
28

I



10 number of cells along sides 1 and 3
25 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
7 boundary type code for sides 1 - 4, resp.
7
5
5

L
* --------------------------------------- ----------------------------------

* Side Celll Cel12 Spec. refl. TemP . K I.faterial# Value
● ________________ –_––_-—–_______________ .—--------------------------------

3 1 100 0.000 300.00 2 0.
4 1 100 0.000 300.00 2 0.

*_________________________________________________________________________
* Region interfacelmatching
* l___--> only need if IVN > O; then supply IVN pairs of (IVR,IVS)
● Number adj
● Reg. side reg. sides Adj . side I Adj . reg.
* (IVN) no. (IVS)I no. (IVR)
*-------------------------------------------------------------------------

1 136
2 24443
3 0
4 0

,--.---------==--------=========================..==...====.====.====.. ____--------——— ----

6 <------ Inputs specific to this region follow
,--—--.----============================.=,======..=..=.==.=.====.=_________--------— ---------

1.0 fnum multiplier
1.0 dtm multiplier

29 global points
26
28
30
15 number of cells along sides 1 and 3
35 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
7 boundary type code for sides 1 - 4, resp.
5
7
5
2

*--------------------------------------- ----------------------------------
* Side celll cel12 Spec. refl. Temp. K Material# Value
● --------------------------------------------------------------------------

2 1 100 0.000 300.00 2 0.
4 1 100 0.000 300.00 2 0.

.-------—------------------------------- ----------------------------------
* Region interface/matching
* 1-..--> only need if IVN > O; then supply IVN pairs of (IVR,IVS)
* Number adj
● Reg. side reg. sides Adj . side I Adj. reg.
* (IVN) no. (IVS)I no. (IVR)
*-------------------------------------------------------------------------

1 137
2 0
3 1 15
4 0

+=.=.==.===.=.......=.=======.==========.=================================
7 <------ Inputs specific to this region follow

*.===.=..=.......=========================================================

calc7.inp
I

fnum multiplied
dtm multiplier
global points

number of cells along sides 1 and 3
number of cells along sides 2 and 4
sides 1 and 3 curvature: 0/1 for line/circular arc
sides 1 and 3 cell spacing:
sides 2 and 4 cell spacing:
boundaxy type code for sides 1 - 4, resp.

1.0
1.0

31
29
30
32
10
10
0
0
0
5
5
7
5
3

*-------------------------------------------------------------------------
* Side Celll Cel12 Spec. refl. TemP . K Material# Value
*-------------------------------------------------------------------------

1 1 100 0.000 300.00 2 0.
2 1 100 0.000 300.00 2 0.
4 1 100 0.000 300.00 2 0.

*_________________________________________________________________________
* R#gion interface/matching
● 1...-.--->Only need if IVN > O; then supply IVN pairs of (IVR,IVS)
* Number adj.
● Reg. side reg. sides Adj . sideI Adj . reg.
* (IVN) no. (IVS)I no. (IVR)
*------------------------------------------------------------------- ------

1 0
2 0
3 1 16
4 0

*-------------------------------------------------------------------------
* END OF EXPERT INPUT FILE
*-------------------------------------------------------------------------



● N2 & Ar inlet to
2
111

Ti sputter reactor

0.067 6.73e19 0.00 320. 250
●used inlet at 300K and 1 torr
●

●Ti Sputter target
222
0.095 5.0e19 0.00 -9629.0
0.327 5.0e19 0.00 -9629.0
‘Assumed Ti coming off surface

250. 250. 0.5 0.5 0.0
into system at 3mt0rr. 150 seem inlet

500. 500. -500. 0.0 0.0 1.0
500. 500. -500. 0.0 0.0 1.0
was at 23eV.

inlet

!



s]
*************** ● ☛☛☛☛☛☛☛☛☛☛☛☛☛☛ ● ☛☛☛☛☛☛☛☛

☛ species data file *
*************** ● ***********************
● number of species to input taken from problem description
* input --- they MUST be the same
*_______________________________________________________________________________________

* ID
* Mwt Mol. mass Diem. #Rot.Deg. Rot.Rel. Vib. Rel . Vib.Temp. specie wt. cha
rge
● (kg) (m) Freedom CoIl. # Coil. # (K)
*---------------------------------------------------------------------------------------

Ar
39.93 0.66e-25 3.555e-10 0.0 0.0 0.0

N2
0.0 1.0 0.0

28.01 0.47e-25 3.675e-10 0.0 0.0 0.0 0.0 1.0
Ti

0.0

47.90 0.663e-25 3.60e-10 0.0 0.0 0.0 0.0 1.0 0.0
*Diameter for Ti has not been looked up,
*

just a random number right now.



, *
*

surf_chem
● this file contain surface chemistry information for the
● Sputter example problem
● Ar, N2, Ti,
● 123
*
* variable order for each reaction:
* (reaction type) (Species-i) (Species-rl )(Species-r2)(create probl )(create prob2 )(degre
e of specular) (RX prob)
*

3 number of material table types
●

● material 1 (wafer), number of reactions (sputter of Ti to deposit TiN)
11 1.0
1. 3. 3. 0. 0.0 0.0 0.0 1.0
●

* material 2 (chamber walls) , number of reactions
21 1.0
1. 3. 3. 0. 0.0 0.0 0.0 1.0
*

●material 3 (Ti Target), number of reactions
3 1 1.0
1. 3. 3. 0. 0.0 0.0 0.0 1.0
●

●



bear%{./prob5} initzcl calCT.inP

calc7.inp

init2d for DSMC–MP -- version 6.00

starting region 1
starting region connectivity
begin initial processing of region info

opening inlet file, inlet, now
finished reading file-–inlet

starting region 2
starting region connectivity
begin initial processing of region info

starting region 3
starting region connectivity
begin initial processing of region info

starting region 4
starting region connectivity
begin initial processing of region info

starting region 5
starting region connectivity
begin initial processing of region info

starting region 6
starting region connectivity
begin initial processing of region info

starting region 7
starting region connectivity
begin initial processing of region info

opening species file, spec, now
finished with file--spec

opening surface chemistry file, surf_chem, now
reading surface: material # 1 reaction #
reading surface: material # 2 reaction #
reading surface: material # 3 reaction #
finished with file--surf_chem

total cell volume(mA3) = 3.5339266E-02
832100

7

3925
3

76
354

70
370

4272
51

molecules in initial grid
regions
computational cells
chemical species

region connections
grid data size
boundary elements
surface elements
cell corner points
inlet table boundary cells

.

bear%{./prob5 }



Prob6: Si etch by Chlorine Plasma in UH geometry

.

.



Prob6: Si etch by Chlorine Plasma in UH geometry

-Input Gases: C12

-Wafer Surface: Si

- Chemical S~ecies:
~ Mass VHS diameter

c1 35.45 grn/gmole 0.59 X 10-25kg 3.831 x 10-10m

cl+ 35.45grn/gmole 0.59 X 10-25kg 3.831 x 10-10m

cl- 35.45 gm/gmole 0.59 X 10-25kg 3.831 x 10-10m

C12 70.91 gm/gmole 1.18 x10-25kg 5.405 x 10-10m

C12+ 70.91 gm/gmole 1.18 X 10-25kg 5.405 x 10-10m

SiC12 98.99gm/gmole 1.647 X 10-25kg 8.000 x 10-10m

use a mixture viscosity coefficient of 1.00 @ 300 K

- Boundary conditions:
inlet: ring radius = 0.15 m

140 seem C12

use an inlet temperature of 255.79 K and a velocity of 200 m/s

outlet: symmetric pump

1150 l/~flow rate
Pressure control to 2 mtorr.
no inlet screen blockage

- Surface Boundary Conditions:
- 100% thermal accommodation
-10090 diffuse surface reaction
- Temperature of all surfaces= 300 K

- Surface Chernistrv:

cl --> l/z SiClz rate .=> 1070

cl+ --> cl rate => 10070

cl- --> cl rate => 10090

cl~+ --> C12 rate => 100%

cl --> 1/2 C12 rate => 0.82%



- Gas Phase Chernistrv:

cl+ + cl --> cl+ cl+

ClZ++C12--> C12+ C12+

s cl++ cl- --> cl+ cl

ClZ++cl- --> 2C1+ cl

C12 attachment>------------- c1

C12 dissociation>------------- 2C1

C12 ionization-------------> C12+

c1 ionization------------- > cl+

C12+ -~-Q@~~~J-> 2C1

Charge Exchange

Charge Exchange

(rx 5)

(rx 4)

(rx 1)

(rx 2)

(m 3)

(m 4)

-QMPu
- pressure,velocity, temperatureand speciesdistribution
- surfaceetch rate
- angular distribution of incident particles for wafer

- References used to create exanmle:

D. J. Economuo et.al.,’’Two-Dimensional Direct Simulation Monte Carlo (DSMC) of Reactive
Neutral and Ion Flow in High Density Plasma Reactor,” ZEZIE Trans. Plasma Sci., VO1.23, #4,
pp. 581-590, August 1995.
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2 <------ Inputs specific to this region follow
*.=.====.==.=.=.====.............======.==.=.=..=..=.=..=========.====s===

1.0 fnum multiplier
1.0 dtm multiplier
5 global points
7
8
6

20 number of cells along sides 1 and 3
10 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
7 boundary type code for sides 1 - 4, resp.
5
7
7
1

*-------------------------------------------------------------------------
* Side Celll Cel12 Spec. refl. TamP K Material# Value
*_________________________________________________________________________

2 1 40 0.000 325. 2 0.
*-------------------------------------------------------------------------
●

*-------------------------------------------------------------------------
*-------------------------------------------------------------------------
* Region interface/matching
* Reg. side reg. sides Adj sidel Adj . reg.
*-------------------------------------------------------------------------
*-------------------------------------------------------------------------

1 1 3 1
2 0
3 1 1 3
4 1 2 4

*=....====.=.=.===.==...=..........==.=....=.=.=.=.=.===.=.===.==.====.===
3 <------ Inputs specific to this region follow

1.0 fnum multiplier
1.0 dtm multiplier
7 global points
9
10
8

20 number of cells along sides 1 and 3
15 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
-1 boundary type code for sides 1 - 4, resp.
7
5
7
1

*_________________________________________________________________________
* Side Celll Cel12 Spec. refl. Temp. K Material# Value
*-------------------------------------------------------------------------

3 1 30 0.000 325. 2 0.
*-------------------------------------------------------------------------
*
*-------------------------------------------------------------------------
*-------------------------------------------------------------------------
* Region interface/matching
● Reg. side reg. sides Adj . sideI Adj. reg.
*-------------------------------------------------------------------------

run26x.inp
,-------------------------------------------------------------------------

1 1 3 2
2 1 4 6
3 0
4 1 2 4

,=.=.=.===..===.====.=.=.==========.=====.=.=.==.===============.=====.===
4 <------ Inputs specific to this region follow

r ------------------------- = = = = --------------------------------------- =====

1.0 fnum multiplier
1.0 dtm multiplier
2 global points
10
11
3
45 number of cells along sides 1 and 3
65 number of cells along sides 2 and 4
0 sides 1 and 3
0 sides 1 and 3
3 aides 2 and 4
1.02
10
1 boundary type
7
51
7
1

curvature: 0/1 for line/circular arc
cell spacing:
cell spacing:

code for sides 1 - 4, resp.

-------------------------------------------------------------------------
Side Celll Cel12 Spec. refl. TemP . K Material# Value

-------------------------------------------------------------------------

3 1 50 0.000 325. 2 0.
-------------------------------------------------------------------------

-------------------------------------------------------------------------
_________________________________________________________________________

Region interface/matching
Reg. side reg. sides Adj . sidel Adj. reg.

-------------------------------------------------------------------------
-------------------------------------------------------------------------

1 0
2 3 414243
3 0
4 1 25

===..=.===......=.=.=.=.===.==============.==.==.===.=======.============
5 <------ Inputs specific to this region follo”

===.=..======.=====.=.=====.========.==.===.====..==..===.===============
1.0 fnum multiplier
1.0 dtm multiplier
3 global points
11
12
4
10 number of cells along sides 1 and 3
40 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
1 boundary type code for sides 1 - 4, resp.
7
5
5
2

_________________________________________________________________________

Side Celll cel12 Spec. ref1. Temp. K Material# Value
-------------------------------------------------------------------------

.,
*



3 1 20 0.000 325. 2 0.
4 1 50 0.000 325. 2 0.

*-------------------------------------------------------------------------
●

*----------------------------------------------------------------- --------
*-------------------------------------------------------------------------
● Region interfacehnatching
● Reg. side reg. sides Adj. sidel Adj. reg.
*-------------------------------------------------------------------------
*-------------------------------------------------------------------------

1 0
2 1 4 4
3 0
4 0

● ===.. .= =... =..==. ===... .= ..=. =========..= .= =====. ==.= ================== ==
6 <------ Inputs specific to this region follow

●===..===.========......=====.==.==============.====.=====================
1.0
1.0
13
14
9
7

10
10
0
0
0
5
7
5
7
2

*____________
* Side Cel
● -------------

fnum multiplier
dtm multiplier
global points

number of cells along sides 1 and 3
number of ceiis aiong sifies2 and 4
sides 1 and 3 curvature: 0/1 for line/circular arc
sides 1 and 3 cell spacing:
sides 2 and 4 cell spacing:
boundary type code for sides 1 - 4, resp.

------------------------------------------------------------
1 Cel12 Spec. refl. Temp. K Material# Value
------------------------------------------------------------

1 1 20 0.000 325. 2 0.
3 1 30 0.000 325. 2 0.

*----------------------------------------------------------------- --------
*
*-------------------------------------------------------------------------
*-------------------------------------------------------------------------
● Region interface/matching
* Reg. side reg. sides Adj . aidel Adj. reg.
*-------------------------------------------------------------------------
--------------------------------------------------------------------------

1 0
2 1 47
3 0
4 1 23

*======+==------===....=.=..==.===.=.===.=====.=====.==========.==========
~ <------ Inputs specific to this region follow

*====___------==.==.....==.==.===..=.==..=====.==================.====--------

1.0 fnum multiplier
1.0 dtm multiplier
15 global points
16
14
i3
10
10
0
0
0

number of cells along sides 1 and 3
number of cells along sides 2 and 4
sides 1 and 3 curvature: 0/1 for line/circular arc
sides 1 and 3 cell spacing:
sides 2 and 4 cell spacing:

,
.

x.inp m
5 boundary type code for sides 1 - 4, resp.
5
5
7
3

*-------------------------------------------------------------------------
● Side Celll Cel12 Spec. refl. TemP . K Material# Value
*-------------------------------------------------------------------------

1 1 30 0.000 325.00 2 0.
2 1 30 0.000 325.00 2 0.
3 1 30 0.000 325.00 2 0.

*-------------------------------------------------------------------------
●

*-------------------------------------------------------------------------
*-------------------------------------------------------------------------
* Region interfacelmatching
* Reg. side reg. sides Adj . aide I Adj. reg.
*-------------------------------------------------------------------------
*-------------------------------------------------------------------------

1 0
2 0
3 0
4 1 26

*-------------------------------------------------------------------------
* m,,.A“ ““.n.nl..,”.in.“.,“u“” “. ma.an. . ...”. r .L#”

*-------------------------------------------------------------------------



s
, ************** ● ☛☛☛☛☛☛☛☛☛☛☛☛☛☛ ☛☛☛☛☛☛☛☛☛

● species data file *
*************** ● ************** ● ****,***
* number of species to input taken from problem description
* input --– they MUST be the same
*_______._________________ -_-_-_-_____________-_____--_____+____________________________
---
* ID
* Mwt
ge
*
*______
---

c1
35.45

0
cl+

35.45
cl-

35.45
0
C12

70.91
0
C12+

70.91
0
SiC12

98.99
0
*

Mol. mass Diam. #Rot. Deg. Rot.Rel. Vib. Rel. Vib.Temp. specie wt. char

(kg) (m) Freedom Coil. # Coil. # (K)
_______________________________________________________________________________

0.59e-25 3.831e-10 0.0 0.0 0.0 0.0

0.59e-25 3.831e-10 0.0 0.0 0.0 0.0

0.59e-25 3.831e-10 0.0 0.0 0.0 0.0

1.18e-25 5.405e-10 2. 5. 00. 0000.

1.18e-25 5.405e-10 2. 5. 00. 0000.

1.647e-25 8.000e-10 2. 5. 0.0 0.0

* some of these are based on Chemkin data provided by Ellen Meeks - SNLL
*

1.0 0.

1.0 1.0

1.0 -1.

1.0 0.

1.0 1.

1.0 0.

ec



+--------------------- -------------------------------------------------------
● This input file contains the data characterizing the chemical reactions.
* If input # reaction$ = O, there is no chemistry, and this file is not read.
● input lines are free format
● the reaction equation is an input line (a25)
*_____________________ -------------------------------------------------------
●

●

● NOTE : line 1 MUST have 8 inteaers
●

●

☛

☛

●

●

●

☛

☛

●

☛

☛

●

●

●

☛

☛

●

☛

☛

☛

☛

☛

●

☛

☛

☛

☛

☛

●

☛

☛

☛

☛

☛

☛

✎

●

☛

☛

●

☛

☛

☛

line 2 for type O, -1, ~ -2 NUST have 5 real numbers
line 2 for type -3 NUST have 2 integers and 1 real number
line 3 for type -3 NUST have 6 reel numbers

first number on line 1 defines reaction type:

o --

-1 --

-2 --

-3 --

standard Arrhenius collisional chemistry k = A T-B exp (-Ea/kT)
second line variables:
1 -- number of internal degrees of freedom
Z -- Ea
I--A
4 --B
S -- heat of rx (+ for exothermic) - joules

Charge Exchange reaction with fixed rate
second line variables:
1 -- probability
2 -- sigma CE (m”2)

Charge Exchange reaction using model from Rapp & Frances(1962
sigma = ( kl - k2*alog(vr) )**2

second line variables:
1 -- kl for elastic collision
2 -- k2 for elastic collision
3 -- kl for charge exchange
4 -- k2 for change exchange

Electron Impact reactions
second line variables:
1 -- equation type (if <O, T in K instead of ev)
z -- number of products (1 or 2)
3 -- heat of formation (Frank-Candom)- joules
third line variables:
1 - 6 are fit coefficients

Chlorine chemistry example -- 11 reaction set

Cl, Cl+, Cl-, C12, C12+, SiC12
12345 6

Cl+ + Cl -> Cl + cl+ (charge exchange)
-1 2 1 11102

0.75 120,e-20 o. 0.
*

c12+ + c12 -> c12 + c12+ (charge exchange)
-1 5 4 1 1405

0.75 120.e-20 o. 0.
*

cl- + cl -> cl + Cl- (charge exchange)
-1 3 1 11103

0.90 120.e-20 o. 0.

0.

0.

0.

them
*
●

cl+ + cl- -> cl + cl (reco*ination)
-4 23 1 1 101

0.0 0.0 5.e-14 0.0 1.5e-18
*

C12+ + cl- -> 2C1 + cl (recombination)
-4 53 2 1 101

0.0 0.0 5.e-14 0.0 1.26e-18
●

●

C12 attachment to Cl + cl- (electron impact)
-3 4411 103

22 3.Oe-19 made up number
● ******* 22 5.78e-19 Franck-Condon
● ******* 22 0.4e-19

2.21e-16 0.485 -0.174 0.0 0.0 0.0
●

Cl- detachment to Cl (electron impact)
-3 3310 100

1 1 0.0
2.94e-14 0.680 3.7994 0.0 0.0 0.0

●

c12 dissociation to 2c1 (electron impact)
-3 4411 101

12 0.96e-19
3.99e-14 0.115 4.43 0.0 0.0 0.0

●

C12 ionization to C12+ (electron impact)
-3 4410 5 00

1 1 0.0
2.13e-14 0.771 11.7 0.0 0.0 0.0

●

Cl ionization to Cl+ (electron impact)
-3 1110 200

1 1 0.0
2.96e-14 0.554 13.1 0.0 0.0 0.0

*

C12+ attachment to 2C1 (electron impact)
-3 5511 101

3 2 1.84e-18
9.Oe-13 0.0258526 0.61 0.0 0.0 0.0

●

●

● third body probabi1ities now fo1low
●

o



*
* new inlet format -- pt. source == #/s now
*
1 -- 140sccm -- point
111
0.1119 6.287e19 0.00
.0
*
* base case talc.
●

source -- new grid2

-199.725 255.79 255.79 255.79 0. 0.0 0.0 1.0 0.0 0

..:
.,
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*
*

● in CO1 1 for comment or to comment out a 1ine
* specie number fractions are 5x where x is the specie #
● specie velocities are in pairs of 10x and 20x for Vz and Vr
* specie translational temp (K) are 30x where x is the specie #
*

*Var. name (10 Char MAX) multi. factor Var. index
R(m)
Z(m)
#/cell
n
p (mtorr
●cellwt
Vr(m/s)
Vz(m/s)
Tt (k)
‘Tr(k)
*’W(k)
*Tav(k)
*KII
*CFL
cl
cl+
cl-
C12
C12+
SiC12
Vr c1
Vz cl
Vr Cl+
Vz cl+
Vr Cl-
Vz cl-
Vr C12
Vz C12
Vr C12+
Vz C12+
Vr SiC12
Vz SiC12
cl t
cl+ t
cl- t
C12 t
C12+ t
SiC12 t

-1.
1.
1.

1.
7.50075

1.
-1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.

-1.
1.
-1.
1.
-1.
1.
-1.
1.
-1.
1.
-1.
1.

1.
1.
1.
1.
1.

1
END

2
1
3

4
5
6
8

7
9
10
11
12
13
14
51
52
53

54
55
56

201
101

202
102
203
103
204
104
205
105

206
106

301
302
303

304
305
306

.,,
, ,,



bear%{./prob61 init2d run26x.inP
run26x.inp

init2d for DSMC-MP -- version 6.00

starting region 1
starting region connectivity
begin initial processing of region info

starting region 2
starting region connectivity
begin initial processing of region info

starting region 3
starting region connectivity
begin initial processing of ragion info

starting region 4
starting region connectivity
begin initial processing of region info

opening inlet file, inlet, now
finished reading file--inlet

------Startir,gregiun 5
starting region connectivity
begin initial processing of region info

starting region 6
starting region connectivity
begin initial processing of region info

starting region 7
starting region comect ivity
begin initial processing of region info

opening species file, spec, now
finished with file--spec

opening gas phase chemistry file, them, now
reading reaction $ 1
reading reaction # 2
reading reaction # 3
reading reaction # 4
reading reaction # . 5
reading reaction # 6
reading reaction # 7
reading reaction # 8
reading reaction # 9
reading reaction $ 10
finished with file--them

opening surface chemistry file,
reading surface: material #
reading surface: material #
reading surface: material #
raading surface: material #
reading surface: material #
reading surface: rtaterial#
reading surface: material #
reading surface: material #
reading surface: material #
reading surface: material #
reading surface: material #

surf_chem, now
1 reaction #
1 reaction #
1 resction #
1 reaction #
2 reaction #
2 reaCti@~ #
2 reaction #
2 reaction #
3 reaction #
3 reaction #
3 reaction #

1
2
3
4
1
2
3
4
1
2
3

screen. out
reading surface: material # 3 reaction # 4
finished with file--surf_chem

total cell v01ume(mA3) = 1.5870169E-02
459800 molecules in initial

7 regions
5225 computational cells

6 chemical species

10 # of chemical I%
3 # of charge exchange
7 # of electron impact

76 region connections
349 grid data size
45 boundary elements

215 surface elements
5567 cell comer points

1 inlet table boundary

grid

rx
rx

cells



Prob7: NO nozzle expansion and data comparison



Prob7: NO nozzle expansion and data comparison

- Input Gases: NO

X

- Chemical St)ecies:
NO: -

*
VHS #Rot. Deg. Rot. Vib. Vib.

Mwt Mass dhrneter of Freedom Coil. # Coil. # Temp.

(yynok) (kg) (m) (K)
-. —....-.. ... ..... ..... .. .. ...... .. ..... ------ -------- ------

30.008 4.98 X 10-26 4.00X 10-10 2 1 50 2740

use a mixture viscosity coefficient of 0.9 @ 273 K

- Boundaxy conditions:
inlet: 25 torr pulsed valve (radial inlet)

outlet: vacuum

- Surface Boundary Conditions:
- 100% thermal accommodation
- 100% diffuse surface reaction
- Temperature of all surfaces= 373 K

-Q@!K
- rotational temperature, density and pressure

- Reference:

Justiz, C. R. & Bartel, T. J., “DSMC Simulation of Ionized Rarified Flows,” AIAA 93-3095,

AIAA, 24ti AIAA Fluids Dynamics Conference, Orlando, FL, 1993.

4A
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*------------------------------------------------------------------------
● astrick in column 1 indicates comment card
*------------------------------------------------------------------------

pulsed valve -25T- NO diffuse
●

*
*________________________________________________________________________
●

1 control: -1 -- plot grid only;
● 1 -- initialization & plot file

1 0/1 for X-Y or Z-R flow
*------------------------------------------------------------------------
* Initial Conditions
*------------------------------------------------------------------------

o 0/1 for vacuud freeatream
o. x-component of velocity, m/see (ft/sec x 0.3048)
-625. y-component of velocity, m/see
1.24e23 number density, molecules/m**3 (mol./ft’*3 x 35 .315)
300.00 temperature, deg K (deg R/l.8)

*-----------------------------------------------------------------------
* Specie Information
*______________________________________________________________ ---------

1 Number of molecular species
*----------------------------------------------------------------------
* NO

1.0
*----------------------------------------------------------------------
*----------------------------------------------------------------------

5 internal structure of most complex molecule:
* 3-monatomic, 4-rotation, 5-rotat. + vibrat.

o # of them. rx. (from file them)
*-----------------------------------------------------------------------
* Weighting Information (particles and time step)
*-------------------------------------------------------------- ---------

1.e8 base # of real mols. per simulation one
0.lE-06 base time step, sec
-4 cell weighting option

*-----------------------------------------------------------------------
* Collision Model Input
*-----------------------------------------------------------------------

273.0 ref. temp. for VHS model, deg K

0.9 temperature exponent of viscosity coeffs.
*------------------------------------------------------------------------
* Surface Modelling Information
*-----------------------------------------------------------------------

1.000 thacc: thermal accommodationcoefficient
*---------------------------------------------------------------- -------
* Mist input Section
*-----------------------------------------------------------------------

o
0
0
0
0
0.0005
0.0
0.0
0.0
0.0

*_________________
●

*-------------------

vacuum pump region #
ic region distribution
wafer material type
pressure iteration control pt.

min radial expansion radius
ne mult
extra input 8
extra input 9
use external cross-sections
----------------------------------------------------

Region Definition
----------------------------------------------------

4 number of regions (must be .le. 30)
19 number of global points (must be .le.120)

..,.
{*

no_new.inp
--------------------------------------

Global corner pt. coordinates
Pt. z (m) r (m)

--------------------------------------

1 -0.00045 0.0
2 -0.00045 0.0005
3 0.0 0.0
3 0.0005 0.00
4 0.0 0.0005
5 0.0 0.0050
6 0.005 0.005
7 0.005 0.00
8 0.01 0.005
9 0.025 0.00

10 0.0 0.025
11 0.01 0.01
12 0.01 0.0005
13 0.005 0.0005
14 -0.00049 0.0
15 -0.00049 0.0005
16 0.002 0.00
17 0.00 0.002
18 0.015 0.03
19 0.03 0.02

-----------------------------------------------------------------------

Individual Region Definitions Follow
--REGION NUNBERS MUST BE SEQUENTIAL--

-----------------------------------------------------------------------
.====...=....................=....=..........=..==........=....======.=.=

1 <------ Inputs specific to this region follow
=====...=....................=..=.=....=.....=...=......====.============

1.0
1.0
14
15
2
1

30
50
0
0
3
1.03

50

fnum multiplier
dtm
global points coinciding w/

number of cells along sides
number of cells along sides
sides 1 and 3 curvature:
sides 1 and 3 cell spacing:
sides 2 and 4 cell spacing:

region corner points 1 - 4, resp.

1 and 3
2 and 4
0/1 for straight ine/circular arc

-.
1 boundary tne code for sides 1 - 4, resP.
5

31
7
1 number of cells for which B.C.’s need to be read

-------------------------------------------------------------------------

Side Celll Cel12 Spec. refl. TemP. K Material# Value
-------------------------------------------------------------------------

2 1 60 0.000 373. 0. 0.
_________________________________________________________________________
-------------------------------------------------------------------------

Region interface/matching
Reg. side reg. sides Adj . side Adj. reg.

_________________________________________________________________________
-------------------------------------------------------------------------

1 0
2 0
3 0
4 1 22

==.=.....=......................=.=..........=..=.........=.=.===...=....

,.
/

I



*
*

no_new.inp
2 <------ Inputs specific to this region follow

*=============.==.=.==.===.=..=.========.--.--.----=----------=.==========

1.0 fnum multiplier
1.5 dtm multiplier
1 global points
2
4
3

100 number of cells along sides 1 and 3
100 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1
o sides 1 and 3 cell Spacing:
o sides 2 and 4 cell spacing:
1 boundary type code for sides 1 - 4, resp.
7
5
7
1 number of cells for which B.C. ‘s need to be read

*_________________________________________________________________________
* Side Celll Cel12 Spec. refl. Temp. K Material# Value
*-------------------------------------------------------------------------

3 1 100 0.000 373. 0. 0.
*-------------------------------------------------------------------------
*_________________________________________________________________________
* ReGi.oninterface/matchinC
● Reg. side reg. sides Adj . side Adj. reg.
*_________________________________________________________________________
*-------------------------------------------------------------------------

1 0
2 1 41
3 0
4 1 13

*-----------============================.=========.==..=.=....=.======.===-----------
3 x <------ Inputs specific to this region follow

●...==..=.=..=.=.=.==..=.===..=..==.==========.===.==.==.=.====..3====.===
0.3 fnum multiplier
8.0 dtm multiplier
4 global points
10
9
3

100 number of cells along sides 1 and 3
200 number of cells along sides 2 and 4

0 sides 1 and 3 curvature: 0/1 for straight line/circular arc
2 sides 1 and 3 cell spacing:
1.04

100
0 sides 2 and 4 cell spacing:
7 boundary type code for sides 1 - 4, resp.
5
7
1
1 number of cells for which B.C.’S need to be read

*-------------------------------------------------------------------- -----
* Side Celll Cel12 Spec. refl. TemP. K Material# Value
*-------------------------------------------------------------------------

2 1 200 0.000 373. 0.0 0.0
,-------------------------------------------------------------------------
*_________________________________________________________________________
● Region interfacelmatching data
* Reg. side reg. sides Adj. side Adj. reg.
*-------------------------------------------------------------------------
*-------------------------------------------------------------------------

1 1 4 2

2 0
3 1 1 4
4 0

,====.= .=. ========== =========. . ..== ===========.=== ===== =========. =========
4 x <------ Inputs specific to this region follow

..................=.==...............=..=.....==.====.=....=.....===.====.
0.1 fnum multiplier
12 dtm multiplier
10 global points
18
19
9

60 number of cells along sides 1 and 3
40 number of cells along sides 2 and 4
0 sides 1 and 3 curvature: 0/1 for straight line/circular arc
o sides 1 and 3 cell spacing:
2 sides 2 and 4 cell spacing:
1.02
10
7 boundary type code for sides 1 - 4, resp.
e
8
8
0 ntutberof cells for which B.C. ‘s need to be read

-------------------------------------------------------------------------

Side Celll Cel12 Spec. refl. TemP. K Material# Value
-------------------------------------------------------------------------

-------------------------------------------------------------------------

-------------------------------------------------------------------------

Region interfacelmatching data
Reg. side reg. sides Adj . side Adj. reg.

-------------------------------------------------------------------------
-------------------------------------------------------------------------

1 1 3 3
2 0
3 0
4 0

-------------------------------------------------------------------------
END OF EXPERT INPUT FILE

-------------------------------------------------------------------------



inlet

1 # of table entries “
153 table#, # of entries, BC
-0.00049 5.6e23 0.0 -90.
-0.00048 6.2e23 7.o -240.
-0.00047 6.2e23 18.0 -275.
-0.00046 5.6e23 36.0 -29o.
-0.00045 4.6e23 0.0 -170.

* table for the 25torr Dulsed valve -- radial inlet

type

300. 300. 300. 1.
270. 270. 270. 1.
260. 260. 26o. 1.
250. 250. 250. 1.
280. 280. 28o. 1.



● ☛☛☛✌☛☛☛☛☛☛☛☛☛☛ ● ☛☛☛☛☛☛☛☛☛☛☛☛☛☛ ● ☛☛☛☛☛☛☛☛

☛ species data file *
● *,************ ● ************+**********
● number of species to input taken from problem description
* input --- they MOST be the same
*---------------------------------------------------------------------------------------
___
* ID
* Mwt Mol. mass Diam. #Rot. Deg. Rot.Rel. Vib. Rel. Vib.Temp. specie wt. char
ge
●

*-_-.---_-.__!2!_-__ -_-!! -----z??___ --?!:: _:___Y!!: -!----.!:!------- -----

No
30.008

02
32.00

t42
28.016

0
16.00

N
14.008

NO
30.006

He
4.004

Ar
39.94

4.98E-26 4.E-10 2.

5.31E-26 3.96E-10 2.

4.65E-26 4.O7E-10 2.

2.65E-26 3.E-10 o.

2.325E-26 3.E-10 o.

4.93E-26 ~.E_io 2.

6.648e-27 2.19e-10 0.0

6.63e-26 4.04e-10 o.

1. 50.

5. 50.

5. 50.

0. 0.

0. 0.

i. 50.

0.0 0.0

0. 00.

2740. 1.0 0.0

2270. 1.0 0.0

3390. 1.0 0.0

0. 1.0 0.0

0. 1.0 0.0

274ii. 1.0 0.0

0.0 1.00 0.0

0000. 1.0 0.0



bear%( ./prob7) init2d
nO_new.inp

init2d for DSMC-MP

starting region
starting region connectivity
begin initial processing of region info

opening inlet file, inlet, now
finished reading file--inlet

starting region 2
starting region comectivity
begin initial processing of region info

starting region 3
starting region comectivity
begin initial processing of region info

starting region 4
starting region connectivity
begin initial processing of region info

opening species file, spec, now
finished with file--spec

total cell v01ume(m63) = 6.3486761E-05
101849727 molecules in initial grid

4 regions
33900 computational cells

1 chsmical species

34 region connections
688 grid data size
170 boundary elements
350 surface elements

34584 cell corner points
30 inlet table boundary cells

bear% (./prob7)

. ,,
1’

screen. out
nO_new. inp

-- version 6.00

1
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TempleGraph 2.5, Origin: tjbaste@sassOOl - Thu Jun 1713:48:441993 (data file was xd5.asc)



1 # I I l“’’I’’’’ l’’’’ l’’’’ l’’’’ l’”~ $
m

}

*

I

I

.

.

I 1 1 I,r, ,1, rllllt,,l, ,l,

#
ml

4J

4-3



o
z

1

I 1 1 t

1“’’1’”

:
:,
‘1
,
:
“,
:
:
.

:

:
:

:---

‘.
‘.

. .
,.’

.
/“
.

‘.
‘.
:.

. .
. .
,.’

. .
. . .

. ..”
●.

:.

‘.
:
-..

“
‘,
,“

:,
*

. . .
“.
%.

‘..

) t i I

1“’’1’’’’1’’’’1”(

i
I
1
I
I

!
\
\
\
\
\
I
I

c{

-s

‘,

.’
. . . .

\
-..

‘..
.

.“
\●:..

\
.. . . . .

..’
\

-----

*-.:. \

-.

r,

c
s



Prob8: NO vibrational relaxation (time dependent)



Prob8: NO Vibration Relaxation

- Irmut Gases: NO
*

- Chemical SDecies:

* ~ Mass VHS diameter
NO (Vo)

30.0061grnlgmole 4.98 X 10-26kg 4.26 x 10-10m

1stexcited state of NO (Vl)

30.0061 grn/gmole 4.98 X 10-26kg 4.26 x 10-10m
2“d excited state of NO (Vz)

30.0061 grn/gmole 4.98 X 10-26kg 4.26 x 10-10m

use a mixture viscosity coefficient of 0.90 @ 300 K

- Surface Boundary Conditions:
- 100% thermal accommodation
- 100% diffise surface reaction
- Temperature of all surfaces= 300 K

- Gas Phase Chemistrv:
6 gas phase reactions (refer to them file)

-QIQNL
- pressure, velocity, temperatl
- portray species weighting m
- time accurate mole fractions

re and species distribution
}del

)

IA



I I L

Cu 0

0
N
0
0
0

0

m
0
0
0
0

0
5
0
0
0

U)
0
0
0
0
0



● ✍✍✍✍✍✍✍✍✍✍✍ ✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍

✎ asterick in COIUIIKI1 indicates co~ent card
*-------------------------------------------------------------------------

1 Region NO vib. relaxation 3 levels
●

*_________________________________________________________________________
●

1 control: -1 -- plot grid only;
● 1 -- initialization & plot fila

o 0/1 for X-Y or Z-R flow
*-------------------------------------------------------------------------
● Freestream Conditions
*-------------------------------------------------------------------------

1 0/1 for vacuum/freestreem
0.0 x-component of velocity, mfsec (ftlsec x 0.3048)
0.0 y-cOmpOnent of velocity, mfsec
3.296e22 number density, molecules /m**3 (mol./ft**3 x 35.315)
293.0 temperature, deg K (deg R/1.8)

*-------------------------------------------------------------------------
● Specie Information
*-------------------------------------------------------------------------

3 Number of molecular species
● NO(0) NO(1) NO(2)

0.9.9.98 0..000.1 .0.0001
4 internal structure of most complex molecule:

● 3-monatomic, 4-rotation, 5-rotat. + vibrat.
6 # of them. rx. (from file them)

--------------------------------------------------------------------------
* Weighting Information (particles and time step)
*-------------------------------------------------------------------------

2.00E+08 base # of real mols. per simulation one
1.00E-07 base time step, sec
0.0 cell weighting option

*-------------------------------------------------------------------------
* Collision Model Input
*-------------------------------------------------------------------------

300.0 ref. temp. for VW model, deg K
0.90 temperature exponent of viscosity coeffs.

*-------------------------------------------------------------------------
● Surface Modelling Information
*-------------------------------------------------------------------------

1.000 thacc: thermal accommodation coefficient
*-------------------------------------------------------------------------
* Mist Input Section
*-------------------------------------------------------------------------

o vacuum Dump region #
o extra input 2
0 extra input 3
0 extra input 4
0 extra input 5
0 min radial expansion radius
o extra input 7
0 extra input 8
0 extra input 9
0 extra input 10

*------------------------------------------------------------------------
* Region Definition
+________________________________________________________________________

1 number of regions (must be .le. 30)
4 number of global points (must be .le.120)

*------------------------------------------------------------------------
* Global corner pt. coordinates
* Pt. x (m) Y (m)
*------------------------------------------------------------------------

new
1 0.000 0.000
2 0.000 1.Oe-04
3 1.Oe-04 1.Oe-04
4 1.Oe-04 0.000

*------------------------------------------------------------------------
● Individual Region Definitions FO1low
* --REGIONS NUMBERS WUST BE SEQUENTIAL--
*-------------------------------------------------------------------------
●--------=--.-.._= .====-----------.================--------------- .=======

1 <------ Inputs specific to this region follow
*--------------------------------------------------------------------------------------------------------------------------------------------------

1.0 fnum multiplier
1.0 dt multiplier
1 global points coinciding wf region corner points 1 - 4, resp.
2
3
4
16 number of cells along sides 1 and 3
16 number of cells along sides 2 and 4
0 .sides 1 and 3 curvature: 0/1 for straight line/circular arc
o sides 1 and 3 cell spacing:
o sides 2 and 4 cell spacing:
5 boundary type code for sides 1 - 4, resp.
5
5
5
4 number of bc entries

*-------------------------------------------------------------------------
● Side Cell Cel12 Spec. refl. Temp. K Material i? Value
*-------------------------------------------------------------------------

1 1 16 0.000 300. 0 0.
2 1 16 0.000 300. 0 0.
3 1 16 0.000 300. 0 0.
4 1 16 0.000 300. 0 0.

*-------------------------------------------------------------------------
--------------------------------------------------------------------------
● Region interface/matching
● Reg. side reg. sides Adj . side Adj . reg.
*-------------------------------------------------------------------------
*-------------------------------------------------------------------------

1 0
2 0
3 0
4 0

*-------------------------------------------------------------------------
● END OF EXPERT INPUT FILE
*-------------------------------------------------------------------------



*----------------------------------------------------------------------------
. This input file contains the data characterizing the chemical reactions.
* If IRA = O, there is no chemistry, and this file is not cad.
* IRA > 0, there are IRA reactions, each characterized by 3 input records
* --note-- the reaction equation is an input line (a25)
*----------------------------------------------------------------------------

* NO vibrational set 3 levels
V2 + Vo --> V1 + V1
*

031112
0. 5.559E-22
*

VI + Vo --> V2 + Vo
*

021113
0. 3.669E-20
*

WI + Vo --> V1 + Vo
*

011112
0. 3.725E-20
*

VI + VI --> V2 + Vo
*

022113
0. 0.00
*

V2 + Vo --> VI + Vo
●

031112
0. 0.00
*

VI + Vo --> Vo + Vo
*

021111
0. 0.00
*

02
1.706E-19

01
8.885E-21

01
4.442E-21

0.5

0.5

0.5

01
1.706E-19 0.5

01
8.885E-21

01
4.442E-21

* third body probabilities now follow
●

o

0.5

0.5

-5.559E-22

-3.669E-20

-3.725E-20

5.559E-22

3.669E-20

3.725E-20

them

I

I



$.
.J

**,************ *************** ● ☛☛☛☛☛☛☛☛

● species data file *
**************** ****************● *****,
● number Of sPecies tO inPut taken from problem description
● input --- they MUST be the same
●-------------------------------------------------------------------------------
● ID
* Mwt Mol. mass Dian. #Rot.Deg. Rot .Rel.
*

Vib. Rel . Vib.Temp. speciee
(kg) (m) Freedom Coil. # Coil. # (K)

*------------------------------------------------------------------------------

Vo
30.0061

VI
30.0061

V2
30.0061

4.98E-26

4.98E-26

4.98E-26

s]



bear% (.lprob8) init2d new_inp. inp
new_inp. inp

init2d for DSMC-MP -- version 6.00

starting region 1
starting region connectivity
begin initial processing of region info

opening species file, spec, now
finished with file--spec

opening gas phase chemistry file, them, now
reading reaction # 1
reading reaction # 2
reading reaction # 3
reading reaction # 4
reading reaction # 5
reading reaction # 6
finished with file--them

total cell v01ume(mA3 ) = 9.9999822E-09

1976832 molecules in initial grid
1 regions

256 computational cells
3 chemical species

6 # of chemical rx

4 region comectiona
34 grid data size
O boundary elements
64 surface elements
289 cell comer points
O inlet table boundary cells

bear% (./prob8)

.,,
‘.\



# Test file for VIb

log file

output screen

zero flag

random seed

read def

adapt flag
time factor

output special
run

dsmc.in
- 1000

dsmc. log

50

50

3847

1.0 dsmc.def

20000 0.25
0.02

400
100000 0



SNL DSMCMP-2DSimulations m
Engirrserfng Sciences Center

Problem -

Solution -
Verify -

Accurate simulation of trace concentrations using DSMC

Develop trace species model for DSMCMP

model
model

vibrational relaxation of NO
VO, VI, and V2 as separate accurate solution

6 rate equation model 2.50

NO - Vibrational Relaxation
USAF Phillips Lab data ~wx 10-4

- VI

0.50

0.00

12/1 2/95

— fit to data

— DSMC - no wt. - 20,000/cell

— DSMC -100- 2,800/cell

— DSMC -1000- 2,500/cell

— I:)s\’lc:-1 WW)- \.70f)/ct>ll

I I I

o 25 50 75 100 125 150

time (microsec)

lhomefyacastrldsmclprob8ivg_graph.fm

c,
<>



MS 0367
MS 0603
MS0603
MS0603

& MS0603
MS0603

* MS0603
MS 1423
MS 1423
MS0826
MS0827
MS0827
MS0827
MS0827
MS0827
MS0827
MS0827
MS0825
MS0841

MS 1077
MS 1078
MS 1078
MS 1079

MS1lll
MS1lll
MS 1139
MS 9042
MS 9042
MS 9042
MS 9042
MS 9042

4 MS 9042
MS 9042
MS 9042
MS 9018

R. J. Buss, 1812
P.Esherick, 1126
W. G. Breiland, 1126
M. E. Coltrin, 1126
J. R. Creighton, 1126
P.Ho, 1126
H. K. Moffat, 1126
G. H. Hays, 1128
M. E. Riley
W.Herrnina,9111
R.T.McGrath,9114
T.J.Bartel,9114 (25)
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G. H. Evans, 8345
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W. G. Houf, 8345
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