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Abstract 

Graph partitioning is a fundamental problem in many scientific settings. This doc- 

ument describes the capabilities and operation of Chaco, a software package designed 

to partition graphs. Chaco allows for recursive application of any of several different 

methods for finding small edge separators in weighted graphs. These methods include 

inertial, spectral, Kernighan-Lin and multilevel methods in addition to several simpler 

strategies. Each of these methods can be used to partition the graph into two, four or 

eight pieces at each level of recursion. In addition, the Kernighan-Lin method can be 

used to improve partitions generated by any of the other methods. Brief descriptions of 

these methods are provided, along with references to relevant literature. The user in- 

terface, input/output formats and appropriate settings for a variety of code parameters 

are discussed in detail, and some suggestions on algorithm selection are offered. 
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Energy, Office of Energy Research, and was performed at Sandia National Laboratories, operated for the 
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was developed by the authors at Sandia National Laboratories and is under copyright protection. 
Department l422; electronic mail: bahendr@cs.sandia. gov; telephone: 505-845-7599. 

Department 1424; electronic mail: rwlelan@cs.sandia. gov; telephone: 505-845-7387. 
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1. Introduction. Many problems which arise in the course of scientific comput- 

ing have a combinatorial nature and can be conveniently described in terms of graphs. 

In particular, it is often useful to partition a graph into subgraphs that are in some 

measure as disjoint as possible. This is the case in divide–and–conquer algorithms for 

problems like devising efficient circuit layouts or constructing nested dissection order- 

ings for sparse matrix factorization. Another prominent instance is the problem of 

decomposing a large data structure to be mapped onto the processors of a parallel com- 

puter. This latter example motivated the development of Chacol, and we will assume 

that it is the main interest of the reader in the remainder of this user’s guide. However 

we wish to emphasize that the code and its output can be used directly or with slight 

modification to address other important problems as well. 

For concreteness, assume we want to solve a partial differential equation on a dis- 

If we use a finite difference discretization and an tributed memory parallel computer. 

iterative solver, the graph to be partitioned will typically have the same topology as the 

computational grid: The iterate at each grid point must be updated using neighboring 

grid point values, so graph vertices correspond to the update computation, and graph 

edges indicate that information must be transferred from one grid point to another. On 

a serial computer this transfer is accomplished by writing to and reading from memory. 

However, when we map this computational grid to a parallel computer, two vertices 

joined by an edge and not owned by the same processor must communicate to exchange 

values. Since communication is expensive, a mapping that minimizes it is desirable. Of 

course, we could assign the entire grid to a single processor and have no communication 

at all, but that wouldn’t be an effective use of the parallel machine since one processor 

would do all the work while the others remained idle. We must therefore also observe 

the important constraint that each processor should be assigned about the same amount 

of vertex work and therefore (in the simplest case) the same number of vertices. Hence 

we say informally that the objective of Chaco is to produce balanced sets with low 

communication overhead. 

Not all problems have such a convenient correspondence between the computational 

grid and the mapping requirements of the application program. For instance in a finite 

element calculation, a more appropriate approach may be to consider each element 

as a vertex with some associated update work. We would then construct connecting 

edges corresponding to each face or corner in the discretization mesh since these edges 

correspond to the non-zero pattern in the global stiffness matrix. The most appropriate 

graph will depend upon the application and is left up to the user. 

1 Chaco is named in honor of Chaco Canyon, the site of spectacular Anasazi ruins in what is 

presently northwestern New Mexico. Between 1000 and 1100 AD a great society, considered the most 

complex and sophisticated on the continent north of Mexico, flourished there. 
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Furthermore, all vertices are not necessarily created equal. For example, a vertex 

encoding a computation on the boundary may have less work associated with it than 

a vertex in the interior of a domain. For this reason, Chaco allows weights to be 

associated with each vertex. The weight is supposed to correspond to the amount of 

work associated with the vertex. Similarly, edges may correspond to varying amounts 

of communication. For example, two finite elements touching at a corner may need 

to exchange less information than two sharing a face. Chaco also allows for a weight 

to be associated with each edge, corresponding the the amount of communication it 

represents. 

The problem of interest can now be described more precisely. Given a graph G 

with n weighted vertices and m weighted edges, divide the vertices into p sets in such 

a way that the sum of the vertex weights in each set is as close as possible, and the 

sum of the weights of edges crossing between sets is minimized. Unfortunately, even in 

the simple case where p = 2 and the edge and vertex weights are uniform, this graph 

partitioning problem is NP-complete[4]. Hence there is no known efficient algorithm 

to solve the problem generally, and it seems unlikely that such an algorithm exists. 

We must therefore to resort to heuristic solutions in which balance may be partially 

compromised or (more typically) the minimization is approximate. 

A variety of such heuristic methods with different cost/quality tradeoffs have been 

published. Chaco includes methods based on several of these as well, as several substan- 

tially new methods. The algorithms used are based on inertial, spectral, Kernighan–Lin 

(KL) and multilevel principles in addition to several simpler strategies. The methods 

are categorized as either local (currently just KL) or global (everything else). Chaco 

allows you to combine global and local methods, and we have found that this combi- 

nation leads to significant improvements in both performance and robustness. Another 

advantage of Chaco’s design philosophy is that it offers flexibility. This is important 

because we believe that, given the complexity of the partitioning problem, no single 

method will always work well. Chaco gives you a fall–back option when your favorite 

method works poorly or has an inappropriate cost/quality ratio for a given problem. It 

also facilitates investigation into the relative strengths and weakness of a wide variety 

of methods. 

Having set the basic context, we should raise some finer but nevertheless important 

issues. One such issue is the dimensionality of the partitioning scheme. Most graph 

partitioning codes rely on recursive bisection. That is, the graph is partitioned into two 

pieces, each of these pieces is partitioned into two more, etc. until a desired number of 

sets is reached. This strategy is simple and convenient, but may be somewhat limiting. 

Graphs can be constructed for which any bisection algorithm must necessarily perform 

poorly, and in practice we observe that bisection algorithms often choose separators 
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which look very good at one stage of recursion but not so good with the benefit of

hindsight at a later stage. All of the partitioning algorithms implemented in Chaco

are capable of partitioning graphs into two, four or eight sets at each stage of recursion.

We have accumulated some empirical evidence that the quadrisection and octasection

algorithms do perform better in some respects than their bisection counterparts. We

have also found bisection algorithms preferable to their multi-dimensional versions in

some situations. For readers interested in the interaction between communicant ion metric

and partitioning dimensionalit y we can recommend several previous reports [7, 8, 10].

The basic difficulty in choosing the appropriate partitioning dimensionality is that

the correct representation of communication costs in the graph model is somewhat

ambiguous. Most graph part itioning schemes work to suppress the total number of edges

crossing between sets without regard to the identity of the sets 2. We say these methods

try to minimize the total number of cuts. In contrast, several of the multidimensional

schemes we have developed can take into account the identity of the sets an edge

crosses between and work to minimize the hypercube distance between these sets. We

say they try to minimize the total number of hops. For hypercube architectures and

for 2D and 3D mesh architectures in some situations, the hypercube metric is more

appropriate because it better models message congestion. In other cases it may be

preferable to focus simply on the total number of bytes communicated and hence rely

on a bisection scheme. When the communicated messages are short enough, the total

communication time will correlate best with message startups. In the graph metric this

measure corresponds to the number of neighboring sets each set has. We have also

included a method designed to deal with this contingency by suppressing the maximum

number of neighbors any set has. In fact, with an isolated change to the source code,

Chaco can implement some methods with an arbitrary cost function. However, all of

the methods currently implemented in Chaco nevertheless share the limitation that we

must have p = 2k for a whole number k. While this limitation applies to most graph

partitioning algorithms and codes, it is not fundamental, and we intend that future

releases of Chaco will allow non-power-of-two partitioning.

The methods currently implemented in Chaco are described in the next section.

In $3 we describe the input format and the menu options used to invoke the different

methods. In 54 we discuss several easily modified parameters which allow the user to

fine tune the code for a particular application. This section can be skipped on a first

reading. Finally, in 35 we give some practical advice on obtaining, installingand using

Chaco.

2 For simplicity let us consider the unweighed graph model in this discussion.
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2. Partitioning algorithms in Chaco. The five classes of partitioning algo-

rithms currently implemented in Chaco are simple, spectral, inertial, Kernighan–Lin

and multilevel. These methods are briefly described below, and references to appropri-

ate literature are provided.

2.1. Simple Partitioning. For completeness and in order to facilitate certain

comparisons, Chaco includes three very simple partitioning schemes. In the linear

scheme, vertices are assigned in order to processors in accord with their numbering in

the original graph, i.e. the first n/p vertices are assigned to set O, the next to set 1, etc.

This often produces produces surprisingly good results because data locality is implicit

in the numbering of the graph. In the rdndom scheme, vertices are assigned randomly

to sets in a way that preserves balance, and in the scattered scheme vertices are dealt

out card fashion to the p sets in the order they are numbered. These methods are like

all the others in that they operate recursively and produce two, four or eight partitioned

sets at each stage of recursion. Usually the random ordering produces partitions with

quality between that of the linear and scattered partitioning. The run time of the

random scheme is very small and of the other schemes is negligible.

2.2. Spectral Partitioning. Most of the code in Chaco is devoted to spectral

methods. These methods use eigenvectors of a matrix specially constructed from the

graph to decide how to partition it. A full accounting of this surprising connection

between eigenvectors and partitions is too involved to present here, but the articles

mentioned below offer plenty of detail on the subject.

The simplest spectral method in the code is a weighted version of spectral bisection.

A description of the unweighed algorithm is given in [16, 17], and the extension to use

both edge and vertex weights is described in [7]. This method uses the second lowest

eigenvector of the LapZacian matrix of the graph to divide the graph into two pieces.

This eigenvector is known as the Fiedler vector.

The spectral quadrisection algorithm divides a graph into four pieces at once using

the second and third lowest eigenvectors of the Laplacian matrix. Similarly, spectral

octasection uses the second, third and fourth eigenvectors to divide into eight pieces.

These multidimensional spectral methods were introduced in [7, 8] where they were

shown to have some advantages over spectral bisection.

In particular, we note that spectral quadrisection and octasection try to minimize

communication cost in a more complex metric. Suppose the partitioned sets are num-

bered from O to 3 for quadrisection or O to 7 for octasection. Spectral bisection would

try to minimize the total weight of edges crossing between different sets, whereas the

multidimensional methods would use a metric in which the cost of an edge crossing

between two sets is the edge weight multiplied by the number of bits that are different
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in a binary representation of the two sets.

Although this hops metric may seem odd at first glance, it has a nice interpretation

in the context of parallel computing. In a parallel computer consisting of four processors

connected in a mesh, and numbered in the natural way, a message traveling between

processors O and 3 must travel over two wires, whereas one between O and 1 need only

traverse a single wire. This number of wires is exactly the weighting implicit in spectral

quadrisection. Similarly, spectral octasection counts wires used on a three dimensional

mesh architectures, and both quadrisection and octasection applied recursively do so

for higher dimensional hypercubes.

One might suppose that this correspondence between cost metric and wires used

was irrelevant given the advent of cut-through routing in which the delay associated

with a message is nearly independent of the number of links it traverses. In fact this

independence only holds for isolated messages in which there is no competition for the

links in the communication network. In a great many computations, and most scientific

applications, communication occurs in the form of bursts of messages during which

there is very significant competition for the network. Hence when network congestion

is important, weighting messages by the number of wires they consume should lead to

better problem mappings. Empirical evidence supporting this and further discussion of

the issue can be found in [6].

The computational kernel of spectral methods is the calculation of a small num-

ber of eigenvectors. We have implemented a variety of eigensolvers with different

speed/robustness tradeoffs. Roughly in order of increasing speed, these are Lanczos

with full orthogonalization, Lanczos with full orthogonalization using the inverse oper-

ator, Lanczos with selective orthogonalization against both ends of the spectrum, Lanc-

zos with selective orthogonalization against the left end only, and a multilevel method

combining Rayleigh Quotient Iteration [5] and the linear solver Symmlq[ 14]. Several

of the issues governing the choice between these methods are touched upon below. It

should be noted that our conclusions are based on limited testing with the particular

class of matrices arising in these applications, and may not be applicable to any wider

domain. These are all iterative methods!

In our experience, full orthogonalization Lanczos is the most robust method for

problems of order up to a few hundred. The requirement of saving all the Lanczos

vectors for orthogonalization is not that burdensome since the problems are small and

we use them anyway in assembling the eigenvectors. The weak point of this method is

that for larger problems the orthogonalization work becomes prohibitively expensive.

The inverse operator full orthogonalization Lanczos method replaces the matrix

vector multiply in the basic Lanczos iteration with a linear solve using Symmlq. It

is generally less accurate and robust than direct Lanczos with full orthogonalization
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and is often slower as well because the total number of matrix vector multiplies (which

are hidden within Symmlq) may be significantly higher. In addition it introduces the

tricky problem of how to tune the inner/outer loop combination. Thus the only reason

to recommend this method is that it requires much less memory since it converges in

many fewer Lanczos iterations.

Our implementation of selective orthogonalization is based on the original paper

by Parlett and Scott [15], with the main difference being that the Ritz spectrum is

monitored directly to assess the need for orthogonalization. A bisection algorithm on

the Sturm sequence and various heuristics governing which Ritz pairs to monitor are

used to keep this overhead small. Most of the orthogonalization work occurs at the

right end of the spectrum, and is, it turns out, unnecessary. Orthogonalizing at the left

end only generally produces more accurate eigenpairs in substantially less time. This

latter algorithm seems, for our purposes, essentially as accurate as full orthogonalization

and is our method of choice for small and medium sized systems (up to about 10,000

vertices), provided sufficient memory is available. Since all the Lanczos vectors must be

saved for the contingency that the iterate must be orthogonalized against a convergent

Ritz vector, this method can cause the program to run out of memory on very large

systems. This difficulty can be avoided by employing a restarting scheme or by giving

up on maintaining orthogonality in the Lanczos basis. These alternatives are, however,

slower and, in the latter case, impose an added risk of numerical breakdown. We decided

to optimize over the likely range of application and assumed that for problems in which

memory would be a problem for Lanczos, a partitioning method designed for larger

problems would be employed.

For partitioning larger graphs by the spectral method, we recommend the multi-

level RQI/Symmlq eigensolver. This is based on the method developed by Barnard

and Simon [1], with the main difference being that we have used an edge contraction

coarsening scheme based on the physical analogy described in [10]. This contraction

scheme preserves the low modes of the operator sufficiently well that we need only per-

form RQI refinement periodically as we work back through the grid hierarchy. We have

also modified the Symmlq iteration to terminate when the norm of the iterate reaches a

preset limit since RQI is essentially performing inverse iteration. The resulting method

is several times faster than Lanczos with selective orthogonalization for solving large

problems to the same accuracy, and also requires far less memory. A drawback is that

the method seems more prone to misconvergence than Lanczos. Experience indicates,

however, that for large graphs, eigenvectors other than the Fiedler vector usually give

partitions of similar quality to those generated with the Fiedler vector (occasionally

better!). So slight misconvergence is not that serious a problem, especially if you are

applying a local cleanup scheme. Another drawback of the RQI/Symmlq algorithm is
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that its run time is essentially proportional to the number of eigenvectors solved for.

This erodes its speed advantage when used as the eigensolver for one of the multidi-

mensional spectral partitioning schemes.

A critical issue in the proper use of iterative eigensolvers is the choice of the tol-

erance on the eigen residual. This is treated in some detail later during the discussion

of the various code parameters in $4, but it is appropriate to mention here that all of

the eigensolvers have direct residual checks to determine whether the requested eigen

tolerance has been achieved. In addition, the selective orthogonalization schemes have

safety checks to monitor the effectiveness of the orthogonalization, and the multilevel

RQI/Symmlq code incorporates a heuristic to detect misconvergence. From time to

time and depending upon how the error and warning condition flags are set, one or

more of these conditions will be noted by Chaco. In most cases these are not show

stoppers: the desired safety standards have not been met, but the computation will

proceed and generate reasonable part itions. If certain error or warning conditions oc-

cur chronically, you may need to choose different tuning parameters. (Or, of course

there may be a problem with the code. )

In general, spectral methods are quite good at finding promising regions of the

graph in which to cut. However, they often do poorly in the fine details. Consequently,

we have found that it is advantageous to apply a local cleanup procedure to the spectral

out put. The procedure we use is a generalized version of an algorithm due to Kernighan–

Lin, and is described below in $2.4 and in more detail in [9]. The actual improvement

due to this cleanup phase is problem dependent, but is typically 10-30%. The cost of

this cleanup phase is generally a small fraction of the total partitioning cost, typically

less than 10% on large graphs.

2.3. The inertial method. The inertial bisection method is a relatively simple

and fast partitioning strategy that uses geometric information. In addition to a graph,

the user supplies geometric coordinates for each vertex in one, two or three dimensions.

The code considers the vertices as point masses with mass equal to the vertex weight.

The principle axis of this collection of point masses, which is likely to be a direction in

which the graph is elongated, is found. The vertices are then divided into sets of equal

mass by plane(s) orthogonal to the principle axis. Descriptions of this method can be

found in [13, 17].

Chaco allows inertial partitioning into two, four or eight sets at once. This is

accomplished by using one, three or seven planes, each of which is orthogonal to the

principle axis. Partitions generated by inertial quadrisection or octasection will appear

to be banded, with parallel planes dividing the sets. This “striping” will typically lead

to a fairly large surface-to-volume ratio, indicating a large volume of communication.
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However, each set only has a small number of neighboring sets which helps reduce

the number of messages startups each processor must make. If the cost of initiating

messages is important, then partitions using inertial quadrisection or octasection may

lead to faster application execution times than those generated with inertial bisection.

Furthermore, the multidimensional inertial methods are somewhat faster than inertial

bisection since fewer inertial axes must be computed, and the overhead of recursion

is avoided. Currently, the four or eight sets are assigned to processors in such a way

that neighboring sets go to adjacent hyperculx processors. This gray coding may not

be optimal for other architectures and can be switched off by modifying the routine

“rec_me&an_l” in the file “/code/a ssign/rec_median. c”.

In our experience, inertial methods are quite fast but give partitions of fairly low

quality in comparison with spectral methods. In particular, the local details of a par-

tition are often quite poor. However, when coupled with the Kernighan-Lin local op-

timization method described below, the results significantly improve. Our experiments

indicate that inertial plus KL usually produces better partitions than pure spectral

partitioning, whereas spectral coupled with KL does better than inertial paired with

KL. For very large problems in which coordinates are available and the emphasis is

more on low partitioning time rather than high partitioning quality, we are inclined to

recommend the inertial plus KL method.

2.4. Kernighan–Lin. One of the most popular methods for partitioning graphs

dates back to work done in the early 70’s by Kernighan and Lin [12]. Various extensions

and improvements of the original idea have been proposed through the years, including

the important linear time implementation of Fiduccia and Mattheyses [3], but at it’s

heart, Kernighan-Lin (KL) is a greedy, local optimization strategy. Vertices are moved

between sets in an effort to reduce the cost of the partition. Although the original

algorithm was for graph bisection, Suaris and Kedem [18] showed how it could be

extended to quadrisection. We have generalized this idea so that our code works on an

arbitrary number of sets at once. Unfortunately, the runtime of the algorithm and its

memory requirements increase steeply with the number of sets, so in practice we use

only bisection, quadrisection and octasection to match the other methods in Chaco.

A description of our generalization of KL is contained in [10]. In our experience,

KL does not produce very good answers unless it is given a good starting guess. For

this reason, we find its value to be greatest when used in conjunction with one of the

global partitioners. To test KL essentially on its own, you can invoke the simple random

method to provide a starting partition.

2.5. A multilevel method. Our method of’ choice for large problems in which

high quality partitions are sought is the multilevel algorithm described in [9]. This
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method is similar in approach to the method described in [2, 11]. It works by creating a

sequence of increasingly smaller graphs approximating the original graph, partitioning

the smallest graph, and projecting this partition back through the intermediate lev-

els. Kernighan–Lin is invoked every few levels to refine the partition, and the current

implementation of the code uses a spectral method to partition the smallest graph.

The algorithm for constructing smaller approximations to the graph relies upon

finding a maximal matching in the graph, and then contracting edges in the matching.

Edge contraction is intuitively attractive because it largely preserves the graph topol-

ogy. When edges are contracted, a single vertex is created out of the two endpoints

with weight given by the sum of the weights of the endpoints. In addition, any edges

which become coincident have their weights summed and become a single edge. These

operations have the effect of preserving some of the basic properties of a partition as it

is moved between graphs in the hierarchy. The size of the smallest graph is an input

option, and the frequency with which to invoke KL is a user modifiable parameter as

described in $4.

In our experience, this method gives very high quality answers in moderate time.

It is not as quick as the inertial plus KL method, but it generally produces better

partitions. In most cases it produces partitions which are better than those generated

by spectral plus KL, but runs significantly faster than any of the spectral methods.

More on the workings and performance of this multilevel method can be found in [9].

3. Input and output formats. Chaco input consists of one of more files, and

the response to several interactive queries. Files are used to describe the graph, and if

necessary to give geometric coordinates. The interactive input specifies the partitioning

method.

3.1. Format of graph input file. The essential Chaco input is a graph, which is

read from a file. Any lines in this file that begin with the character “Yo” are considered

comments and ignored. The file should contain n + 1 non-comment lines, where n is the

number of vertices in the graph. At its simplest, the first non-comment line contains

two integers. The first integer is the number of vertices in the graph, and the second is

the number of edges. Note that the number of edges is half of the sum of the number

of neighbors of each vertex. Vertices in the graph are assumed to be numbered from 1

to n. The remaining n non-comment lines contain neighbor lists for each vertex from 1

to n in order. These lists are just sets of integers separated by spaces that contain all

the neighbors of the given vertex. The list of neighbors can be in any order. Examples

of graph files can be found in subdirectory “executable”; they have names beginning

with “graph”.
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Chaco also allows for the input of graphs with weights on vertices and/or edges.

This is indicated by including a third parameter on the first non-comment line of the

input file. This number has three digits. If the 1‘s digit is nonzero, then edge weights

will be read. If the 10’s digit is nonzero th-en vertex weights will be read. And if the

100’s digit is nonzero then vertex numbers will be read, as described below.

Edge and vertex weights should have small integer values (to be conservative, the

sum of all edge or vertex weights should be representable in a standard integer). If any

vertex has a weight, then weights must be given for all of them, and similarly for edge

weights. If the edge weight option is selected, then edge weights are included in the

graph file immediately after the corresponding entry in the neighbor list. That is, a

neighbor list will look like

neighborl edge-we ightl neighbor2 edge-weight2 . . .

If the vertex weight option is selected, then each neighbor list must begin with the

weight of the vertex the list belongs to.

If for some reason you wish to list the graph vertices in other than the natural order

from 1 to n, you can do so by including vertex numbers. The number of a vertex will

be the first value on a line comprising a (weighted) neighbor list. The vertex numbers

assigned this way must contain the values from 1 to n and only those values.

The most general form of the graph input file is illustrated below. The different

optional parameters are indicated by the different styles of parenthesis.

% This is the format of the graph input file

Number-of-vertices Number-of-edges {1}[1] (1)

{Vertex-number} [Vertex-weight] neighbor , (edge-weight,) ...

There is one exception to this general graph format. If you are using the inertial or

one of the simple methods without Kernighan-Lin, then it is not essential to include a

graph. The partitioning is based entirely on geometric data. A graph file is still needed

to read the number of vertices, but the remaining lines describing the edge lists can

be skipped. Note that the code will be unable to evaluate the quality of a partition

without the graph. Normally several measures of the partition quality are computed

and printed out, but this is skipped if the graph is not present.

3.2. Format of coordinate information input file. If you are using the in-

ertial method partitioning option, you will need to provide geometric coordinates for

all vertices.

subdirectory

have n lines,

These are placed in a different file, examples of which can be found in

“executable” with names beginning with “coords”. These geometry files

and line i contains the coordinates of vertex i. Each line must have 1, 2
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or 3 real values, corresponding to a one-, two- or three-dimensional geometry. Chaco

determines the dimensionality by looking at the number of values on the first line.

3.3. Operating the code. To operate the code you must answer a sequence of

questions. With a basic understanding of the code structure and the methods described

in 52, these questions should be mostly self-explanatory. A brief outline and a few notes

are, however, in order.

First you will be asked to provide the names of the graph input file. If the

OUTPUTASSIGN or ECHO parameters from $4.1 are set appropriately , you will also be

asked for the names of output files. You will then select a partitioning method from

those described in ~2. Depending upon your selection, you may need to answer a few

additional questions. You must then specify the dimension of the partition, which is

simply the logz of the number of partition sets you desire. Finally YOU will choose

whether to apply the partitioning method in bisection, quadrisection or octasection

form. Note that if you choose quadrisection or octasection and an integral number of

steps will not produce the specified number of steps, Chaco will automatically change

to either quadrisection or

required number of steps.

Because some of the

are not allowed to invoke

bisection on the last stage of recursion so as to generate the

coarsening mechanisms are common to both methods, you

the RQI/Symmlq eigensolver and the multilevel partitioning

technique at the same time. With either method you will be asked how many vertices

you wish to coarsen down to. The coarsening technique removes about half the vertices

at each level, and it will continue until the number of vertices is no larger than the limit

you specify. We generally use values in the range 50 to 500 for this parameter. Note

that because quadrisection and octasection make use of higher frequency

they may need a slightly larger coarsest graph to resolve things as well

does.

information,

as bisection

3.4. Output formats. Chaco has various output options which are controlled

by parameters described later in 54. As these parameters are increased, more detailed

information is printed. If they are all set to zero, no output is produced.

The parameter OUTPUT-METRICS controls the calculation and printing of several

partition metrics. Cuts, hops, number of boundary vertices and number of set neighbors

can all be displayed in detailed or summary form. Assorted timing information is

displayed under the control of OUTPUT-TIME. This information, along with the input

parameters and the settings for many of the user accessible internal parameters can be

written to either the screen or both the screen and a designated file under the control

of the ECHO parameter.

In addition, Chaco can write an output file containing the partition assignments.
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If the graph has n vertices this file will have n lines. Line z contains a single number,

indicating the set to which vertex i is assigned. (The set numbers begin at zero. ) The

generation of this file is controlled by the parameter OUTPUTASSIGN.

4. User-modifiable parameters. As a convenience, we have collected most of

the internal parameters which control the operation of Chaco into the file “User_params. c”

in the directory “/code”. These parameters can be modified to tune the code to your

application. (It might be prudent to save a copy of the original file so that you can

return to the “factory settings” easily. ) There are two types of parameters, those that

change the execution of the program, and those that merely generate additional output

for debugging. The default values for the debugging parameters generate a modest

amount of output, which can be increased or decreased as desired. The defaults for the

execution parameters were selected to provide a reasonable balance between run time

and quality of the solution, but we make no claim to having selected them optimally

for your problem. The parameters and their functions are described below.

4.1. Input and output control parameters.

CHECK~NPUT If nonzero, the graph and input parameters are checked for errors. Al-

though checking the graph can take a few seconds for large problems, this

feature should probably be left active for robustness. (The time for this check-

ing will be printed out if you set the parameter OUTPUT.TIME to be greater than

zero.)

OUTPUT_TIME This value determines how much information gets printed about the run-

time of Chaco. A value of O means that nothing is printed, and values of 1

and 2 allow for increasingly detailed timing output.

OUTPUTJIETRICS This parameter controls how much information about the quality of

the computed partition will be computed and printed on the screen. A zero

value means that no evaluation will be performed or printed. Values up to a

maximum of 3 display increasing amounts of information. The meaning of the

output metrics is described in $3.4.

OUTPUTASSIGN If this value is nonzero, then you will be prompted for the name of a

file in which the vertex assignment will be printed. A description of the format

of this output file can be found in 53.4.

ECHO This parameter controls the printing of the values of the input parameters, as

well as whether to copy results of the run to a file. If this value is 1 or -1, the

input selections will be echoed to the screen. If it is 2 or -2, then the relevant

parameters from “User_params.c” will also be echoed. If the value is less than

zero, then you will be asked for the name of a file in which to record the results

of a run. This file will contain the same input selections and parameters that
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are copied to the screen, along with partition metrics and run time breakdown

controlled by OUTPUT_METRICS and OUTPUT.TIME. Saving these results in a file

can be useful if you are doing a sequence of runs for later analysis.

4.2. Eigenvector calculation parameters.

EIGEN_TOLERANCE This one probably deserves its own short paper. All we can do here

is make a few general remarks and urge caution. If you are using a pure spec-

tral method or the multilevel partitioning method then you need to calculate

eigenvectors. This parameter controls how accurately you compute them. It

is a tolerance on the eigen residual \IAu — Au II where (A, u) is the eigenpair of

A in question. An extremely accurate calculation is expensive, and probably

unnecessary, particularly if you are using Kernighan–Lin to refine the spectral

partition. However, in general the quality of the partition gradually degrades as

the accuracy is reduced below some critical point. This can be a result of inac-

curacy in the eigenvector, or it may be because the eigensolver has converged to

an entirely wrong eigenpair. This latter phenomenon of misconvergence occurs

quite frequently if you use too large an eigen tolerance because there are many

eigenvalues in any interval of that width. So to be really correct one should

probably relate the eigen tolerance to the expected gap between eigenvalues in

the relevant portion of the spectrum using, for example, the graph size. But,

as discussed earlier in $j2, slight misconvergence is not a grave problem since

misconverged eigenvectors often give good partitions. The multidimensional

spectral methods do in general require somewhat higher accuracy than spec-

tral bisection to perform at their best. Apart from this, however, the question

of the appropriate eigen tolerance and risk of misconvergence is more a ques-

tion of being able to reproduce partitions reliably and of having a fair basis

on which to compare eigensolvers. Chaco’s design philosophy on this issue

is that you should get the accuracy you request, and, failing that, you should

be warned and told the accuracy you did get. We feel the largest value of

EIGEN_TOLERANCE that is advisable for general use is about 10 ‘3, and that is

what we ship the code with. If you are really pressing for speed and are us-

ing a local cleanup phase, a value of 10–2 might be reasonable. At the other

extreme, a value of 10–6 should prove acceptably tight in most situations — if

you’re working on a graph large enough to require higher accuracy, you should

probably switch to the multilevel partitioning method, which generally gives

better answers in less time for large problems.

LANCZOSSO.INTERVAL If you are using the selective orthogonalization variant of Lanc-

ZOS, then the convergence of the process is checked indirectly through the Ritz

14



pairs every few steps. The number of Lanczos iterations between checks is set

by the value of this parameter. Choosing a large value will generally make the

computation run marginally faster, but increases the risk of degraded accuracy

or misconvergence. A smaller value is more robust since numerical breakdown

due to the convergence of Ritz pairs will be detected sooner. If you encounter

convergence problems while using selective orthogonalization, try reducing this

parameter.

BISECTIONSAFETY When using selective orthogonalization, some of the extremal eigen-

values of the tridiagonal matrix must be found periodically (see LANCZOSSO~NTERVAL

If the number of eigenvalues to be found is small, a bisection algorithm is used

to find roots of the Sturm sequence which correspond to the eigenvalues. This

parameter amplifies or shrinks the convergence tolerance on the bisection algo-

rithm. A higher value specifies a tighter (smaller) tolerance and results in more

accurate computation of these eigenvalues, but a slightly longer run time.

LANCZOSSO.TIME If you desire a detailed breakdown of the time spent in different stages

of the Lanczos eigensolver, then this parameter should be set to 1. Lanczos

will run very slightly faster if you leave this value at O, since many fewer calls

to the timing function will be made. This may be noticeable if many calls are

made to Lanczos.

WARNINGJZVECS If this parameter has a value greater than O, the occurrence of sev-

eral possible numerical problems in the eigensolvers is monitored. When using

RQI/Symmlq, a value above O means you will be notified if the eigen residual is

not converging monotonically, an indication of possible misconvergence. When

using Lanczos, a value above O means you will be notified if the requested eigen

tolerance was not achieved, if there has been a minor or severe loss of orthog-

onality in the computation, or if the maximum number of Lanczos iterations

was reached. A value above 1 means that if any of the preceding warning con-

ditions occur, you will be notified of the eigenvalues and predicted and actual

eigen residual tolerances computed. A value above 2 means you will be notified

when the computation of the eigenvector of the tridiagonal matrix is not very

accurate.

WARNING13RTHTOL This parameter determines the level of loss of orthogonality in Lanc-

zos which is considered minor but worth reporting. If the ratio between the

estimate of the eigen residual and the computed eigen residual is above this

value, the minor loss of orthogonality condition is triggered. Refer to the dis-

cussion on WARNING-EVECS.

WARNINGllISTOL Same as WARNINGJIRTHTOL, but this value indicates a more serious

loss of orthogonality. In some cases this may indicate misconvergence, hence
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the name.

WARNINGSRESTOL If the residual encountered at the end of the recurrence used to

compute the eigenvector of the tridiagonal matrix in Lanczos is above this

value, a corresponding warning condition is flagged. Refer to the discussion on

WARNINGlOJECS.

4.3. Other parameters for spectral methods.

MAKE.CONNECTED Spectral methods can break down if the graph is disconnected. Even

if the original graph is connected, disconnected graphs can be generated in

the recursion. To avoid any associated problems, we use a breadth-first-search

algorithm to find connected components and add a minimal number of edges

to make the graph connected. If MAKE.CONNECTEDis nonzero, then this con-

nectivity y check will be invoked whenever a spectral option is selected. You

should only change this parameter if you plan to use a spectral method and

you are certain that you will only operate on connected graphs (i.e. if you aren’t

recurring).

PERTURB Spectral methods can encounter problems if the graph has symmetry since its

eigenvalues can then have multiplicity greater than 1. For spectral bisection,

all you can hope for is selecting some vector (which depends on the starting

Lanczos vector) in the subspace of second lowest eigenvectors. However, since

they work within a subspace of 2 and 3 vectors respectively, spectral quadrisec-

tion and octasection can handle two or three degrees of multiplicity respectively.

Unfortunately, Lanczos can’t easily identify this multiplicity. We can, however,

avoid the issue by randomly perturbing the matrix. The parameter PERTURB

controls whether or not this perturbation is invoked. Using this option helps

avoid problems in some degenerate cases like the square grid graph, at the cost

of a very slight increase run time. We recommend that you leave this feature

actived unless you are sure you don’t need it.

NPERTURB If the PERTURB option is being used, this parameter indicates how many

random edges are added to the graph to break the symmetry.

PERTURBMAX If the PERTURB option is being used, this parameter is the maximum

. value of an edge weight for one of the randomly added edges. A small value

will perturb the eigenvectors a small amount, but if the perturbation is too

small, then Lanczos might not be able to separate the eigenvectors. This value

should probably be a small multiple of EIGEN_TOLERANCE.

COARSE-NLEVELJtQI The parameter applies if you are using the spectral method with

the RQI/ Symmlq eigensolver option. As you work back through the interme-

diate graphs, the approximation to the eigenvector is refined with Rayleigh
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Quotient Iteration every few levels. This parameter indicates how many levels

occur between these refinements. A small value for this parameter is more

robust, but a large value will reduce execution time.

MAPPING.TYPE We have implemented several methods for generating an assignment

from two or three eigenvectors. This flag allows the user to switch between

them. In our experience, the clear winner was a bipartite matching algorithm

described in [7]. This option is invoked by a value of 3, and we encourage users

to leave this parameter alone.

0PT3DJTRIES If you are using spectral, octasection, then when mapping back to a

discrete solution you need to solve a constrained, global optimization problem

as described in [7]. In our experience, this problem usually has a small number

of local minimizers, so we solve it using local minimization techniques from

random starting points. This parameter controls how many local minimizations

get done, and should only be modified by sophisticated users.

4.4. Kernighan–Lin parameters.

KL_METRIC When dividing into more than 2 sets at once, our implementation of Kernighan–

Lin can try to minimize any inter-set metric. Two are currently built into the

code, and are controlled by this parameter. If the value of KL_METRIC is one,

then all edges crossing between two sets are treated the same. If the value

is two, then edges are weighted in a hypercube hop metric. That is, an edge

between sets O and 1 costs one third of an edge between O and 7. Note that

the spectral quadrisection and octasection algorithms automatically use a hy -

percube hop metric. If you wish to use a different metric, you can tinker with

the appropriate code in “/code/main/balance. c”.

KLXANDOM This flag turns on and off the randomness in the Kernighan–Lin routines.

We recommend that you leave this parameter alone since it increases the quality

and robustness of Kernighan-Lin for a tiny increase in run time.

KL~AD_MOVES our version of Kernighan-Lin can exit a pass early if it doesn’t seem to

be making any progress. This parameter controls how quickly KL will hit this

cutoff. A large value will make KL more effective, but will also increase the

run time.

KL_NTRIESBAD This parameter controls the speed at which the Kernighan–Lin code

is exited. The KL routine will exit after KL_NTRIES_BAD passes in which no .

improvement is detected. Because of randomness, a pass with no improvement

can be followed by one that finds a better partitioning. However, if you set

KL-RANDOMto zero, then you should set KLJJTRIESBAD to 1. A large value

for this parameter will produce better results, but will cause the code to run
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longer.

KL.ONLYBNDY At one point it seemed like a good idea to only require Kernighan–Lin

to consider moving vertices that were on the boundary between sets. Our

implementation of this idea actually runs slower and gives worse answers than

true KL, so we emphatically discourage changing this parameter.

KL-UNDO-LIST This parameter turns on an optimization that dramatically reduces the

run time of Kernighan–Lin for large graphs. Instead of bucket sorting the

entire set of possible vertex moves before each pass, this option preserves the

moves that haven’t been changed; typically the vast majority. This leads to a

dramatic increase in speed, with no perceptible change in quality. We strongly

encourage you to leave this parameter alone.

4.5. Parameters for multilevel methods.

COARSENllATIOllIN This value is employed if you are using either the RQI/Symmlq

eigensolver, or the multilevel partitioning algorithm. It should have a value

between .5 and 1.0, representing the minimal acceptable reduction in number

of vertices associated with a coarsening step. If a step fails to achieve this

reduction, the coarsening algorithm exits prematurely, and the resulting calcu-

lations will be performed on a larger graph than anticipated. The coarsening

algorithm cannot reduce the number of vertices by more than half, so this value

should always be greater than .5.

COARSE-NLEVELXL If you are using the multilevel partitioning algorithm, then Kernighan–

Lin gets invoked periodically on successively finer graphs. This parameter in-

dicates how many levels occur bet ween these invocations. A small value for

COARSEJJLEVELXL will lead to better partitions, while a large value will reduce

execution time.

4.6. Parameters that control debugging output.

DEBUGIVECS This parameter controls the quantity of debug output concerning calcu-

lation of eigenvectors. When set to zero, no output is generated except when

an unrecoverable error condition is encountered, in which case a short message

is printed before the program aborts. A value of 1 will produce a moderate

amount amount of information, 2 a bit more, and so on up to a maximum value

of 5.

DEBUGXL This flag controls the output in the Kernighan–Lin routines. No debugging

output is generated if the value is O, while the improvement due to KL at each

step is shown if the value is 1. Values of 2 and 3 generate mass quantities of

output, and should only be invoked by an expert.
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DEBUG_INERTIAL If you are using the inertial method, this flag will turn on output

concerning the computation of the principle axis of the mesh.

DEBUG.CONNECTED If you are enforcing connectivity and using a spectral method, a

value of 1 for this flag turns on a small amount of output in the routines that

identify connected components. This will tell you if subgraphs have become

disconnected in the course of a decomposition.

DEBUGIERTURB A value of 1 for this flag turns on a small amount of output in the

routines for randomly perturbing the matrix.

DEBUGASSIGN When using a spectral method, the mapping from the eigenvectors to

an assignment can be complicated, particularly for spectral quadrisection and

octasection. This parameter turns on output in the routines that compute this

mapping.

DEBUGJ3PTIMIZE With spectral quadrisection or spectral octasection, part of the map-

ping to an assignment involves a nonlinear optimization. This flag controls

debugging output in the optimization subroutines.

DEBUGBPMATCH When using spectral quadrisection or octasection, the trickiest part of

the mapping from eigenvectors to a partition involves solving a maximal cost

assignment problem in a bipartite graph. This flag turns on the output in the

corresponding sections of the code. A value of 1 gives a moderate amount of

cryptic output, while a value of 2 does more error checking and can generate a

lot of output.

DEBUG.COARSEN If you invoke a multilevel method, the code will construct a sequence

of increasingly coarse approximations to the original graph. This parameter

controls the output for the routines performing this process.

DEBUG-MEMORYThis variable turns on some consistency checks in the allocation and

freeing of memory. Unless you encounter problems you think might be memory

related, this value should be left at O.

DEBUG~NPUT If this is set to 1, a message is printed confirming that the input files have

been read.

4.7. Miscellaneous parameters.

RANDOMSEED This is the seed for the random number generators “rando’” and “rand48( )“.

NSQRTS If you are using either of the multilevel options, then coarse versions of the graph

get created with vertex weights. We also need the square roots of these vertex

weights. Since these are typically integers, instead of repeatedly calculating

square roots of integers, Chaco computes them once and stores them in the

array SQRTS. The value of NSQRTS is the length of this array, and for best

performance should be somewhat larger than the number of vertices in the

19



original graph, divided by the number of vertices in the coarsest graph. A

large value may use a small amount of unnecessary space, while a small value

may lead to an unnecessary excess of computation.

5. Helpful hints.

5.1. Implementation details. Chaco is written entirely in ANSI standard C

and is about 15,000 lines long. C performs floating point computations in double

precision (8 byte) format, and Chaco stores the results in double precision format

(except in a few cases where precision is clearly not an issue). In order to maximize

the size of graphs which can be partitioned, memory is allocated dynamically when

needed and released as soon as possible without seriously degrading efficiency. Chaco

can be run in a stand–alone mode or called as a subroutine from either C programs or

(with the addition of a simple wrapper) Fortran programs. The interface routine used

to invoke Chaco as a subroutine is called “interface.c” and resides in the subdirectory

“/code/main”. However, invocation as a subroutine requires a detailed understanding

of some data structures and parameters, and should not be attempted without first

gaining familiarity with the code.

5.2. Installation instructions. If you are using an ANSI standard compiler, then

Chaco should compile correctly, and it should do fine on many non-standard compil-

ers as well. Chaco uses several machine and compiler dependent parameters that are

defined within the ANSI standard. If these values aren’t defined, then Chaco tries to

compute them, but this is difficult to do in a machine independent way. One thing

the user can do to improve robustness with a non-standard compiler is to define ap-

propriate values for three parameters in the file ‘Lmachine.params.c” in “/code/util”.

These parameters are DBLJZPSILDN, the machine precision, DBLJIAX the largest double

precision value, and RAND_MAX,the largest value returned by the system random number

generator “rando’”.

5.3. Some things to watch out for. Most of these points have been made ear-

lier, but they bear repeating, if only for the sake of those readers who would rather not

read the whole guide.

● Use of the Lanczos-based eigensolvers on large problems may cause the pro-

gram to run out of memory on your system. This is a result of a design deci-

sion to favor speed and robustness over memory conservation in this situation.

The assumption is that for very large graphs you will want to use either the

RQI/Symmlq eigensolver , or the inertial or multilevel partitioning methods.

See 52.2, 52.3 and $2.5.
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● It is your responsibility to either choose an appropriate eigen tolerance or to

live quietly with our choice on your behalf. Chaco tries hard to deliver the

accuracy you request, but can’t help much if your request is unwise. If you

choose a very tight (small) tolerance, things will slow down considerably and

you may run into memory trouble. If you choose a very loose (big) tolerance,

your results will generally degrade and become erratic due to poor accuracy or

misconvergence. See $2.2 and 54.2.

● The eigensolvers and the I<ernighan-Lin heuristic make use of randomization

techniques, so results generated using these methods are only strictly repro-

ducible if the program is used in a way that generates the same sequence of ran-

dom numbers. This is sometimes a very noticeable effect in the RQI/Symmlq

solver, where a different random seed can result in large swings in execution

time.

● The multidimensional inertial methods return sets with a gray coded mapping.

This is appropriate for hypercubes, but probably not for other architectures.

Although they are reasonably efiective at reducing the volume of messages given

their short run time, the multidimensional inertial techniques are designed to

compromise on the goal of low message volume in order to produce partitions

with fewer message start-ups than the other methods. See 52.3.

● The routine “func3d. c” takes a long time to compile with optimization.

not a significant part of the execution time, so if, for some reason, you

recompiling the code often, you may wish to compile this routine without

timization.

It’s

are

op-

. If you are using a compiler that is not ANSI standard, Chaco is probably

computing a few numerical constants for you. Although we don’t expect any

problems to arise, this computation is not exact. If you are using a non-ANSI

standard compiler, it may be prudent to define these constants. See tj5.2 for

further details.

5.4. Obtaining the code. Chaco is publicly available for research purposes and

may be licensed for commercial application. The code is distributed along with technical

documentation and sample input files via the internet. If you are interested in obtaining

a copy, you should contact us at the addresses given on the cover page of this report.

Upon receipt, the “Chaco” directory will have three subdirectories, “code”, “ex-

ecutable)’ and “documentation”. The ‘(documentation” directory contains postscript

files of this user’s guide, and three of our technical reports which are referenced in this

guide. The “code” subdirectory contains all of the source code and the makefile. The

makefile is set up to place the executable version of Chaco in the “executable” subdi-

21



rectory. The “executable” directory

input files.
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