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Abstract 

This report provides a top level functional description and design for the development and 
implementation of the central network to support the next generation of SNL, 
Albuquerque supercomputer in a UNIX® environment. It describes the network functions 
and provides an architecture and topology. 
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1.0 Management Summary 

This document primarily describes the proposed network that will support SNL, 
Albuquerque's new Supercomputer-90 system in a secure UNIX environment through the 
mid-1990's time period. The network performance specifications are the initial values to 
be implemented to support the Supercomputer-90 system. It is anticipated that the 
architecture and implementation desIgns will continue to be enhanced over the next 3-5 
years to provide higher network bandwidths and throughputs, as the hardware and protocol 
technologies evolve. 

In viewing the Central Computing Network (CCN), it is important to reco~nize that, 
conceptually, the current CCN has become a subnet in a larger network consistmg of user 
Local Area Networks (LANs) and peer networks. The CCN currently supports two major 
functions. One function provides selected services directly to the distributed users, such as 
file storage and output processing. The other function integrates CCN services with 
selected CCN workers into a single computational environment. In general, the bandwidth 
and protocol demands placed on the CCN to support these two functions can be 
substantially different. 

The development of the future network will be approached from the perspective that 2600 
computing will continue to evolve from the current position of being the "central site" 
toward a position of being a unique subnet on a larger network (herein called the SNL 
Internet). The SNL Internet will ultimately consist of a number of interconnected 
independent nodes and LANs, each providing and utilizing network services and functions. 

The requirements for the architecture of the network are influenced by a number of 
factors: the future Supercomputer-90 user requirements; the availability of high 
performance workstations; the goal to utilize industry standard protocols and operating 
systems; and finally the general requirement to provide improved throughput, security, 
reliability, and functionality. . 

It is envisioned that the new network will be an integral part of a UNIX based 
computational environment consisting of industry standard and vendor supported hardware 
and software components. TCP /IP, NETEX, and DECnet (DECnet will be used primarily 
on distributed networks) will be the initial protocols, combined with a high bandwidth 
network backbone based on Network Systems Corporation (NSC) network hardware. 

Security constraints and system functionality dictate the construction of separate physical 
computer networks for the dissimilar computing environments. This architecture specifies 
that a secure network (per DOE Order 5637.1), an administrative network (per DOE 
Order 1360.2), and a protected, open network (per prudent business practices), be 
implemented. As used in this document, the adjectIve secure is defined as indicating an 
environment in which all users are Q-cleared. The adjective open is defined as indicating 
an environment in which the users may not be Q-cleared. Protected means that control 
mechanisms have been developed and implemented to safeguard resources. 
Communication between the three networks would be by way of filters (e.g., dual--ported 
disks, encryption, administrative procedures) that would provide controlled, audited, and 
managed communication paths between the separate networks/partitions. 
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The new networks being described would be distinct from the current CCN. A file transfer 
facility between the existing CCN and the new secure network is proposed. The secure 
distributed VAX network will initially have connectivity to both the CCN and the new 
secure network. The CCN connectivity will be discontinued when all the needed 
functionality is available on the new secure network. 

The proposed network architecture is designed primarily to support a supercomputer with 
a UNIX-based operating system. The network services are specified to provide the 
performance and capacity necessary for user support in such a supercomputer environment. 
A secondary, but important, goal is that many of the specified network services will be 
distinct, modular functions that will be available to other interconnected LANs, almost as if 
they were part of those LANs. By using a homogeneous UNIX-based networking 
environment, the details of the network topology should be transparent to the user. . 

Chapters 1-4 of this document include the management summary, the introduction, the 
constraints and assumptions that guided the design, and the future role of the 2600-
supported resources. Beginning witli Chapter 5, the functional description and design are 
covered. 

Chapter 5 describes the functionality of the network. The individual functions comprising 
that functionality are: 

a. User Authentication 
b. Terminal Services 
c. Network Time Service 
d. Network File Transport 
e. Gateways, Bridges, and Routers 
f. Batch Job Scheduling 
g. Network File Storage Service 
h. Task-to-Task Communication 
i. Output Processin~ 
j. Network Monitonng 
k. Network Mail 
1. Accounting/Billing Service 

Chapter 6 presents the topology of the network. It describes an NSC "DX. technology" 
HYPERchannel backbone plus additional subnetworks for terminal, security and 
operational management traffic. Chapters 7 throu~h 15 provide additional details of the 
architecture including inter-network relationshIps, protocols, security, performance, 
management and operations, migration, implementation, reliability; and document 
revision. 

The migration plan to implement this architecture will be maintained as a separate 
document where the functions described in this document will be converted into designs, 
which will in turn be converted to implementation tasks. Each task is to be initiated as a 
distinct activity which will result in a production implementation. The production 
implementation for the secure network, which will support the Supercomputer-90 system 
has the highest priority. Implementation of the open network will be accomplished as the 
open computing requirements are better established and as resources become available. 

-6-
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2.0 Introduction 

The Statement of Work for the Network Architecture Project (dated July 21,1987) defined 
the design objectives for the network to be: 

a. Support the Supercomputer-90 in a secure UNIX environment. 

b. Support the direct and/or indirect connection of workstations. 

c. Provide a network architecture that is consistent with the Directorate 2600 
strategic plan. 

d. Provide connectivity for the administrative and office automation subnetworks. 

The requirements document (dated December 4, 1987) specified: 

a. The network implemented by the new architecture must operate in parallel with 
the current network to minimize the disruption to network users. 

b. There must be multiple network interfaces to critical worker and support nodes in 
order to minimize single points of failure. 

c. Network security must be improved through the implementation of separate 
networks based on security partitions (open, secure, and administrative 
information), and the implementation of an overall network security architecture. 

d. The network must support a mixture of ''worker'' and "service" machines. 

e. The network must be flexible and e.xpandable to support new network services. 

f. Hardware and software components must be industry-standard and supported by at 
least one stable vendor. . . . 

g. The scientific networks must support UNIX operating systems. 

h. The network must support a common user environment between SNL, 
Albuquerque and SNL, livermore. 

This document provides the functional design that was specified in the Statement of Work 
(SOW). The implementation plan will be derived from the individual task SOWs . 
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3.0 Constraints and Assumptions 

The major assumptions made in the development of the scientific network's functional 
design and requirements are the installation of SNL, Albuquerque's Supercomputer-90 
system and the implementation of a secure UNIX environment. Other assumptiOns and 
constraints that influenced the functional requirements and design are: 

1. The new network will co-exist, as a new and separate network with the current 
network. 

2. A bidirectional file transfer facility will be developed to pass data between current 
network applications and the new network applications. 

3. The future network topology will consist of three separate information partitions 
implemented as three physically se,earate networks: Secure Supercomputer Network 
(SSN), Protected Open Network (PON), and ADministrative NETwork (ADNET). 
Each of the physical networks may consist of multiple subnetworks to satisfy the 
required functionality, redundancy, capacity, and secunty. 

4. The emphasis of this design is on the implementation of the SSN for the support of the 
Supercomputer-90 system. Therefore, most resources will be directed at the SSN. It is 
intended that the PON be implemented utilizing the same basic developments used in 
implementing the SSN, with appropriate adjustments for specific hardware differences 
when the resources become available. Therefore, any completion dates indicated 
herein for the PON are tentative. 

5. The new network implementation will support multiple protocols. At a minimum, 
initial support for protocols will include TCP lIP, NETEX, and DECnet. The general 
strategy for protocol support is to structure the new network in such a manner as to 
provide for the evolution to new standard protocols as they become available and to 
be able to employ special purpose protocols where performance or functional 
requirements dictate. The old network will continue to support a combination of 
MASSNET, NETEX, and DECnet. 

6. The new networking hardware for the machine-to-machine backbone will consist of 
components from Network Systems Corporation (NSC). The design will provide for 
the mclusion of other networking hardware provided by other vendors. 

7. The worker nodes on the new network backbone will execute UNIX-based operating 
systems. The server nodes must support this UNIX environment. 

8. Supported, distributed networks will not be required to execute UNIX-based 
operating systems. However, it is expected that, over time, UNIX-based operating 
systems will become the dominant operating systems for distributed users. 

9. The implementation of network functions will be evolutionary. Further, the functions 
described in this document are a combination of required and highly desirable 
functions. Therefore, it is possible that some of the desired functions described in the 
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document may not be implemented or their implementation may be delayed due to 
resource limitations. The specific implementation details for each of the functions will 
be discussed in the individual implementation plans for each of the network nodes or 
subsystems . 

10. Values provided for transmission rates, storage densities, etc., are the targets for the 
initial support of the Supercomputer-90. It is anticipated that larger values will be 
required to satisfy expanded and new requirements over the next three to five years. 
The initial network rates discussed are based on the minimum performance needed to 
support the proposed services on the Supercomputer-90, the experience of the 
Workstation and the Graphics projects, and the projected availabIlity of industry 
supported hardware and software. 

In the implementation phase, the Network Architecture project recommends the 
implementation of the maximum hardware capabilities for the funds available. 
However, due to the dynamic nature of the industry, it is not possible to explicitly 
specify the minimum achievable performance for all of the hardware components. For 
the backbone network, we believe a minimum network bandwidth is 100 Mb/s and for 
the subnetworks a minimum is 10 Mb/s. Through the replication of these minimum 
networks, higher aggregate bandwidths can be achieved. If hardware to achieve these 
minimum bandwidths can not be obtained, then the affected tasks should be put on 
hold until the required networking capabilities are available. 

11. The Network Architecture project team is recommending that a single design 
approach be pursued, as opposed to several alternate designs, based on the 
requirement to maintain and migrate from the current network, the available vendors' 
networking products, the short (18-24 month) implementation schedule, and the 
available resources. Contingencies will be developed as part of the implementation 
plans and designs. Additional performance information is required from the network 
hardware vendors and the Prototype Secure Network project before specific 
contingency plans can be fully developed. 

12. The migration strategy for evolving from the current network to the future network 
will have the current CCN continue to function in parallel with the new network, with 
the implementation of a file migration facility between the two networks. We will not 
attempt to implement the existing network functions such as MASS, AFT, etc. into the 
new network because the new network is based on a UNIX environment that has a set 
of equivalent functions. We do not believe the two sets of functions are sufficiently 
compatible that they would allow any reasonable migration of the actual functions 
from the old environment to the new environment. 
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4.0 Future Role of 2600-Supported Computing Resources 

It is envisioned that over the next several years the computing environment will continue to 
shift more and more toward distributed network computing. Just as much of the small and 
medium-scale computing has shifted toward distributed V AXes during the past eight years, 
the availability of low-cost high-performance workstations will drive computing at Sandia 
toward the user's desk. We project that most of the users at SNL will be able to perform all 
of their computations on their own workstations, which will have speeds in excess of 10 
MIPS. Use of the supercomputers in the central site LAN will be hmited to that class of 
problems that require very large memories and/or computational power that will not be 
available on a high-end workstation or departmental compute server. 

Departmental computers will become the hubs of Local Area Networks to which high-end 
workstations are attached. Their computational role will decrease, so that they probably 
will become more like network routers and gateways to a larger SNL secure (or protected) 
network. The departmental computers are also likely to become file servers for the 
attached workstattons in order to facilitate file sharing, backup, and media control by a 
departmental system management group. 

This means that the role of the central site as a computational node may decrease, so that 
the supercomputers will serve a relatively small (but still important) user community. The 
2600 networks will thus become .another subnetwork along with many other subnetworks 
that are, in fact, a larger network that we shall call the SNL Internetwork. Because of the 
change in em{>hasis, we propose that the w:m CCN be abandoned for the new network. 
Suggested sCIentific network names are Secure Supercomputing Network (SSN) and 
Protected, but Open, computing Network (PON). If these network topology 
recommendations are implemented, the administrative network (ADNET) will exist as yet 
another separate network. We will provide for a controlled and managed communications 
connection between the ADNET and the SSN and/or PON. 
*************************************'**************************************** 
The purpose of having two scientific networks, the SSN and the PON, is to limit the SSN to 
users WIth Q-clearances. Users of the PON mayor may not have Q-clearances. This 
document follows the SNL, Albuquerque tradition of using the adjectives secure to mean a 
com{>uting environment in which direct or indirect access to computer resources is 
restncted to Q-cleared personnel. Open means potential access by non-cleared individuals. 
The adjective protected is used to mean that prudent business practices (e.g., password 
control, dial-back mechanisms, etc.) are employed in the development and operatIOn of the 
system. 
****************************************************************************** 
The primary functions of the Network Architecture will be to: 

1. 

2. 
3. 
4. 

Provide state-of-the art supercomputing to those users who need to run very "large" 
problems. 
Provide archival file storage and a central repository for shared data. 
Provide specialized high-cost output services, e.g., microfiche, specialized graphics. 
Provide network routing and gateway interconnections within tne SNL Internetwork. 

-10-
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5. 

6. 

Provide a communications connection for intersite networks to/from LANL, KDC, 
etc. This connection is intended to maintain the current level of service between these 
sites in the new network. 
Provide for central network management and support to aid in the operation of local 
LANs and workstations through central network diagnostic utilities, and distributed 
system software support. 

Some of the generic Idnds of services provided by the SSN and/or paN are specifically 
directed at I?roviding support to and for the scientific computers and supercomputers, since 
historically It has been our experience that state-of-the-art supercomputers come from the 
vendors with minimum software and hardware environments needed for a complete user 
environment. 

Most of these services are also intended for general use by users throughout the SNL 
Internetwork. The services being provided to the internetwork users, generally, will not 
have the same performance requirements as those that are provided in support of the 
supercomputers. However, there is a considerable overlap between the services needed by 
distributed computer and workstation users and the supercomputer users. By inter
connecting the distributed networks with the SSN/PON, we can provide access to the 
SSN IPON services from distributed systems and workstations, and we can also allow users 
on different distributed computing networks to communicate with each other. Gateways 
and/ or routers will perform the protocol conversions and security checks that allow the 
secure interconnection of many suonetworks that are in the same partition . 
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5.0 Functional Requirements of Network Services 

The functional requirements for the environment provide the foundation upon which the 
network architecture and topology will be built. This section describes the general 
functional requirements that the network must support. The specific architecture and 
topology will be discussed in Chapter 6.0. 

The network functions are to consist of a set of physically independent functions that 
operate in a logically integrated manner. The purposes of a majority of the services are 
two-fold: 1) to provide indirect user support to the supercomputer(s) users and 2) to 
provide independent support directly to distributed network users. The performance 
requirements of each of the services will, in general, be driven by the more severe support 
requirements of the supercomputer. However, if the services are modularly designed, they 
can be utilized by other network users, nodes, and LANs. 

This chapter identifies the specific services or classes of service which we would expect to 
be available in the new networking environments (SSN and PON) and which would be 
supported by the new networks. The functionality of each of these services is being 
described here without attempting to provide the implementation design, constraints, etc. 

a. User Authentication 
b. Terminal Services 
c. Network Time Service 
d. Network File Transport 
e. Gateways/Bridges 
f. Batch Job Scheduling 
g. Network File Storage Service 
h. Task-to-Task Communication 
1. Output Processin~ 
J. Network Monitonng and Status Reporting 
k. Network Mail and Messaging Facihty 
1. Billing Service Input (input to central billing) 

There are two other generic functions that were identified: a Magnetic Tape Input/Output 
Service, and a Data Conversion Service. They have not been included in this lIst since we 
could not identify a specific requirement for these services in the new environment. 

Unless a constraint or limitation is stated explicitly, each function potentially may be 
installed in any of the three networks. For example, gateways might bea legitimate 
function in secure, protected, or administrative networks, to support user requirements. 
Each potential network service has the following common functional requi:rements, without 
regard to the networks in which they are installed: 

1. Each service must be able to execute in a UNIX environment with little or no 
customization required. This implies that a network service which is heavily 
dependent on the internals of a proprietary operating system (e.g., IBM/MVS, 
VAX/VMS, etc.) would not be a choice for implementation, unless extenuating 
circumstances mandated it. 

-12-
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2. Each service must identify its robustness and reliability requirements. The design 
must describe how the requirements will be satisfied. 

3. Each service must include gathering (and possibly processing) of performance data 
and data on internal failures and retries. While Section 11 defines the need for an 
overall performance and statistics gathering function, there will always be a need for 
service-specific statistics. 

4. 

5. 

Each service must include an audit feature. This feature should audit both access and 
usage. If this service is implemented in vendor-supplied software, preference should 
be given to an audit facihty which is easily tailored and does not require source 
changes in the product to modify it to site specifications. 

Each service must include an accounting/resource utilization facility. This facility 
should create usage records and have a tailorable billing feature, particularly, if charge
back is desired. For a vendor-supplied implementation, the accounting facility should 
satisfy the tailoring criterion stated previously for the audit feature. 

The issues or functional requirements for implementing most of the basic services in a 
secure network are discussed In the following subsections for the individual services. 

-13-



5.1 User Authentication 

A user authentication service is necessary in any environment, whether it be imposed by a 
DOE order or prudent business practices. The definitions for authentication, 
authorization, and validation are provided for commonality of use. 

Definition: Authentication - The act of verifying the claimed identity of an individual, 
station, or originator [of a computing process]. (DOE Order 5637.1) 

Definition: Authorization - 1). The privilege granted by an appropriate official to access a 
particular classification level or cate~ory of information within an ADP system (DOE 
Order 5637.1).2). The process of granttn~ services provided by computing resources on the 
basis of the identity of a person (detenmned by authentication) and the recorded decision 
of an appropriate official to grant access privilege. 

Definition: Validation - refers to both authentication and authorization (definition 2 
above) implemented together as a single process or procedure. 

The functionalities needed from a user authentication service are: 

1. To establish user identity by means of passwords or other appropriate means and to 
provide non-forgeable tokens of this user authentication to the various network 
services as a basis for their granting (authorizing) specific services. 

The tokens of user authentication may represent authentication by more than one 
authenticator (some conveying greater trust). For example, a remote job entry service 
may trust a token of authentication generated by an authenticator on the worker 
machine. However, a network file service may require a token of authentication 
generated by a dedicated (more trusted) central authenticator to base its authorization 
decisions upon. This also allows the use of multiple authenticators (at each trust level) 
for reliabilIty via redundancy. 

2. To provide a capability for electronic signatures, using the non-forgeable tokens of 
user authentication. This is a desirable feature but probably will not be available in 
the short term, as the state-of-the-art has not yet advanced to the point where this is 
practical, at least in the specific form needed. 

3. To use industry standard authenticators as soon as industry standards evolve and are 
embraced by DOE. . 

-14-
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5.2 Terminal Services 

Terminal services are those services in which a user interacts with a resource and expects a 
nearly instantaneous response time. Common terminal services include accepting logins 
and commands from a user, and returning responses to the command from the resource 
that the user is interacting with. Traditionally, the resource that a user issues commands to 
has been a single computer and its associated peripherals. The user has communicated 
with the computer through a dumb terminal and modems connected via the RS232 
interface standard. Responses communicated to the dumb terminal typically range from a 
few characters to a screenfull of simple characters. A few terminals allowed full screen 
high resolution graphics images to be displayed. 

More recently, PCs and workstations are being used to emulate the traditional "dumb 
terminal". The emulation functions exactly like the original terminal, with the added 
capabilities of being able to emulate more than one terminal device and to upload or 
download character or binary files from or to local storage. 

With the introduction of workstations and network services (like DNTS), terminal services 
merge with computer-to-computer communications. The resources may become a 
network, including compute servers, I/O servers, and file servers, rather than a single 
computer and its peripherals. Although the commands issued to a resource are expected to 
remain a few characters long and the command could result in the movement of files or 
complex graphics information, terminal response should not be confused with file transfer 
servIce. 

5.2.1 Implementation Considerations 

Currently, there are two views on how terminal services should be implemented. There are 
circuit switched terminal services, (e.g., the traditional Terminal Switching Network 
services), and packet switched terminal Services (e.g., such as those available through 
TCP /Telnet or DBCnet/Set Host). There are advantases and disadvantages to each of 
these trpes of service. Our current circuit switchlOg technology readily permits 
authentication on the basis of user id and terminal location, provides good directional 
control of connection initiation (terminal-to-host only), provides good need-to-know 
separation, uses Sandia's existing wire plant, supports high aggregate bandwidth, but 
provides less than 56 kb/s throughput per connectIon and does not readily allow multiple 
simultaneous connections (windows) to various hosts from a single terminal. Current 
packet switched (virtual terminal) technology can give users sharecf access to line rates of 
greater than 56 kb/s, readily provides multiple simultaneous connections (windows) from a 
single terminal, but prOVIdes poor neecf-to-know separation, and does not ailow for 
authentication on the oasis of terminal location. . 

Circuit switched technolo~y (for some of the reasons cited above) permits access to 
multiple information partitions from a single (secured) terminal location, while packet 
switched technology currently does not. This creates the need to prevent simultaneous 
access to the TSN and to LANs. This is because LANs currently must exist in only one 
information partition and LAN terminals simultaneously connected to the TSN may form 
an unauthonzed, unauditable bridge between information partitions. These security issues 
need to be resolved to provide the workstation user flexibility in terminal services. To 
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achieve flexibility, it will be important that workstation users have access to both circuit 
switched and packet switched facilities. The interactive path between a user and his 
computing resources will likely be composed of a combination of both technologies. It 
appears that over the next 2-3 years, with the technologies being devised by PBX 
manufacturers, computer communications vendors, and telephone comeanies, that the 
feature differences between circuit switched and packet switched services wIll blur. 

5.2.2 Requirements for Terminal Services 

It is anticipated that the traditional terminals will be au~mented and/or replaced by PCs 
and workstations that are connected via LANs into distnbuted computing networks. The 
terminals, PCs, and workstations may have network virtual terminal access to the 
SSN /PON workers via gateways or routers. The separation and management of terminal 
services and information between secure and non-secure systems will be accomplished 
through connection and password management. . 

The Administrative Network (ADNET) will require both synchronous as well as 
asynchronous terminal support. That will be provided as part of the ADNET 
implementation effort. 

The requirements for terminal services in the SSN/PON will be: 

1. Short response times (as opposed to high throughputs) for a range of services from 
traditional terminal services to complex graphics display. 

2. Access controls and other security features induding: 
a) Authentication and authorization of access to resources. 
b) Auditing of user location and identification of requests for resource access. 
c) Auditing of network topology and changes to topology. 
d) Controlling of access to the switch or network. 

3. Reasonably transparent service to the users by presenting a common terminal path 
setup for a wide variety of resources. 

4. Support for multiple simultaneous terminal sessions without significantly degrading 
servIces. 

5. Support for multiple sessions to a single resource. 

6. Ubiquitous service - available everywhere, and easy to move, ability to add or remove 
ternunals or workstations. . 

7. Simple to manage and maintain, requiring no increase in maintenance staff. This will 
be accomplished by having appropriate, commercially available, support and 
diagnostic tools. 

8. Ability of terminals to transmit ASCII characters to initiate connections or path 
setups. 
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5.2.3 High Speed Graphics/Workstation Terminal Services 

High speed graphics terminals and workstations will need to be circuit switched either 
directly or indirectly to a terminal server for supercomputer access. The workstations or 
pes may use a network virtual terminal protocol such as TELNET to access the SSN/PON 
workers from the terminal server. The primary requirements of a high speed 
graphics/workstation terminal service are high bandwidth and good accessibility. 

Bandwidths of at least 1 to 10 Mb/s will be required to support some high-end workstations 
and graphics terminal connections. Other technologies such as FDDI may be required to 
support multiple workstations at these higher data rates. 

The new digital PBX will support large numbers of 1 Mb/s Ethernet connections (up to 
3000) within the next 5 rears and between 500 and 1000 connections by mid-1990. This 
may suffice for connectmg many of the workstations to remote services, but may not be 
sufficient for connecting some high-end workstations to the SSN. At present, only a small 
percentage of the total number of terminals must access this high speed service from 
almost any location in the SNL Tech Areas, much as circuit switched terminal service is 
now. 
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5.3 Network Time Service 

The SNL Internetwork requires a consistent clock. Diagnosing errors involving multiple 
network nodes may depend heavily on identifying the sequence of events that surround the 
problem. Tracking a possible security breach also requires time stamps to accurately trace 
the steps tried by any mdividual attempting penetration. 

Another consideration is that the SNL Internetwork will be made up of multiple sites that 
are in different time zones (e.g., Albuquerque and Livermore). These time changes can 
cause confusion to both software and users and means should be provided to automatically 
compensate for such differences. 

This document does not recommend any particular implementation for the time service in 
the new networks. It does recommend that the network architecture implementatiol} 
include a time service that can provide a centralized time. Additionally, or alternatively, 
the time service could poll the tIme from the network nodes and maintam the differentials 
between the internal network clock and the node times obtained. 
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5.4 Network File Transport 

The network file transport service should provide the general capabilities to: 

1. Move files from one SSN node to another. 
2. Move files between SSN nodes and remote network nodes. 
3. Support text and binary files. 
4. Provide notification of correct delivery of all data to their final destination. 
5. Provide for data tagging to identify the origin of all files. 
6. Provide information about the physical characteristics of the transported files (e.g., 

security levels). 

The network file transport service should provide, subject to access control restrictions: 

1. Directory services 

2. File push capability 

3. File pull capability 

If feasible and within security restrictions, the network file transport service also should 
provide: 

4. "Third party" file transfer (i.e., user on node A requesting a file transfer between 
nodes Band C.) 

5. File manipulation by user programs (i.e., programmed open for read/write, record 
access, etc.) 

The network file transport service should provide a) high speed (50-100 Mb/s), low 
transfer-comrletion-time service between tightly linked computing systems, and b) medium 
(1-10 Mb/s transfer-completion-time serVIce between less tightly linked computing 
resources. A user should be able to logout after initiatin~ this service and expect assured 
delivery with good error recovery and completion notificatlon indicating success or failure. 

Industry standard protocols should be used for compatibility. Only when extenuating 
requirements such as very high performance are unattainable with standard protocols 
should proprietary protocols be used. 
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5.5 Gateways/Bridges 

One function of gateways and bridges is to provide connectivity between networks that are 
within the same securitY. partition (e.g., the SSN and its distributed computing networks, or 
the PON and its distnbuted computing networks). In addition, they may also provide 
connectivity between different distributed computing networks and can perform routing 
within a single distributed network. Access across information partitions should be through 
separate "security filters" and not through the gateways. 

5.5.1 Gateway Functions 

Gateways perform the following useful functions in the interconnection of networks: 

1. Operational Isolation. This should permit the SSN/PON and each of the distributed 
networks to be managed independently. Node addresses within each of the networks 
can be assigned and nodes can be added, deleted, and moved without impacting the 
other networks. Also, the impact of errors within a given network can be minimized 
with respect to the other networks. 

2. Security. The routing of data between networks should be permitted only if security 
policies are satisfied. Gateways should perform node validation and, for secure 
networks, should be able to associate a range of allowable security levels, and possibly 
compartments, with each node. 

For a secure network, if a network protocol is capable of labeling connections and/or 
packets with a security classification, then those labels should be checked against the 
allowable ranges for the source and destination nodes, and the connection should be 
disallowed if the label falls outside those ranges. If a network protocol is not capable 
of supporting individual security labels, then a single security classification should be 
presumed for that subnetwork, and security checking should be based upon that single 
level. 

3. Protocol Conversion. Currently the VAX Gateway connects a rather extensive 
DECnet network of VAX/VMS systems using DECnet protocol to the existing CCN, 
which uses the MASSNET protocol. Future gateways (or enhancements to the 
existing VAX Gateway) must support additional protocols, which will most likely 
include NETEX and TCP /IP. In addition, it is anticipated that a potentially large 
network of UNIX systems and workstations running TCP /IP will need to be connected 
to the SSN/PON. Eventually, other protocols such as OSI and FDDI will need to be 
supported by gateways. 

Protocol conversion may be done at several layers of the protocol, depending upon the 
service being provided. If the same protocol is supported in both a distributed 
network and the SSN /PON, as would happen if TCP /IP were supported in a 
workstation network and in the new supercomputer, then the gateway would function 
primarily as a packet router, althou~ it would still perform the security functions. For 
cases where protocol compatibilIty does not exist between the SSN/PON and a 
distributed subnetwork, the protocol translation should be done at the transport 
and/or application layers. 
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4. Buffering/Transmission Rate Matching. The connected external distributed networks 
will have a wide range of transmission rates that the gateways will have to 
accommodate. Individual line speeds coming into the gateways will range from 1 to 
100 Mb/s with the actual average application throughput being much less than the 100 
Mb/s. In order to maintain the performance of the higher speed networks, the 
individual gateways may require large memory capacities to buffer the data transfers 
between the networks over this wide performance range. Additional gateways with 
multiple high bandwidth channels capable of supporting bandwidths of greater than 50 
to 100 Mb/s may be required to support the aggregate high end performance. In 
order to achieve the high bandwidth performance through the gateways, it is not 
recommended that files be staged to gateway disks. The elimination of staging implies 
that the network file store and the Supercomputer-90 system both will need to support 
a large number of open connections and concurrent file transfers. In order to prevent 
gateway overload, throttles can be built into the gateways to limit the concurrent 
number and size of file transfers to or through any given node. 

5. Checkpoint/Restart and Error Recovery. A gateway is vulnerable to errors on either 
of the networks it bridges. This adversely affects the mean time between failure. 
Therefore, a gateway needs significant user-transparent restart capabilities and robust 
error recovery. 

5.5.2 Gateway Services 

Gateways should provide few, if any, services of their own. Rather, they provide access 
from nodes in one network to services in another network. The gateways should ideally 
provide access to all of the services in the SSN /PON from any node III the supported 
distributed computing networks. However, it may not be practical to develop and/or 
support the software to provide the complete matrix of services. The followmg list of 
proposed gateway services is given in priority order, with the expectation that all services 
will eventually be provided. Note that the term "distributed system" is used to describe 
both multi-user distributed timesharing systems and single-user workstations. 

1. Access to the user authentication service in the SSN/PON. This may include 
capabilities for a user on a distributed system to cause his SSN/PON password to be 
used on that system. The purpose is to minimize the number of unique passwords per 
user within a given security partition. 

2. Network virtual terminal access from user terminals and workstations to the 
SSN/PON workers (e.g., supercomputers). This is an extremely important capability, 
as it is likely that the tradItional RS232 terminals will be augmented by PC's and 
workstations that are connected via LANs into various distributed computing networks 
that are further connected to the SSN/PON. 

3. Access to timer services in the SSN/PON, so that distributed computers and 
workstations can synchronize their system clocks. 
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4. File transport between SSNjPON workers (e.g., supercomputers) and distributed 
systems. Both text and binary files should be supported. 

5. Access to batch job queuing facilities for SSNjPON worker computers. 

6. Access to a network file storage service. The IFS currently provides this service, but 
any replacement file storage must be supported as well. 

7. 

8. 

9. 

Task-to-task connections between processes on distributed systems and processes on 
the supercomputers. This capability could, for example, be used to distribute 
computations between supercomputers and workstations, with number crunching 
being performed on the supercomputer and graphics rendering being performed on a 
workstation with specialized hardware. An example of this is X-Windows, which uses 
TCP JIP task-to-task communications to transport graphics data to a workstation 
window. 

Access from distributed systems to s1?ecialized output processing facilities in the 
Central Computing Facility, such as mIcrofiche, 35mm and 16mm film, high-volume 
laser printers, etc. It is anticipated that most output will be directed to distributed 
systems that are located near the users, since many low-cost high-quality laser printers 
are available for low and medium volume output. Also, many of the departments 
doing a large volume of computing probably will purchase their own output devices for 
video recording and color hardcopy. 

Electronic mail forwarding between networks, in cases where software is available to 
support the mail protocols and transport protocols. It is expected that the recently 
adopted ANSI X.400 mail standard will facilitate the support of internetwork mail. 

10. Network interfacing between different distributed LANs. This may require simple 
packet routing if the distributed networks are running the same protocols, or it may 
require protocol translation if they are not. 
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5.6 Batch Job Scheduling 

The batch job scheduling facility should allow a network user to submit batch run streams 
to a compute server such as the new supercomputer, monitor the progress of batch run 
streams, and exercise some control over the run streams which have not completed. Batch 
job scheduling should be available on any SSN/PON system which offers batch execution 
facilities. 

1. 

2. 

3. 

4. 

It should be possible to schedule batch jobs on any network-connected resource which 
can support large-scale batch execution (e.g., CRAY, mM, possibly VAX). This may 
require a phased implementation and interfacing of several batch job scheduling 
systems. 

Batch job scheduling should be possible between systems where the work consists of 
multiple batch jobs. For example, it should be possible to submit a batch stream which 
executes a scientific job on a CRA Y, then submits a batch job to copy the output to, 
and post-process the data on, a workstation. 

Batch job scheduling should work with multiple, industry-standard communications 
protocols, either natively, as a standard, site tailoring optIOn, or via a gateway. The 
option selected for interfacing a communications protocol should not necessitate 
source code modifications to the base batch scheduling system. 

The batch job scheduling system should support the following features for users: 

a. Submit a batch run stream consisting of one or more batch jobs. 

b. Check job status and send the status information back to the terminal. 

c. Cancel jobs waiting for execution or in execution. 

d. Purge job output waiting to be processed or cancel output processing in progress. 

e. Cyclic scheduling. That is, retain a job and automatically resubmit it at various 
times or intervals. 

f. Precedence/successor relationships. That is, the user should be able to submit a 
batch run stream which will execute the jobs in it in a specified order with 
dependencies (i.e., submit job A after job B has run successfully). . 

g. Conditional execution. That is, jobs are scheduled only if certain preconditions are 
satisfied, such as the successful completion of a prior job, or the availability of a 
network partner, etc . 
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5.7 Network File Storage Service 

The network file storage service is to provide long-term on-line, archival, and backup 
storage of data. A secondary purpose is to support a temporary data storage overflow 
condition on worker or service nodes. It is withm the realm of possibility that a need for 
this service may begin to stabilize or decline as cost-effective, high-volume optical storage 
becomes more readIly available to distributed LANs. 

1. 

2. 

3. 

Transfer Rate. To sUPI?ort SNL, Albuquerque's Supercomputer-90 system, the 
network file storage seTVlce must be able to move one file between the file storage 
system and the supercomputer at a user-perceived file transfer rate of 50 Mb/s. The 
minimum transfer rate WIth other nodes should range between 1 and 10 Mb/s. This 
si~ficantly lower performance requirement for the non-supercomputer nodes will be 
dIctated by the specific node performance capabilities and/or the presence of 
Ethernets in the network communication topolo~y. The total (user perceived) 
throughput of the system is to be 100 Mb/s. (See SectIOn 10.0 for further discussion on 
network performance.) 

File Size. A logical file size maximum of 2.1475 gigabytes (231 bytes) is required. One 
reason this size was chosen was because it will hold a complete memory dump from a 
supercomputer with 256 megawords (64 bit) of memory. The primary recipient of files 
of this size will be the network file storage service; therefore, the design and 
implementation of the new network file store should support both logical and physical 
files of 2.1475 gigabytes. The degree of the requirement for the other network nodes 
such as gateways, output, etc. to support this file size is not currently known. 
Therefore, as an interim measure, in order for other support nodes to accommodate 
logical files of this size it may be necessary to divide the logical file into smaller 
physical pieces. (We currently support a logical and physical file size maximum of 150 
megabytes). As the requirements are established for the other support nodes to 
accommodate 2.1475 gigabyte size files, they may need to be upgraded and expanded. 

Software. The basic functions the software must support are: 

a. Storage of a file 
b. Retrieval of a file or a partial file 
c. Open of a file and random read or write of specific records 
d. DIsplay of file information 
e. Deletion of a file 
f. File management tools (e.g., rename, add subdirectories, etc.) 

Additional desirable features are: 

a. Wildcard capabilities 
b. Maintenance of file attributes, including machine origin 
c. Maintenance of versions 
d. Group authorization 
e. Archival capability near the facility or with the user 
f. Automatic backup/multiple copies 
g. Offsite backup 
h. Program and non-interactive (e.g., batch) interface 
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4. Network Interfaces. Redundant paths to high-use nodes (e.g., supercomputers) are 
desirable. 

5. Protocols. To provide access from multiple networks, a need for supporting multiple 
protocols (e.g., NETEX and TCP lIP) is anticipated. The network file storage service 
should use the same network file transport system(s) as other systems. 

6. Security. The network file storage service for the SSN must support files of different 
classifications and categories (if implemented). 

7. Storage Hierarchy. On-line storage should be available for files that have been 
recently used. Archival storage should be used for inactive files. A user transparent, 
automated migration process should move bit files between the on-line and archival 
storage. A backup capability should be implemented to backup on-line storage and 
user specified bit files. 

8. Migration. The file migration mechanism between the SSN and CCN must easily 
support the migration of files from the IFS to the network file storage service . 
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5.8 Task-to-Task Communication 

Task-to-task communication refers to the capability to support a logical connection for the 
exchange of binary or text messages of arbitrary length between user applications running 
on different network nodes. This implies that the user applications must implement some 
common application level protocol. One of the significant advantages of task-to-task 
communicatIOn is that it may be used to distribute processing between network nodes so as 
to take advantage of the unique capabilities of each. For example, a user might perform 
number-crunching on a supercomputer and pass the results in real time to a task running 
on a graphics workstation which is post-processing and displaying the results. 

For secure networks, the message exchange must conform to the security policies 
established for the network and will, therefore, need to operate under the same basic 
constraints that are established for other network services such as file transfer and virtual 
terminal login. Most likely this will require that logical connections be limited to system 
registered user applications that are running at the same security level and compartment(s) 
(if implemented) and under the same user ID. End-to-end encryption of the task-to-task 
logical links is not a firm requirement, especially since approved hardware/software to 
perform this encryption is not readily available now, but may be desirable if and when it 
does become commercially available. 

Since this service may be a means of introducing Trojan horses/viruses, only "certified, 
registered tasks" should be allowed to communicate in some environments. The 
certification and registration of the tasks would be performed by the implementer and be 
approved as part of the overall security plan. 

The features that are desired for task-to-task communications are as follows: 

1. 

2. 

3. 

4. 

A task-to-task subroutine library should be sup'plied that provides a common 
application level interface to the task-to-task facIlIty, independent of the network 
protocol and operating system. This library should implement a simple application 
protocol to support some of the task-to-task features listed below. 

Message lengths of anr size should be supported, subject to memory limitations. If the 
application message SIze exceeds the allowable network message size, the application 
protocol should segment application messages into multiple network messages and 
then reassemble them on the receiving side, transparent to the user application. 

Both text and binary data should be supported. Data type indicators should be passed 
in the application protocol and should be made available to the user applications. The 
data type indicators may be used by the applications to determine how (or whether) to 
translate the data being received from the partner. 

Effective user data rates of 1 to 10 Mb/s should be possible in both directions, if the 
user applications are properly designed, i.e., if they do not require excessive 
handshaking, protocol conversion, or security processing. 
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5.9 Output Processing 

There will continue to be a role for a centralized output service. Output devices are 
becoming more :plentiful in the user work areas, but a network service that provides high 
volume and speClal function devices is needed. 

The current Output Node provides this service for microfiche, 35mm and 16mm film, video 
animation, laser plottin~, 8xlO color, and high-volume laser printing. The only additional 
services that have been 1dentified as a requirement are a high-speed two-sided laser printer 
using cut paper and support for "very high speed graphics". 

The support of "very high speed graphics" (Ultra frame buffer type of graphics) should be 
supported as a separate node due to 1ts unique (800 Mb/s) performance. 

An output!rocessing service should be implemented as a Protected Network Resource 
(i.e., truste component with no user code and no capability for user access). The goal is 
that all classifications and network partitions can use it. Alternatively, the service must be 
partially or completely replicated for disconnected networks which need the output service. 

Even assuming that much of the current output node software is reusable for the new 
service, some enhancements to that software will be needed to accommodate the new 
network architecture. The output service needs to be reachable, either directly or 
indirectly, from all networks. Addltional protocol support is likely to be needed. 

5.10 Network Monitoring and Status Reporting 

The operational monitoring of the network will be accomplished by an independent 
support Management and Operations subnetwork. It will provide the facilities to collect 
node and network data and 1nformation, analyze and display critical information, and may 
ultimately be able to support network and node diagnostics. Additional information on this 
subnet is contained in Chapter 6. 

5.11 Network Mail and Messaging Facility 

Network mail and messaging include the following facilities: 

Broadcast High-impact, immediate information, limited to several lines of data. 

News Information of general interest to network users concerning the use 
and operation of the network and its facilities, limited to one or two 
screens of data. News is provided upon user request. 

Mail Peer-to-peer (users or programs) information, limited to the 
equivalent of several pages on average. 

Since mail and messaging facilities on the SSN/PON are not meant to be used as full
function file transport mechanisms, transfer of non-text (i.e., binary) will not be supported . 
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1. The mail and messaging facility should work with multiple, industry-standard 
communications protocols, either natively as a standard, sIte tailoring option, or 
via a gateway. The option selected for mterfacing a communications protocol 
should not necessitate source code modifications to the base mail/messaging 
system. 

2. Network users should have the option to disable receipt of broadcast, news, 
and/or mail. 

3. All network processors should share a common news/broadcast data base, 
which is centrally maintained. Due to operational considerations, ordinary 
network users should not be able to enter broadcast or news items. 

4. The mail system should support network, user-to-user communication, 
including the use of distribution lists. A network application may also be a user 
for this purpose. 

5. Mail (i.e., peer-to-peer information) should be sent end-to-end (from source to 
destination) and not retained or journaled centrally, even though records of a 
transaction may be retained centrally. 

6. It is desirable, but not mandatory, that the mail system provide the following 
features: 

a. A supported interface to industry-standard mail facilities, such as All-IN-I, 
PROFS and VAX MAIL (XAOO). 

b. A calendar and "tickler" file for network users. Ideally, these files are 
associated with the mail system, and not any particular host. The mail 
system should determine when these files exist for a network user and make 
them available for display or update. 

7. Each host which supports network access should provide network users the 
ability.to perform electronic mail functions, such as sending/reading mail, 
moditying "tickler" files, etc. 

8. It is desirable that a mail system provide an automatic mail forwarding 
capability so that a user may collect all mail on a single machine in a partition, 
rather than be forced to check mail on several. 

9. The mail and messaging facility should provide connectivity between security 
partitions, within the rules and constraints for exchanging data between 
partitions. It should ensure data privacy and, in a secure network, provide for 
the exchange of both classified and unclassified information. 
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5.12 Accounting/Billing Service 

The accounting/billing function in the network will be limited to collecting and formatting 
the required accounting data in order for it to be provided to the administrative partition 
for the preparation of bills. The data may be collected at each individual node or may be 
centrally collected by the Management and Operations node. The specific implementation 
will depend on the specific resources available to implement the accounting data collection 
and formatting function . 
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6.0 Network Architecture Topology 

The architecture proposed for the new network is based on the implementation of three 
new physical networks that will co-exist with the current network untIl it is removed. A file 
migratIOn capability will connect the old and the new environments. There are some 
general architecture and design philosophies that apply to all of the elements of the new 
design. 

1. 

2. 

3. 

4. 

5. 

6. 

The old CCN will remain functional and be connected to the new SSN through a file 
migration facility. It is not intended that the current implementations of network 
services be made available in the new environment since the new environment will be 
UNIX based and has a functional set of capabilities equivalent, but not identical, to 
the old network services. 

The new architecture consists of three physically separate information partitions
-secure, administrative, and open--each being implemented as a separate physical 
network or networks. The motivation for the separation is based on two primary 
considerations: system functionality and security. Connections between the physical 
networks will be accomplished through "filters" that provide the required control and 
management over the movement of information/data. Each information partition 
network can be implemented and tuned to provide optimum functions to its own user 
community. It is envisioned that the administrative network will be implemented as an 
IBM SNA network and that the secure and open networks will be Implemented as 
combinations of HYPERchannel and Ethernet networks. 

Open and secure networks will be implemented with multiple physical subnetworks. 
Multiple physical subnetworks within an information partition will provide redundancy 
and increased capacity. As a consequence of the redundancy, we will achieve greater 
reliability and the ability to match subnetwork bandwidths and protocols to individual 
node performance requirements. Multiple physical subnetworks will also form the 
basis of a network migration strategy to accommodate new protocols and networking 
hardware. And finally, they will provide for the introduction of multiple vendor 
networking hardware and software products. 

The backbone secure subnetwork will be implemented with NSC "N"-Series Adapters 
and a fiber optic physical plant. The "N"-Series Adapters are expected to provide the 
initial required bandwidths (100 Mb/s) as a supported network product for the 
spectrum of machines that will be used in the secure network and will maintain 
compatibility with the current CCN backbone hardware. Additional subnetworks 
conSIsting of other 10 to 100 Mb/s networks will be implemented to support unique 
network functions. The open information partition will be implemented with either 
"A" series NSC adapters (50 Mb/s) or "N" series (100 Mb/s), depending on the node 
performance requirements. 

Within each network, the implementation of services and protocols will be modular to 
allow for the replication of service nodes and subnetworks to provide increased 
capacity. 

All functions specified will be implemented as se'parate, modular and independent 
functions in order to allow them to be implemented In a single node or in a number of 
separate nodes. 
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7. The backbone network(s), the terminal subnetwork(s), and the security subnetwork(s) 
will each require a connection to the management/operation subnetwork(s) for 

.... network operation. 

• 

• 

8. The backbone network(s), the terminal subnetwork(s), and the 
management/operation subnetwork(s) will each require a connection to the security 
subnetwork(s) for network security monitoring and operation. 

The following figures and discussion describe the new network architecture. Although only 
one service node may be illustrated in the figures, it is intended that additional "like" 
services nodes can be implemented as needed. In addition, although we have labeled 
specific nodes to contain specific services, this is intended to be a generic illustration of 
how the functions will be delivered. Some of the specific functions can be implemented on 
a single node while others can be implemented on more than one node. The minimum sets 
of physical subnetworks have been illustrated. Additional physical subnetworks can be 
implemented to satisfy special requirements, e.g., high speed graphics and connections 
between supercomputer workers and storage nodes. 

Figure 6.1 shows the interrelationship of the SSN, ADNET, and PON. The direction of the 
arrows in the figure indicate the direction of possible automated information flow between 
the networks. The three networks shown are all distinct networks interconnected with 
"filters" that manage and control the flow of information between the networks. These 
"filters" may be implemented as either an administrative procedure, a tightly controlled 
electronic path, or a combination of the two that form a well defined set of rules for the 
movement of information. 

Figure 6.2 illustrates a candidate implementation of the "filter" connections between the 
three networks (the filters will be developed and implemented as a separate project). All 
information leaving the secure information partItion should be tightly controlled by 
administrative procedures. The information will probably be moved as either hard copy or 
removable magnetic media. The information flow between the Open and Administrative 
partitions might be accomplished by dual-ported disk with appropriate administrative 
control. The movement between Administrative and Open to Secure could be by file pull 
from the secure partition, by means of a dual ported disk and encryption. These proposals 
are being made as a means to provide the required separation of information and the 
required audit and control of information movement between the different information 
partitions with different associated risk factors. 

Figure 6.3 shows how the CCN will connect to the SSN. They are separate entities with 
only a distinct two-way file communications path connecting them. The proposal to 
implement the new network as a separate network with only a migratory communications 
path between the old and new networks is critical to the development of the new 
environment with a minimum amount of disruption to the currently running network. 
Figure 6.3 basically shows the current CCN with the currently installed "A" series NSC 
adapters and 50 Mb/s coax trunks. This network would remain the primary user network 
while the new network is being developed and installed. When the new network becomes 
operational, the File Migration facility would be used to communicate between the two 
networks. Portions of the current CCN would remain operational for a considerable period 
of time to satisfy compatibility requirements, such as the need to maintain CFS for use by 
NWCNET. 
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Figures 6.4 and 6.5 show the general topology of the SSN. The figures illustrate a 
minimum configuration for the number of physical subnetworks. The SSN should be 
composed of three major types of subnetworks: 1) a high bandwidth backbone subnetwork 
composed of two to four 100 Mb/s fiber (FDDI fiber plant) trunks, 2) a number of 
dedicated point-to-point 100 to 200 Mb/s subnetworks, 3) three high speed (100 Mb/s) 
support subnetworks. The number of specific subnetworks, network trunks, and adapters 
may be replicated to provide increased capacity. It should be noted that, although only the 
SSN is illustrated, the PON could also be implemented employing the same architecture 
and topology with the specific number of subnetworks, trunks and adapters being adjusted 
to provide the capacity and redundancy required. 

The backbone shown in Figure 6.4 will be a bus architecture based on the NSC "N" series 
adapters (see Section 6.1). Each node on the network needs to have a minimum of two 
adapters connected to provide redundancy, and in certain cases such as for the primary 
compute and file servers, increased capacity. There should be two to four 100 Mbjs trunks 
to provide the needed connectivity between the nodes. Each node should be capable of 
supporting multiple protocols with the specific protocol(s) supported being dependent on 
the nodes' functionality. The initial protocols to be supported on the backbone will 
probably be TCP /IP and NETEX. New industry standard protocols will be accommodated 
as they become available. 

The dedicated 100 to 200 Mb/s point-to-point subnetworks are intended to provide high 
bandwidth, dedicated connections between nodes on the network that have unique 
performance requirements. Examples of this type of connection would be the connectIon 
between a Supercomputer-90 worker and the network file storage service and the 
connection between the Supercomputer-90 worker and a high speed ~raphics frame buffer. 
The protocols utilized on these dedicated networks need to be optImized to support the 
high bandwidth requirement. The candidate hardware that can be utilized for this purpose 
are the multiple NSC "N" series adapters with 100 Mb/s fiber connections and the Ultra 
800 Mb/s channel to frame buffer connection. It is anticipated that other Gb/s range 
networking hardware will become available over the next 1 to 2 years. 

The three support subnetworks shown in Figure 6.5 are intended to provide 
implementations of three network functions with optimized hardware, protocols, and 
software. Two of the subnetworks, the Operations/Management and the Security 
subnetworks, will provide critical support to the operation of the rest of the subnetworks. 
All three subnetworks are intended to be separate subnetworks that operate at bandwidths 
of up to 100 Mb/s, depending on the specific node hardware selected. Like the backbone, 
these subnetworks should support multiple protocols. The initial protocols will probably be 
TCP /IP and DECnet, with emphasis on TCP /IP. Other industry standard -protocols will be 
implemented as they become available. 

The Operations and Management subnetwork is to 1) provide a path whereby the 
individual nodes can report their operational status, 2) be used to provide network 
hardware configuration management data, and 3) be used to initiate network node 
diagnostics, without interfering with the other operational networks. 
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The Security subnetwork should be an independent subnetwork that will contain no user 
traffic. ThIS subnetwork can provide a dedicated path to support both node and user 
validation and password management, and can provide a path for an independent check on 
the hardware/software configurations. Because it is an independent subnetwork with a 
medium bandwidth requirement, perhaps the added overhead of encryption could be 
accommodated for added security, if necessary. 

The terminal subnetwork is intended to provide a path that is optimized to support 
terminals and other devices that operate with short message or character type traffic. 
Hardware and protocols optimized for this type of traffic would be used. This subnetwork 
is needed because short message traffic, when run on a high bandwidth backbone with a 
protocol optimized for large packets, can severely reduce network efficiency and 
throughput. It is intended that the routing of traffic onto this network would be by means 
of a gateway or router that had some knowledge of the speed of the connection (e.g., 9600 
baud) or a service like TELNET that would have traffic that would fit the "small message" 
traffic characteristics. 

6.1 Hardware 

The hardware for the backbone will be the NSC "DX" technology "N"-series adapters 
having a 400 Mb/s total backplane bandwidth and providing up to 16 MB of buffer 
memory. These adapters can provide network interfaces for a 100 Mb/s FDDI fiber plant 
and 50 Mb/s coax cables, as well as channel interfaces for the variety of machines we might 
install. The adapter currently provides firmware protocol support in the adapter for 
NETEX. Firmware protocol support for TCP /IP is still being considered and it is 
anticipated that support for a full FDDI implementation will be available within 1 year. 

6.2 Standard Host Interface 

In the development of the future network it is assumed that the operating systems running 
in a majority of the connected machines will be evolving toward a UNIX environment using 
the TCP /IP network protocol. The implementation of such a UNIX environment brings 
with it a host interface that is unique to the UNIX environment. It is therefore assumed 
that the standard host user interface that will be supported will be based on UNIX and/or 
POSIX. 

The goal of a standard host-user interface is to provide a common command set and a 
common file structure for as many of the network machines as possible. The benefits to be 
derived from this approach are portability of applications from machine to machine and 
improved productivity due to upward compatibilIty of applications and utilities. 

There are disadvantages to consider also. Basic security features currently are not well 
developed in UNIX, but some improvements are on the horizon. Also, viruses can infect 
an entire network much more rapidly in a common operating system environment. 
Networked heterogeneous operating systems have at least some "natural immunity" to 
being taken over completely by a viral attack. More work must be done in this area to 
adequately protect interconnected networks using a common operating system from viral 
attack. 
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7.0 Inter-Network Relationship with: SNL, Livermore; TIR; and other Sites 

The SNL, Albuquerque internal networks (SSN and PON) are expected to directly or 
indirectly connect to similar subnets located at SNL, Livermore and TIR. The capability 
of data movement to and from similarly controlled networks at other sites will also be 
provided, subject to additional security controls. The basic intersite networking design 
philosophy is to allow Sandia personnel at the three major Sandia sites (SNL, 
Albuquerque; SNL, Livermore; and TIR) to utilize remote computing resources at any of 
these sites in the same manner that the resource would be accessed locally. The primary 
goal in the interconnection of Sandia's subnetworks is high transparency of communication 
at minimum cost. A secondary goal is commonality of usage. These objectives apply to 
both the SSN and PON. 

Transparency of network communication refers to the degree to which a user can 
distinguish his use of a computing resource from a location local to the computing resource 
and a location remote from the computing resource. Some of the network dIfferences to be 
minimized in order to maximize the transparency of the network are: 1) network access 
procedures, 2) network user throughput, and 3) response time. However, to achieve a very 
high degree of network transparency may be prohIbitively expensive or impossible due to 
the physical delays, buffering, error control, and flow control problems associated with long 
distances. 

Transparency of network communication also implies that no additional user-visible 
security controls be imposed between Sandia sites that are not imposed within the Sandia 
sites. This will not be true of mechanisms to move data between the SNL inter-networks 
and other similar security partition networks at non-Sandia sites. Additional security 
controls should be implemented to: 1) restrict access from remote non-Sandia sites to 
specifically authorized computer resources, 2) disallow the ability to remotely execute user 
specified lllstruction strings (no RJE or unregistered task-to-task communication), and 3) 
allow only registered programs to communicate. A re~istered task is an application 
program which has been "certified" to perform only a speCIfic function. These restrictions 
are deemed necessary to reduce the likelihood of trojan horses/viruses from entering the 
SNL internal networks via non-Sandia networks. (As subnetworks become interconnected, 
the personnel exposure increases rapidly, if not exponentially). 

Commonality of usage refers to the de~ree to which a user can distinguish between his use 
of a computlllg resource at his local SIte and his use of a similar computing resource at a 
remote site. Some of the kinds of differences to be minimized in order to improve 
commonality of usage are: 1) operating system differences, 2) control language differences, 
3) compilers, 4) libraries, and 5) file system structures. 

It is expected that the SNL Internet will be connected to the DOE NWCNET by means of 
removable or switch able media such as a dual- ported-disk. This mechanism can provide 
the complete NWCNET phase 2 functionality of CFS-CFS file push. CIC#1005 Oct. 88 
[Wideband Communications Network (WBCN) Worker Service Reference, Los Alamos 
National Laboratory] provides WBCN definitions. Sandia may maintain other well 

• controlled electronic connections to other sites to support additional functionality that the 
NWCNET cannot provide. 
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Portions of the PON may be interconnected with MILNET, Technet, and the Open lANL 
XNET. Additional security precautions must be developed for these connections also. 
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8.0 Protocol Support for the SSN /PON 

The following philosophies and design guidelines should guide the implementation of 
protocol support under the new network architecture. There are four basic ideas to be 
conveyed: first, the network should implement industry standard or industry supported 
protocols for the vast majority of the network; second, unique and special purpose 
protocols should be limited to special applications, such as unique performance 
requirements or functions; third, the network implementations of the protocols must be 
capable of simultaneously supporting multiple protocols; and fourth, the 
implementation of the protocol support should be modular, to ease the migration to 
new protocols. 

1. The anticipated suite of industry-standard and vendor-supported protocols which 
initially will be used for the SSN/PON network architecture are: TCP /IP, DECnet, 
and NETEX. Emerging protocols, such as ISO/OSI and protocols associated with 
FDDI will be supported as they become available from industry, and as the 
demand arises. It should be noted that this initial protocol suite includes both 
public-domain and vendor-proprietary, but pseudo-standard, protocols. The 
ADNET is being designed and Implemented as an SNA network, possibly using 
NETEX to communicate with the UNISYS systems. 

2. Although there is a strong preference for the use of industry-standard protocols, it 
is acknowledged that there may be occasions when the requirement for a non
standard protocol will need to be satisfied. The two conditions under which this is 
most likely to occur are: 1) when the higher bandwidth of a new hardware 
implementation is required and a standard protocol is not available and 2) when a 
required set of features is not available in a standard -protocol. These 
implementations should be undertaken with a great deal of cautIOn since technical 
implementation support will be limited and continued operational support will 
have to be provided locally with existing resources. It is envisioned that these 
implementations should be accomplished ONLY to satisfy a specific and limited 
requirement. The remainder of the network protocol support should continue to 
be satisfied by the industry-standard/industry-supported protocols. 

3. Vendors should be utilized to provide protocol support. Currently, SNL, 
Albuquerque provides a significant amount of the support required to evolve and 
maintain its network protocols. Experience has shown this mode of operation to 
be expensive, inefficient and inhibitive to the growth of the network and the 
implementation of new applications. Some of the available network protocols, 
such as TCP /IP, are in the public domain. However, there is ample vendor 
support available for industry-standard protocols, whether proprietary or public
domain. 

4. Protocols which are proprietary and vendor-supported, but not industry-standard, 
may be considered if they meet support and implementation requirements. It is 
likely that some network application requirements can only be satisfied by a 
proprietary, vendor protocol. 

To be considered as a viable candidate for a network protocol under the new 
network architecture, the proprietary, vendor protocol should satisfy the following 
criteria: 
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5. 

6. 

a. The protocol shall offer some feature or functionality which is unavailable 
in industry-standard protocols, but is significant to achieving the objectives 
of the new network architecture. 

b. The vendor shall have a well proven record of successfully implementing 
the protocol on a large spectrum of hardware and operating environments. 
Further, the vendor must also have a proven record for successfully 
extending the protocol to new classes of hardware or operating 
environments in a timely manner. 

c. The vendor shall have a proven record for providing effective, ongoing 
support (hardware and software) for the candidate protocol. 

d. The vendor shall either have I?rovided successfully, or made a strong 
statement of intent for, an effectlve interface for the candidate protocol to 
one or more industry-standard protocols. 

An example of a situation that may meet the criteria for a vendor supported, non
industry-standard protocol is the use of NSC's NETEX for HYPER channel node
to-node transport for functions that do not directly support the user, such as 
moving a file from the worker node to the file storage node on behalf of the user or 
system. Although, the industry standard TCP /IP will work over the "A"-Series 
HYPER channel, our analysis currently indicates that current implementations 
might limit performance to values less then or e<l.ual to 3 Mb/s on an average non
dedicated network, due partially to packet Sizes and protocol handshaking. 
NETEX, a protocol developed specifically for the NSC hardware, currently will 
perform at values of 2 to 6 Mb/s on current hardware. Building the new network, 
utilizing NSC hardware, or for that lllatter any other specific hardware, with a 
requirement for an effective minimum bandwidth of 50 to 100 Mb/s will require a 
protocol that is optimized for that specific hardware to achieve the required 50 to 
100 Mb/s performance. 

When selecting a vendor-supported "special purpose" protocol, a strong emphasis 
should be given to vendors who currently provide, or have expressed a willingness 
to provide, security features and interfaces that can support DOE security policies 
and procedures. Many vendors claim to provide security features in their protocols, 
but their security approach is rarely compatible with the security required by DOE 
for networks and network applications. Local implementations of DOE security 
requirements have been costly, difficult to evolve, difficult to transport to other 
applications, and very difficult to support. 

In selecting "sl?ecial purpose" protocols, a strong technical consideration should be 
given to selectmg protocols which are highly application independent. As networks 
evolve, there wHl be continuing requirements to imp'lement applications under a 
variety of environments, some of wliich will utilize different protocols. Therefore, 
a strong preference should be given to the use of protocols which are not heavily 
embedaed in the applications. A standard application-level interface that is 
straight-forward, simple, consistent, and well-defined would be very beneficial. 

-42-



7. Protocol translation should be implemented either by gateways/bridges or by 
vendor-supplied translation facilitIes. The future network will consist of many 
subnetworks, each of which may initially use a different protocol. Further, there 
may be some network applications which must interface with more than one 
protocol. Hence, there will be protocol translation requirements within the 
network. 

For inter-network translation, gateways or routers should be utilized. 
Implementations should be vendor-supplied and "turnkey", as opposed to locally 
developed. Experience has shown that the development and ongoing support of 
gateways and bridges is costly and difficult; therefore, more proven industry
supported or industry standard solutions should be implemented. 

Protocol translation at the application level is also difficult and costly, and there is 
high rate of failure in implementations of this type. Therefore, the use of this type 
of protocol translation should be minimized. 

8. The interfaces for the implementation of the network protocols should be flexible 
enough to support multiple protocols. As a starting point the three or four 
protocols referenced earlier would be a minimum set that will require support. It 
IS envisioned that not all nodes will need to support all protocols, but only those 
that are appropriate to the nodes' functions and locations in the network. The 
protocol implementation must support protocols that are implemented in the host 
CPU as well as protocols that are implemented external to the CPU in an 
intelligent network interface. 

9. The generic requirement to support multiple protocols in the new network will be 
utilized as a basis to phase out obsolete protocols. Once a protocol has been 
recognized to be obsolete for network use, a plan will be developed to phase out its 
use. In general, the plan will call for a moratorium on any new application 
development utilizing the protocol and for a gradual reduction in the level of 
support for the protocol. 

10. The initial set of obsolete protocols for which a planned phase out is required is 
MASSNET and its local derivatives. While some MASS NET applications may 
survive for a number of years, it is important to begin immediately to plan for the 
phasing out of MASSNET. The plan must be explicit and more than just an 
accepted statement of intent or attItude. Otherwise, MASS NET applications may 
exist for an indefinite period. 

11. Some technique or facility must be provided as an interim measure to brid~e 
between existing MASSNET applications and new apI;>lications which utilIze 
industry-standard protocols. The facility or technique prOVIded must be one which 
may be delivered In a timely fashion and developed in a cost-effective manner. As 
a rule of thumb, the techniques and facilities should not take so long to implement 
that users will prefer to develop their own facilities or techniques. 
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Whenever possible, transparency should be an objective in the development of a 
bridge. Programmatically, it may be infeasible to do this. In fact, it should be 
reahstic to expect that the bridge, in many instances, will consist mainly of 
documentation and procedures. Further, it is likely also that users will have to log 
on and log off of a variety of network facilities to bridge between old and new 
network applications or functions. 

The major criterion for the development of a bridge is that, once developed, it is 
complete. That is, the user should not be required to develop his own facilities in 
order to complete the total bridging requirement for a network application or 
function. 
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9.0 Network Security 

Network security refers to the hardware, software, and administrative measures used to 
provide the control and audit of data movement through a computer network to prevent 
the unauthorized disclosure or modification of data. The security policies that will be 
enforced on the network are those specified for protection of sensitive and classified 
information by DOE and Sandia management. Of course, the difficulties encountered 
in attempting to enforce these policies will be much greater due to the presence of 
heterogeneous hardware and software components in the system and the 
communications media used to interconnect them. The primary security strategy to 
enforce these policies will involve implementation of multiple, independent barriers to 
protect information from access by individuals without proper programmatic 
authorization and proper "Need-to-Know". 

This section primarily addresses the security practices for the secure network. 
However, good business practices dictate a similar, but less stringent, philosophy in 
other networks. At a minimum, the specific requirements for processing classified data 
will not exist for those networks. The security practices for the open information 
partition and the administrative information partition, as a minimum, need to employ 
"good" commercial security practices for implementing the SNL, Albuquerque/DOE 
security policies. 

In general, the specific implementations of proposals for providin~ network/computer 
security require SNL and DOE approval on a case by case basts. In the following 
sections, we will describe what we believe are technical solutions, either singly or in 
combination, to providing adequate network security that would have a reasonable 
chance of being approved by both SNL and DOE secunty. 

9.1 Network Security Policies 

The security policies that are typically enforced on a secure timesharing system are as 
follows: 

1. 

2. 
3. 
4. 

5. 

6. 

Users must be validated (authorized and authenticated) before being allowed to 
access a system. 
Processes may not access data for which they are not authorized. 
Processes may not read data that is at a higher classification than the process. 
Processes may not write data that is at a lower (or higher) classification than the 
process. 
Access to classified or sensitive data must be audited, including failed access 
attempts. 
Network configurations must be audited. 

If we extend the above principles to secure networks of computers, then using the same 
numbering scheme as the list above, we can derive the following network security 
requirements: 
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1. Users and nodes must be validated before being allowed to access the network. 

Nodes must be properly authenticated with the network, so that it is not possible 
for one node to masquerade as another. This is necessary because, in many cases, 
user authorization to a given network resource may be based in part upon the 
identity of the node on which the user is running. Also, the credibility of the 
network audit trail depends upon being certain of the identity of each node. Node 
authentication is poor or nonexistent in many network protocols. 

User authentication is necessary because a user's authorization to network 
resources may be based upon the user's identity. If the authentication performed 
by a given node is sufficiently trustworthy, then the user might be allowed to access 
other nodes on the basis of that authentication. However, the most desirable 
means of performing user authentication is by means of a central network 
authenticator. 

2. Users may not access network resources for which they are not authorized. 

This authorization may be granted by the system manager of each node, based 
upon the user's prior network authentication. If there is no means for determining 
that the user has already been properly authenticated, then an additional 
authentication should be performed by that node. 

3. Users may not connect to network processes at a higher classification then what 
they are currently running. 

Existing network protocols do not currently support any viable mechanism within 
their structure to limit data communication to be unidirectional; it is, therefore, not 
possible to enforce a loaical link to unidirectional data flow through protocol 
mechanisms. In order to prevent data from flowing from hi~her to a lower 
classification, it is necessary to restrict network logical lInks to a single 
classification, with both intercommunicating processes running at that one level of 
classification. 

If a network node is not capable of labeling classified information and enforcing 
separation between various classifications, then it should be treated as a system 
high classification system. Other network nodes should be capable of determining 
the highest classification and should restrict network logical links with that node to 
that one classification. 

4. Users may not write data that is at a lower (or higher) classification then the 
process. 

The discussion is the same as 3 above, except for the issue of writing up, which is a 
factor in preserving data integrity. 

-46-



5. 

6. 

Network logical links should be audited, especially those created by classified 
processes. This includes failed attempts to establish network logical links. 

Network hardware and software configuration management must be audited at 
"frequent" intervals. The methods and frequency should be determined as a 
integral part of a total network security design. 

9.2 Protocol Support for Security 

One requirement that is necessary in order to implement all of the above network 
security policies, and make them enforceable with a minimum of additional security 
software, is that the network protocols must be capable of labeling packets with security 
classifications. This labeling should ideally be contained in each network J?acket, but it 
may suffice in some cases to exchange security classifications only at the ume a logical 
link is created. In the latter case, the logical link number contained in each packet 
would imply the security classification that was established at logical link creation. 

Unfortunately, most existing network protocols do not have a capability for labeling 
packets with security classifications. Two protocols that do have this capability are 
TCP /IP and the version of DECnet that 1S released with VMS/SES. The secure 
DECnet protocol passes complete security classifications when a logical link is created 
and does not attempt to label each packet. TCP /IP passes security classification labels 
in each packet at the IP routing layer, but it does not provide any mechanism for the 
host operating system at the TCP layer to pass the secunty classification to IP. It will be 
necessary for either the vendors or Sandia to enhance basic network protocols to 
provide for the labeling of network packets with security data classifications or to 
enhance the networking or operating system software to reject logical links if the data 
classifications of the two cooperating processes do not match. 

9.3 Encryption as a Tool for Network Security 

Encryption has the potential of being an additional tool for achieving greater network 
security in the areas of (1) user authentication, (2) node authentication, and (3) packet 
privacy and integrity. There appear to be several schemes for both user and node 
authentication, based on public/private key encryption algorithms, that will require 
further investigation. 

End-to-end encryption of network messages at the transport and/or application layers 
can protect network traffic from being read and modified, even by pnvileged users at 
intermediate routing nodes. It could be used to provide need-to-know protection for 
sensitive and/or classified data as it traverses the network. However, once the data is 
delivered to a given network node/user, it is up to the local operating system to protect 
the data from other users on that node (possibly by file storage encryption). The main 
problem with end-to-end encryption is that it 1S currently not available commercially. 
When end-to-end encryption hardware and software do become available commercially 
and they are shown to b-e cost effective, we should be able to incorporate that capability 
into the SNL Internetwork. Until then, we probably will have to trust the routing nodes 
and restrict privileged access to them as much as possible. 
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9.4 Separate Physical Subnetworks 

One technique that has both positive and negative effects on network security is the 
separation of the SNL Internetwork into multiple physical networks. This will happen 
naturally as many organizations build their own LANs and connect them, subject to 
security constraints, to the SNL Internetwork via Gateways. These LANs need to be 
mana~ed independently for both administrative and technical reasons, and may each 
use dIfferent communications media and protocols. However, Directorate 2600 
(primarily Division 2612) should provide security guidance and administrative 
coordination of these subnetworks to ensure that they are operated and interconnected 
in a secure fashion. Gateways operated by 2600's personnel will provide the primary 
means for interconnecting various subnetworks, induding the SSN, into a secure SNL 
Internetwork. 

9.5 Security Filters 

Security filters can provide a control and auditing service for transactions which span 
certain regions (e.g., sites) of the interconnected networks. 

SecuritY filters can be installed to restrict or control access to network services and flow 
of information between regions of the network which have different security 
characteristics. 

The control and auditing service may authorize certain kinds of transactions on the 
basis of tokens of user authentication and authorization policies established for the 
operation of the network. In order to prevent subversion of the control and auditing 
performed by the security filter, the filter mechanism should operate in an environment 
which executes no user-specified instruction sequences. As part of the security filter 
design, a covert channel analysis should be performed to minimize the possibility of 
leakage through such channels. 

The security filters should restrict only that functionality which is intended to be 
restricted for well documented security purposes. Ideally, the permitted services should 
be transparent to the user. Permitted services should be accessed the same way and 
provide the same functionality for a user on either side of the security filter. 

To minimize the requirements for security reviews of general purpose computers used 
as security filters, the security filters should be implemented in 
software/firmware/hardware of dedicated equipment with all unnecessary functionality 
removed. Alternatively, the filters could be NSA-certified components which have 
already passed security review. 

If developed internally, the filters should be very carefully designed, coded and 
documented. However, it would be highly desirable to buy a vendor-supported security 
system that has already been certified at the B3 or Al level by the National Computer 
Security Center; several are known to be under development. In that case, the various 
network security partitions could be connected to corresponding secure, administrative, 
and open partItions throu~h the Al operating system, and the system itself could be 
trusted to enforce the secunty policy for data movement between partitions. 
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9.6 Security Partitions 

As previously indicated, secure, administrative, and open computin~ are expected to be 
partitioned Into totally separate networks, both physically and logIcally. Connections 
between these networks, if allowed, will be via trusted electronic or procedural security 
filters, or NSA-certifiedB3 to Al operating systems. The hardware and software of 
these security filters should be subjected to rigorous testing and configuration control. 

9.7 Network Security Design 

With the development and implementation of a UNIX environment, the requirement 
for a broad systems level view of the network and all of its connections and elements 
becomes critical from a security perspective. Any network element and/or connection 
anywhere in the network can affect the overall security of the entire network. As a first 
step in addressing this issue, the development of a network security design that 
addresses the security :policies, functional and :performance requirements, and the 
proposed technical solutIOns is essential. This deSIgn should be a complementary effort 
to the technical functional and implementation designs and the network secunty plan 
and test for accreditation. 
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10.0 Network Performance 

10.1 Data Transfer Rates within the SSN/PON 

The backbone high speed service is to provide channel-to-channel communications 
within the SSN /PON. The high speed service is expected to operate at a minimum 
effective rate of 50 Mb/s per physical connection. This 50 Mb/s rate is based on the 
100 Mb/s per trunk raw bandwidth of the standard new network trunks, reduced by the 
anticipated 50% efficiency of the protocols. The actual user throughput, however, is a 
complex function of many parameters such as bandwidth, processor power, disk transfer 
rate, and protocols. 

For the dedicated point-to-point networks within the SSN /PON, the minimum 
effective rate (exdudmg protocol overhead) needs to be IOU Mb/s. The requirement of 
100 Mb/s is based on the following scenario: Assume a supercomputer WIth a central 
memory that contains 256 x loa words, each of 64 bit length, or aprroximately 1.6 x 1010 

bits. If you have a network that has an effective bandwidth 0 3 Mb/s, 1t will take 
approximately 1.5 hours to move one complete memory dump. If you have a network 
with a 100 Mb/s effective bandwidth, it will require about 2.5 nunutes to move that 
same 1.6 x 10to bits. If you assume a 50% efficiency for the network due to the 
protocols, a raw bandwidth of 200 Mb/s is required to achieve an effective 100 Mb/s. 

Some special machine-to-machine connections could be considered that would operate 
at apphcation-to-application rates up to 100 Mb/s by utilizing one of the emerging 800 
Mb7s to 1 Gb/s versions of networking hardware. This would be dependent on 
identifying and installing a machine, other than another Supercomputer-90 system, that 
can accept this bandwidth. In general, the maximum rate achievable for this service will 
be strongly dependent on the maximum bandwidth of the device/channel that the 
Supercomputer-90 system is communicatin~ with. Another techruque to achieve an 
effective rate greater than 50 Mb/s is to utihze parallel 50 Mb/s connections between 
the Supercomputer-90 system and the other machines. 

10.2 Data Rate Requirements for Supercomputer-to-Workstation 
Communications 

The communications mechanism between the supercomputer and most remote sites is 
expected to operate at an effective rate of 1 Mb/s to 3 Mb/s (application-to
application) to be able to download graphic images and database snapsbots of large 
codes to workstations. The range of 1 to 3 Mb/s is based on the projected utilization of 
Ethernets and the PBX currently being installed. Also, most Ethernet host interfaces 
have bandwidths of only 3-4 Mb/s. (See Section 6.0 for further discussion of the 
network hardware considerations.) 

The following calculations were used to estimate data rate needs for communications 
between a supercomputer and a graphics workstation. Of course, the amount of data to 
be transferred for any graphics image depends upon the resolution of the gral?hics 
device, the number of colors, and the complexity of the image. Image compleXlty is 
significant if run-length encoding is used for a raster image or if a polygon/WIre-frame 
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description of an object is transmitted to a graphics workstation for rendering via 
specialized hardware. Because there are so many parameters involved in the 
transmission of graphics images, we shall present the calculations for a few common 
cases that are representative of near-term SNL, Albuquerque user requirements. 

1. Run-length encoded raster image. 

a. Tektronix terminal. 

This is the type of graphics image currently being produced by personnel in 
Department 1530 using the recently develoJ?ed Tektronix DMA support in 
DNTS. They are using Tektronix terminals WIth 256 colors and a resolution of 
1280 X 1024. This calculates to 

8 bits/pixel X 1280 X 1024 = 10,485,760 = > 10 Mb/image 

Run-Ien~th encoding appears to reduce the amount of data by about an order 
of magmtude for many of 1530's plots, so that they can paint a screen with 1 Mb 
of data at a data rate of 200Kb/s in about 5-6 seconds. This screen painting 
rate appears to be acceptable to the users. 

b. Raster Tech terminal. 

Organization 2600 personnel have been producing movies via a Raster Tech 
DMA terminal for the past couple of years, and 1200 has recently set up a 
similar system. The Raster Tech supports 16 million colors (24 bits/pixel) with 
a resolution of 512 X 512. This calculates to 

24 bits/pixel X 512 X 512 = 6,291,456 = > 6 Mb/image 

Thus, the Raster Tech requires approximately the same amount of data per 
image as the Tektronix. A~ain, run-length encodin~ is commonly used, 
resulting in a screen painting tIme of 5-6 seconds for a typical plot. 

2. Polygon Description of Solid Object 

This approach assumes that the user is sending a polygon description of an object 
froni a surercomputer to a graphics workstation that has specialized hardware 
capable 0 rendering the obJect, and perhaps transforming or rotating the object 
without further interaction With the supercomputer. This is the mode of usage that 
may be used commonly in 1-3 years. The X-Windowing System with PHIGS 
extensions already provides the software for a user application to do this across a 
network. Orgamzation 1520 personnel have estimated the number of polygons 
necessary to describe a typical object as being 20K to 50K. Since they are not very 
familiar with details of the X-Window protocol, they have estimated the amount of 
data necessary to describe a typical polygon at 40 bytes. This allows us to calculate 
the amount of data as 
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20,000 X (40 X 8) = 6.4 Mb/object 

50,000 X (40 X 8) = 16 Mb/object 

Burst data rates of 2-3 Mb/s, over an Ethernet in memory-to-memory transfers, 
would enable transfer of the polygon descriptions in a few seconds. These rates 
are achievable by paying particular attention to protocol tuning and network 
system configurations. 

Organization 1530 personnel have estimated the number of polygon in a typical 
plot for their types of problems as ranging from 10K to 500K. If we calculate the 
amount of data in a polygon description of an object at the top end of that range, 
we get 

500,000 X (40 X 8) = 160 Mb/object 

At data rates of 2-3 Mb/s, it would take 53-80 seconds (a minute or so) to transfer 
the polygon description to a workstation, and this probably would be unacceptable 
to the user. There are two possible solutions to this problem. Either the data rate 
to the workstation could be increased by an order of magnitude (to 20-30 Mb/s) 
using technology other than Ethernet, or complicated compression techniques 
could be employed which might be able to decrease the amount of data by an 
order of magnitude, so that it would be practical to use lower bandwidth (2-3 
Mb/s) channels. 

3. Vector Description of a Solid Object 

Organization 1522 personnel have estimated that a typical vector description of a 
3-D object would require 50K vectors, with 32 bytes needed to describe each 
vector. This calculates to 

50,000 X (32 X 8) = 12.8 Mb/object 

Again burst rates of 2-3 Mb/s would allow us to transmit the description in just a 
few seconds. 
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11.0 Network Operations/Management & Maintenance 

This service is required to determine the operational status of all node interfaces and 
hosts directly connected on the network. This function may be be provided through the 
use of a passive (i.e. listen-only) network service to collect, analyze, and report network 
data. The information obtained from each node should, as a mmimum, be sufficient to 
determine if the network interface and the connected host is operating correctly and to 
determine the specific hardware and software present on the network. The specific 
network data to be collected will be dependent on the unique characteristics of each 
network node, Le., it will depend on the specific network interface hardware, the 
specific node hardware, the operating system or micro code and the. applications 
software. 

Some of the recommended functionality is specified below: 

1. The capability to invoke a limited set of network and host diagnostics to aid in 
isolating the possible cause of any malfunction is needed. Diagnostics such as 
interface and host loopback and the initiation of canned host network diagnostics 
should be available. Periodic end-to-end testing of user application functions from 
subnet to subnet should automatically be performed and test success should be 
plotted for monthly review. 

A single well-trained entity should be empowered to resolve conflicts in the 
diagnosis of complex problems of subnet to sub net application communication. 
The person should dispatch or coordinate corrective action. 

2. The ability to gather and process statistics on retransmissions, effective bandwidth, 
to/from addresses, total amount of data transmitted, etc. is needed. The statistics 
should be gathered from each network interface and host. Provision should be 
made for data to be graphically disylayed as a summary of all connected hosts and 
interfaces as well as by individua interface and host. The capability to archive 
data for later analysis is needed. 

3. The statistics gathering should be controllable to eliminate selected network 
interfaces and hosts from data collection. 

4. Analysis programs should be available to reduce the gathered data to provide 
predlcative indications of the status of the network and should be employed to 
provide network performance trend analysis. 

5. The data gatherin~ and diagnostic software should provide data and information to 
allow comprehensIVe network, hardware and software configuration management. 
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12.0 Network Conventions/Standards 

In evolving the CCN from a network that is essentially a central hub into one in which 
the SSN/PON are subnetworks on a larger network consisting of other LAN networks 
(e.g., SNL, Livermore), there will be a requirement to develop and implement network 
conventions and standards. The requirement to develop and implement standards 
arises from two fundamental requirements; one is to be able to diagnose and fix 
network failures across the entire network, and a second is the need to be able to install 
new systems on any of the subnetworks and expect them to operate in conjunction with 
other existing systems with a minimum amount of modificatlOn. If the assertion holds 
true that the entire environment is moving toward UNIX/POSIX, then. some of the 
conventions/standards recommended by the Scientific Workstation Project [SAND88-
1179 Scientific Workstation Project Final Report Nov 1988] would seem to be a starting 
point for the development of "NETWORK WIDE" standards. We embrace the 
standards that are proposed by the Workstation Project. An excerpt of their standards 
is given in AppendIX A. 

A very important convention is the use of a common language by users and systems 
personnel. SNL, Albuquerque Division 2614 personnel currently maintain a glossary of 
many of the important terms. A copy of this glossary, with selected additions, is given in 
AppendixB. . 
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13.0 Migration Considerations 

Once the key components of the new SSN are installed (approximately 2QCY90), users 
will be faced with migrating from old, familiar applications and procedures to new ones. 
The migration task could be quite complex, depending on the machines used on the 
CCN to produce the information being migrated to the SSN. In many cases, it may not 
be possible to provide the user with automated tools to assist in migration, eIther 
because it is infeasible to develop the tools in a timely manner or because the 
automated tools would be unreasonably complex to build. To help compensate for 
migration difficulties, the use of the new facilities should be encouraged by significantly 
improving functionality, performance, and/or reliability. Use of the new facilities 
already is being encouraged by allowing user access to the Prototype Secure Network 
(PSN) for testing out much of the new network functionality. 

It is not reasonable, in this document, to provide a detailed plan for migratin~ each 
application or function. This can be accomplished only on a case-by-case baSIS, and 
only after the new application or function has been acqUIred and studied or is well past 
the internal design phase. 

Specific migration plans and implementations should achieve high-level objectives for 
migration and should follow some general guidelines to allow an orderly transition to 
new facilities. The high-level goals for migration are: 

1. The use of new facilities should be encouraged. New facilities should include the 
latest hardware and software, be provided with the best support, and receive the 
most attention for educational efforts. 

2. The use of obsolete facilities should be discouraged. A moratorium should be 
declared on enhancing obsolete facilities, even before the new facilities are 
available. Obsolete facilities should be minimally supported and these efforts 
should be slowly scaled down. 

3. The complexity and difficul!y of migration should be reduced for the users, to the 
greatest degree possible. MIgration can be a daunting task and there is frequently 
a great deal of mertia against embarking on it. Automated tools, procedures and 
technical support should be provided to assist in the mi~ration task. However, the 
assistance provided toward migration must be limIted to that which can be 
accomplished in a timely manner, with obvious savings or benefits. 

For example, 'suppose an automated procedure for migrating files from an obsolete 
to a new facility can be developed to save users from using manual methods. It 
may be worthwhile to provide a migration aid if it can be developed by a single 
indIvidual in three months, but may not be worthwhile if it were to require three 
people for a year. The decision to build automated migration aids must be made 
on a case-by-case basis. 
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Some suggested general guidelines for the development and implementation of 
migration aids are: 

1. New facilities should be implemented in parallel with obsolete ones, whenever 
possible. 

2. In the case where the new facility must replace the old facility, the new facility 
should be run in parallel with the old one to test and verify that it can successfully 
replace it. Unless the new facility proves unworkable, the obsolete facility should 
be disconnected at a predetermined date. 

3. There should be an extended period where new facilities are being integrated into 
applications or systems which use both new and obsolete facilities. To reduce the 
complexity and difficulty of the migration, new facilities should be integrated in a 
systematic fashion. 

4. Whenever a new facility is implemented into an integrated setting, it should not be 
made available for users until tools or procedures can be developed and tested 
which allow the user to continue to use the integrated product. 

5. Implementations of new facilities into an integrated product should be externally 
transparent to users, whenever possible. When this is not possible or not feasible, 
users should be provided with adequate procedures, documentation and education 
to allow them to adapt to using the integrated product in a new way. Changes of 
this type must be presented to the user with enough lead time to allow them to 
plan their own migration tasks. 

6. The preferred method of implementing new facilities and phasing out obsolete 
facilIties is through the use of physical separation (i.e., physically separate 
hardware, networks, etc.). Whenever possible, internal flow between these 
physically separate components should be transparent to users. When this is not 
possible or not feasible, users should be provided with adequate procedures, 
documentation and education to allow them to effect the flow between separate 
components. 

7. The preferred method for discontinuing use and sUPl'ort of an obsolete facility is to 
simply allow use of the obsolete facility to dechne. When use declines to a 
predetermined level, then a scheduled date for removal of that facility should be 
announced and the facility should be removed on that date. 

8. Some planned educational effort should be undertaken, well in advance of 
implementation, for each new facility, and even for the new network architecture 
as a whole. Users must be ac;lvised of how the new facilities will function, how they 
will differ from the obsolete facilities, and what the time table for imElementation 
will be. Further, they should be advised, as soon as possible, of speCIfic migration 
plans and methodologies, and they must be helped to understand the scope of their 
work in the migration effort. 
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14.0 Network Reliability and Maintainability 

Improved reliability and maintainability of the computing/networking environment is a 
critical goal of this design effort. To address this goal, we have planned a five-pronged 
approach: 1) provide an architecture that provides redundant network interfaces and 
network trunks, 2) analyze the functional designs and implementation designs to insure 
that we are aware of the critical system elements and single points of failure, 3) design 
and install the network physical plant so that it is maintainable (i.e., equipped with 
patch and test panels, spare media, test equipment, etc.), 4) develop and implement the 
ability to monitor, analyze, and report on the performance of the network physical plant 
and network nodes, and 5) instalr fault tolerant systems for the critical nodes either by 
buying fault tolerant systems or by implementing the system with primary and backup 
elements. We believe that, if we effectively address each of these areas in the design 
and implementation phases of the new network, we will realize an improvement over 
the rehability and maintainability of the network we have today. In addition, the 
network data collection and analysis effort will allow us to monitor many more aspects 
of the system performance and to make better system adjustments then we currently do. 

The proposed architecture has addressed the reliability by defining a topology that has 
redundant network interfaces on each node and multiple networks that can provide 
some degree of backup. In addition, a network physical plant monitoring system is 
expected to be an integral part of the design. The dedicated Management and 
Operations function should {>rovide the collection of network interface and network 
node data and provide analysIs and reportin~ of the network's status very quickly both 
to identify network problems and to venfy that they have been repaired. The 
redundant network interfaces and network paths, combined with the network reporting 
and added fault tolerance for critical nodes, is anticipated to contribute positively to the 
total system reliability. . 
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15.0 Design Document Revision and Control 

This design document is expected to be a "livin~" document and will be subject to 
revision as conditions and requiremen~ change. Mmor corrections and/or clarifications 
may result in revisions of the document (e.g., Rev. 1.1, Rev. 1.2, etc.) with a limited 
distribution. Major changes to the design, for example, as a result of a formal design 
review, will result in the issuance of a new design document (e.g., Rev. 2.0, Rev. 3.0, 
etc.) with a wide distribution. 
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Appendix A Excerpt from Scientific Workstation Document [SAND88-1179] 

Note: In this excerpt the references to CCN, the current network, should be interpreted to 
apply to the SSN/PON networks, currently under development. 

Procedures/Standards/Conventions 

Need for Procedures/Standards/Conventions 

Without some specific procedures, conventions, and standards which are centrally 
controlled, IANs would evolve randomly. An uncontrolled IAN is undesirable because it 
creates support and security problems. Growth can and should be regulated/controlled 
and planned. Future development, flexibility, consistency, and expandability of 
workstations/LANs depend upon the level of standardization followed by individual 
workstations/tANs. If one IAN is to ever communicate with another IAN then certain 
criteria must be met. Failure to adopt and follow procedures could result in massive IAN 
reconfiguration to allow inter-IAN communication. . . 

IANs (and workstations) should have a common protocol, unique node (machine) names, 
unique internet addresses, unique user ids, consistent management procedures/tools, etc. 
Without this uniqueness and consistency, integrity, communication, management, and other 
problems arise. To alleviate this situatlOn, standards, procedures, and conventions must be 
established and controlled centrally by groups or organizations within 2600 and followed by 
the IAN user communities. User mput should be encouraged when standards/conventions 
are being considered for adoption. Thus, support and standardization is necessary not only 
to meet the users needs, but also to supply flexibility and the consistency that users require. 

Recommended Standards/Conventions 

Below are details on the standards/conventions recommended by the Scientific 
Workstation Project. 

Network Naming Conventions 

Node Names In general, UNIX based machines and those having a TCP /IP interface 
require a file (jetc/hosts) that contains the internet address, the primary host name, 
and host aliases for all nodes with which the machine can communicate. The primary 
host (node) name is used by specific software as the only name for a particular 
machine. For example UNIX mail uses the primary host name. Other software 
matches the first occurrence of the host name, either a primary or an alias. The Telnet 
protocol uses this first match method. If there were to be more than one node with 
the same node name, integrity problems and/or errors could result. In the case of 
Telnet, errors are not seen and the result is an attempted access to the wrong machine. 
The uniqueness of node names is essential to the operation of workstations and their 
IAN environment. The following discusses requirements, possible solutions-why some 
solutions are unworkable, and the Scientific Workstation Project's guidelines for 
naming workstations: 
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Requirements (if CCN access is required by the workstation) 
o host names must be unique 
o host names are centrally assigned and controlled 

Possible options 

o tied to user-NO-users change too frequently 

o tied to organization-NO-organizational changes would affect database 

o tied to bldg. or room location-NO-workstations are too mobile 

o arbitrary name chosen by user-Maybe-but there is usually little consistency used 
in naming nodes in this manner, also the node name becomes associated more 
with the user than the node-which will inevitably cause problems when the user 
gets a new machine and the original node becomes another user's machine 

o standard format name-Yes-e.g. slv#### where s stands for Sandia, I is a site 
code (a-SNL Albuquerque I-SNL Livermore), v is a vendor id, and #### is an 
identifier such as a serial number 

Guidelines 

A standard format name is recommended that could be used Sandia wide. By 
including site location each site could administer their own node names independently. 
A vendor code is useful to determine if there are communication or other unusual 
qualities (good or bad) that are specific to certain vendors. It is desirable to have the 
serial number be the same as the serial number in the internet address (see below). 
Matching these two numbers is possible but may be unrealistic because it would: 1) 
impose too much restriction in node naming, 2) cause gaps in what otherwise might be 
a serial ordering, and 3) there would be conflicts with older nodes that need an 
internet address but already have a node name. (e.g. the distributed VAX nodes
SAV###.) Thus, we recommend not attempting to assign the same number for the 
node name and the internet address. Although, there is an apparent concern for 
backward capability with DECnet-VMS which limits node names to six characters, this 
is not a significant problem because: 1) with the next release of DECnet-VMS this 
limitation is removed and 2) currently ULlRIX machines can provide the mapping 
between DECnet-VMS and TCP lIP nodes. 

Internet address Just as node names must be unique, internet addresses must also be 
unique. Recommended requirements and guidelmes for workstations within Sandia 
that would have access to the CCN are the following: 

Requirements (if CCN access is required by the workstation) 

o address must be unique 

o addresses are centrally assigned and controlled 
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Guidelines 

The internet address is a four byte numeric value.which consists of a network address 
and a local address. The most common scheme uses four (8 bit) fields as shown below. 
There is a specific group that defines these fields for communication between nodes 
that are on specific networks such as the DARPA Since current security requirements 
imply that any node that is connected to Central Site cannot be connected to an 
outside (open) node or network, our commendations/guidelines for the use of these 
fields disregard external networks and are based solely upon defining specific areas 
and subareas as needed by Sandia to segreq;ate internal IANs. The classification level 
provides the administrative capability of dIstinguishing a node's classification level by 
Its address. Below is an example of an internet address and our recommendation for 
each field. 

Internet address format: field 1, field 2, field 3, field 4 
example: 125.2.1.25 

a field I-area 

o field 2-subarea 

o field 3-highest data classification level 

o field 4-serial number unique within area/subarea 

User ID and Group ID numbers are present in the password files on both client and 
server nodes and are used primarily for file protectlOn and access rights. There are 
several complications that arise when user IDs are not unique. Within a IAN, if two 
users have the same numeric user ID (regardless of group), those users map to 
each other. The two users would have equivalent access to all files which reside on a 
resource available to both users.The implications are that user IDs across IANs must 
be unique to maintain file protection and integrity. Although use of an E or N number 
would be desirable and consistent with our present systelll, currently iliey are not valid 
for user IDs, because the range of IDs generally available does not accommodate their 
size (limited to 16 bits). In addition to user IDs, group IDs are also used for file access 
and/or restriction of access. These groups can be helpful and/or harmful dependent 
upon the care taken to establish procedures for their use. Because of common shared 
resources, such as data storaq;e, user IDs and group IDs must be controlled to insure 
their uniqueness and appropnate use. 

Requirements (if CCN access is required by the workstation) 

o numeric user IDs must be unique 

a group and user IDs are centrally assigned and controlled 
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Guidelines 

o Assignment of user IDs when the CCN password is issued 

o Assignment of a set of group IDs for each LAN when internet addresses and 
node names are assigned 

Software Standards/Conventions 

Software Standards and Conventions are essential in order to maintain control, 
flexibility, and consistency Of the workstation environment. Recommendations and 
guidelines are described below. The degree to which the software standards and/or 
conventions are adopted by a LAN user community would be directly proportional to 
the support that the individual LAN would receive from groups within 2600. 

Communications 

Protocols-Currently TCP lIP is the standard for UNIX based machines while both 
DEC net-VMS and TCP lIP would initially be supported for VMS based machines. 
Projects within 2600 should continue to follow the development of industry standard 
protocols. As protocols evolve there must be flexibility on the part of not only 2600 
but also the LAN user community to adopt the new standard. If there are changes in 
the protocol, projects in 2600 would be responsible for £roviding migration paths (to 
mimmize impact on application interfaces), and modIfying/testing the protocol to 
adhere to security standardsl conventions. User modificatlOn of the protocol should be 
restricted and should require approval and testing by 2600 personnel to ensure that 
security requirements are met. 
Network functions 

NFS-The Network File System is the de facto industry standard for transparent 
storage, access, and sharing of files between workstations, i.e. across the network. 
Although NFS specifications appear to be consistent on the surface, there are some 
features dependent upon vendor implementation. Having knowledgeable personnel in 
the support groups IS essential. Procedures need to De established for the proper 
admimstration of the NFS service within a LAN and across LANs. These procedures 
should be adaptable to meet the needs and flexibility required for the different LAN 
user commumties and the possibility of establishing a central NFS server within the 
CCN. 

Basic Services should be common across the workstation/LAN environment. Support 
of common network services such as Telnet, FTP, Mail, etc. should be available. 

Remote execution and distributed computing-Apollo's Network Computing System 
(NCS), which is being promoted by Apollo as a standard, allows inter-vendor 
distributed computing. Capabilities include a mechanism for calling subroutines 
across the network as well as the ability to dynamically spread such computing tasks 
across the network. While such functionality is desirable, it is premature to 
recommend standardization on a particular interface in this area. 
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System and Utility Software 

Operating systems must be versions which include features that satisfy security 
requirements specified by 2600. It is possible that 2600 may need to make local 
security modifications to meet those requirements, or in conjunction with a vendor, 
assure the necessary functionality is included in vendor supported software. Any 
modifications to the operating system must be accomplished or approved and then 
tested by the responsible support group. Failure to abide by this could cause serious 
security and/or integrity problems. 

With regard to UNIX based machines, the Workstation Project does not 
mandate a specific standard for UNIX. Either AT&T System V or Berkeley 
based UNIX systems may be acceptable if they include the necessary standard 
features to meet requirements. We believe that UNIX will converge to a single 
core operating system. Indeed there is vendor commitment toward this goal. 
But, should support and functional requirements determine a need to select a 
more specific standard, then we would recommend strategies based on System V. 

Windowing systems-X-Windows is rapidly becoming the industry standard and 
should be the windowing system that 2600 currently supports in the development 
of applications. When tools are developed by 2600 for the workstation/LAN 
environment and a windowing system is required, the application/tool should be 
done with X-Windows. If users have a need or requirement for another 
windowing system this is acceptable, but support, including consulting, for those 
windowing systems may be low or nonexistent. In general, using a nonstandard 
windowing system will not affect workstation support in other areas. There are 
other windowing systems such as the PostScript based NeWS system that could 
influence future windowing standards. Systems should be supported as they 
become standard and/or there is a wide-spread user requirement for their 
support. 

Compilers-several compilers are available for workstations-too numerous to list 
here. The C language seems to be the most prevalent language in use on 
workstations and thus should be considered for implementation of utilities, tools, 
libraries, etc. Other languages such as Fortran and Ada will be required and 
essential to users. Interfaces (especially from such languages as Fortran) to lower 
level C libraries would be necessary. Consulting support should be available in 
these areas. 

Common UsaWl Software 

Document Preparation-There are several word processors/document preparation 
software packages available for workstations. The current accepted standard at 
Sandia-MASS-fl-is not directly available on UNIX based machines, but could be 
used with a DOS emulation window. This document was prepared with Frame 
Maker, a document publishing package available for Sun (and a few other) 
workstations. WordMARC is available and we have it installed on our Sun 
workstations. Another document preparation package is from Interleaf-it is 

-63-



available for a variety of workstations and is a popular package. We are not 
establishing any specifIc recommendations or guidelines for support in this area. 

editors-Although there are numerous editors available, vi and ed are the most 
prevalent editors for UNIX based machines. Users should expect consulting 
and/or training for these common editors. 

graphics software-Support would be based on the existing and/or emerging 
standards. These include GKS, PHIGS and PHIGS +, and the Computer 
Graphics Metafile (CGM). 

software control-Both RCS (Revision Control System) and SCCS (Source Code 
Control System) are widely available on UNIX based machines. In conjunction 
with these utilities, the make utility, which maintains, updates, and regenerates 
groups of programs, is available to describe dependencies among programs and 
files, and to define rules when specific actions are required. Consulting and 
training support should be available. 

Other 

Certainiy there will be other software that could be included in this list, especially 
if there is a need within the user community. Also, software tools and 
applications will be developed within 2600 for the system management, graphics, 
and security areas which may become standardized. Thus, ways for doing a 
particular task, whether it is adding a new user, checking to see that security 
features are in place, interfacing with a graphics processor, or whatever, should be 
consistent and simplified for both the user community and 2600 personnel. 

Hardware Standards/Conventions 

Hardware Standards and Conventions, like Software Standards and Conventions, 
are essential in order to maintain control, flexibility, and consistency of the 
workstation environment. Recommendations and guidelines with respect to 
communications, workstation vendors, and personal computers follow. 

Communications-Hardware Standards and Conventions are essential in the 
communications area. If a user wishes to connect a workstation to 2600 
communications facilities he must be using those devices supeorted by the 
communications divisions (2647/48). The PBX Ethernet capabIlity will be a 
significant interface used to connect workstations/LANs to central site. A fiber 
optic star configuration is another possibility for the interconnection of 
workstations. Communication Policy/Standards are addressed in detail in SNL, 
Albuquerque LAN CommunicatIOns Policy and SNL, Albuquerque LAN 
Communications Standards (2647). 
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Workstation Vendor-The Project has no recommendation for a specific 
workstation (vendor). The requirements are that the workstation meet the 
standards as specified within thIS procedures/Standards/Conventions section. 
We expect through the adoption of standards/conventions and the future unifying 
of UNIX that a si~nificant portion of the 2600 support will be applicable to most 
if not all workstatIOns. It is not recommended that 2600 increase manpower just 
to have knowled~e of all vendor workstations, but we would expect manpower 
increases in certam areas as specified in the Support Group section. 

Personal Computers-Within the market place the difference between a hi~h end 
PC and a low end workstation is somewhat indistinguishable. Indeed WIth the 
proliferation of PCs already at Sandia-adaptation of these with third party boards 
and software is inevitable. Thus, there are and will be several PCs that fit into the 
standards specified and should be considered for support-no different than a 
workstation. 

Implications of Adoptin2 Standards/Conventions on the CCN 

Adoption of standards/ conventions in the workstation environment will tend to drive a 
need for the same or similar standards/conventions for the CCN environment, 
especially with respect to distributing the computing environment in a client/server 
flavor. The question then arises: "Will the CCN support the functionality of the LAN 
environment?" The Network Architecture Project is looking into 
standards/conventions for the network and the Prototype Secure Network Project 
should investigate the implication and possible acceptance of this environment. The 
LAN environment provides enhanced functionality over existing capability. 

Network services that should be considered by 2600 include but are not limited to: 

o NFS support on central machines 

o X-Windows running on central computing systems that have user login 
capabilities 

o Remote logins (to those machines accepting user logins) 

o direct file transfer between machines (similar to FTP) 

o NFS server in the CCN 

o Distributed network computing through remote execution capabilities such 
asNCS 

o Open UNIX mail facility 

o Open central UNIX computer 

Because most of the above services are already in place for TCP /IP environments and 
due to the difficulty and increased manpower that would be required to incorporate 
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some of the above into our existing CCN, we would recommend commitment toward 
TCP lIP facilities in the short term. Even as movement is made toward TCP lIP, 
investigation into the first five services should be underway. The long term 
recommendations would be to go in the direction of emer~ng ISO standard protocols. 
Taking the first step toward TCP lIP should make thIS long term goal easier to 
accomplish. 
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AppendixB. 

Glossary of Common SNL, Albuquerque Networking Terminology and Acronyms 

ACL Access Control List 

For VAX computers, for example, a list that defines the kinds of access to be 
granted or denied to users of 'objects' such as fIles, devices, and mailboxes. 

ACM Association for Computing Machinery 

An organization for computer professionals concerned primarily with computer 
software. 

ADNET ADministrative NETwork 

A system of distributed IBM mainframe nodes that process administrative data. 

AFT A File Transfer 

A LANL-developed fIle transfer protocol. It is used by MASS. 

AIS (1) Administrative Information Systems 

Several applications in various Sandia departments which administer data along 
functional lines. Some major systems are: 

AIS (2) 

AIS (3) 

ACS 
FIS 
HRIS 
ICS 

Access Control System 
Financial Info. Systems 
Human Resources Info. System 
Inventory Control System 

Administrative Information Systems 

IPARS 

IPS 
MIDAS 
PIMS 
PRS 
PRS/PC 

Inte~rated Procurement System, Accounts Payable, & 
Recelving Systems 
Integrated Procurement System 
Management Info. Data Access System 
Purchasing Info. System 
Personnel Reportmg System 
A PC application of PRS 

Administrative Information Systems 

REGAL Report Generating Algorithm 
REGENT Report Generator Terminal Reporting System 
TERSE Terminal Reporting System 
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ANSI American National Standards Institute 

An association that develops American industry standards for coded character 
sets, data transmission, prowamming languages, computer definitions, magnetic 
ink, optical character reCOgnItion, etc. 

ARPA Internet Advanced Research Projects Agency Inter-network 
Communications 

An internetwork of several networks all runnin~ the TCP /IP protocol suite. It 
connects research agencies, commercial sites, mihtary sites, and universities. 

ARPANET Advanced Research Projects Agency NETwork 

A subnet of the ARPA Internet. Agencies connected to the ARPANET are all 
federally funded. 

ASCII American Standard Code for Information Interchange 

The 128-character set used in telecommunications. 

ATL Automatic Tape Library 

A hardware component of the Integrated File Store that contains magnetic tapes -
generally used to store very large datasets or data which are used infrequently. 

A VS Access Validation System 

C 

The system that verifies passwords and/or user IDs for SNL, Albuquerque's 
secure computing partition. 

C 

A programming language originally developed at Bell Laboratories for creating 
the UNIX operating system. It has become the language of choice for many 
systems applications developed on that system and elsewhere. 

CCF Central Computing Facility 

(Also called 'The Annex.') The physical facility containing the scientific and 
administrative large mainframe and support computers operated by Org. 2600 for 
general Laboratory use. The Central Computing Network (CCN) is housed in the 
CCF. 

CCN Central Computing Network 

The current SNL, Albuquerque network composed of the HYPER channel and 
several worker/service SCIentific and administrative computers (like the Crayand 
IFS) housed in the Central Computing Facility. 
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CFS Common File Store 

CGI 

The software package (developed for DOE) that performs security and data 
management for the Integrated File Store system. 

Computer Graphics Interface 

A proposed standard for the interface to a virtual graphics device. 

CGM Computer Graphics Metafile 

A standard for file content and format which is used for storage and retrieval of 
picture information. 

COM Computer Output Microfilm/fiche 

A term commonly used to mean output which has been printed (or plotted) on 
some type of photographic film ranging from 16mm up through 105mm 
microfiche. 

COMET COMET 

A stand-alone, dialup or PBX(TSN)-accessible electronic mail system available to 
Sandians. It also is used by contractors and DOE agency personnel around the 
country to communicate with Sandians. 

CPU Central Processing Unit 

The hardware that handles all calculating and routing of input and output as well 
as executing programs. In short, the CPU is the part of the computer that actually 
computes. 

CRAY Cray Research, Inc. 

A manufacturer of large mainframe computer systems, several of which are used 
at Sandia (e.g., Cray X-MP, Cray IS). 

CSMA/CD Carrier Send Multiple Access with Collision Detection 

A local area network access method. This format is used by Ethernet. 

CTSS Cray TimeSharing System 

An interactive operating system, developed originally at Lawrence Livermore 
Laboratories to provide timesharing service for users of the Cray computer. 
Various versions have been in use at SNL, Albuquerque since 1985. 

DNTS Distributed Network Terminal Service 

Software which runs on the HTS machines that allows users to request interactive 
sessions on the Cray computers either from their local VAX or through the 
Terminal Switching Network. 
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DOENTS Dept. of Energy National Telecommunications Services 

A nationwide communications network operated by DOE for the DOE and its 
contractors. There is a node at SNL, Albuquerque for access to DOENTS. 
Access is available to SNL, Livermore, LLNL, Nevada test sites, ALO, and many 
other sites . 

DQS Distributed Queue Service 

DEC software which allows setup/use of remote printers as if they were physically 
located on the user's local VAX. 

EBCDIC Extended Binary Coded Decimal Interchange Code 

An eight-bit code used to represent 256 unique alphabetic characters, numbers, 
and special characters. 

ELSENET Extended Laboratory SErvice NETwork 

A network which can be accessed by secure VAX Systems on the SNL, 
Albuquerque VAX Network, but not accessible via the TSN. ELSENET consists 
of nodes at KCD, SNL, Livermore, GEND, and SNL, Albuquerque. Classified 
data can be sent only to the KCD node currently. 

Ethernet Ethernet 

A local area network protocol which uses CSMA/CD (Carrier Send Multiple 
Access with Collision Detection). 

FCE Future Computing Environment 

A completed project which helped to define the 'future computing needs' of users. 

FDDI Fiber Distributed Data Interface 

~ emerging 100 Mb/s fiber-optic based communications standard. 

FOCUS Facility for Operations Control & Utilization Statistics 

The software package running on the OPM computer which is performing the 
CTSS batch job scheduling function via the PROD software. 

FORTRAN FORmula TRANslator 

A programming language for writing programs in a mathematical style language 
which is then translated into a machme language for execution. FORTRAN is 
the most widely used programming language for developing programs dealing 
with scientific applications. 

FTP File Transfer Protocol 

A commonly available TCP lIP application which permits transfer of files 
between nodes on a network. 
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GCS Graphics Compatibility System 

This public domain, ~eneral purpose, graphics subroutine library offers 2-
Dimensional and 3-Dlmensional drawing capabilities, plotting, and graphical 
fonts currently in use at SNL, Albuquerque. 

GDDM Graphical Data Display Manager 

IBM's primary (mainframe) device support and host graphics software used to 
create presentations of text, image, and graphical data on terminals, printers, and 
plotters. 

GKS Graphics Kernal System 

A standard interface for doing low level, 2-Dimensional graphics. It has 
segmentation capabilities and supports simultaneous mUltiple workstations. It has 
limited support at SNL, Albuquerque. 

GOSIP Government Open System Interconnect Profile 

GOSIP specifies a set of OSI protocols for computer networking that are intended 
for acquisition and use by government agencies. 

HSX High Speed eXternal communications channel 

A high speed external communications channel used on the Cray X-MP (100 
Mbytes/sec transfer rate) and Cray-2. It has the ability to communicate with 
certain non-Cray equipment as well as providing high speed communications 
between Crays. 

HTS Hyperchannel Terminal Server 

These machines allow asynchronous terminals access to the worker computers on 
the CCN HYPERchannel backbone. Users entering via the HTS machines are 
validated by the A VS and may then log into CTSS. 

HYPERCHANNEL HYPERchannel 

Network Systems Corporation's high speed inter computer data connection 
methodology, consisting of both hardware and software. 

lAS Information Access System 

Software being developed by Org. 2613 personnel for use on personal and VAX 
computers. The purpose is to provide easy network access to existing applications 
and services. 

IEEE Institute of Electrical & Electronic Engineers 

A major professional organization of engineers which sometimes is instrumental 
in defining standards for certain computer hardware and software items. 
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IFS Integrated File Store 

The central file storage system serving all CCN equipment and some distributed 
systems. In order to supply security and data management, a DOE-sponsored 
software package called CFS runs with IFS software to perform file management. 

lOP Input Output Processor 

An individual processor of a Cray X-MP Input Output Subsystem (lOS). 

lOS Input Output Subsystem 

A Cray X-MP hardware subsystem that performs the input/output functions. An 
lOS includes 2 to 4 lOPs. 

ISEC Insider SECurity program 

An internal SNL security program designed to identify patterns of performance or 
activities that could forewarn of security problems. 

ISO/OSI International Standards Organization/Open Systems Interconnect 

K 

An organization dedicated to the propagation of standards in the international 
computing/networking environment. 

K 

A unit for measuring the size of memory or similar resources. K is short for kilo, 
and is used roughly to mean 1000, although K is equal to 210, or 1024. 

KCD 

KERMIT 

Allied Signal, Kansas City Division 

KERMIT (named after the famous frog) 

A terminal emulator and file transfer protocol available for a very wide variety of 
microcomputers and mainframes. (Developed at many sites and distributed by 
Columbia University) 

LAN Local Area Network 

A network of computers (often PC's, workstations, and/or minicomputers) with 
an intelligent communications protocol like Ethernet or token ring. The 
connected computers are usually in a restricted geographic area. 

LANL 

LLNL 

Los Alamos National Laboratory 

Lawrence Livermore National Laboratory 
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MAKE Make 

A standard UNIX system utility which will execute a series of stored 
parameterized commands based on the existence and date/time stamp of files . 

MASS MASS 

The user interface utility program on a computer connected to the CCN which 
allows access to the IFS from that computer. 

MASSNET MASSNET 

A protocol which runs on the HYPER channel and attached computers. It is used 
in applications such as MASS, DNTS, and PROD. 

Mb Megabit 

One million data bits. 

MB Megabyte 

One million data bytes. 

MILNET MILitary NETwork 

A subnet of the ARPA Internet which connects military-related facilities. 

MODEM MOdulator DEModulator 

A device which translates information generated by a computer into signals which 
can be transmitted over phone or hardwired lines to another location, where 
another modem translates the signals back into computer-understandable 
information. 

NA Network Adaptor 

Hardware required to interchange protocols from a specific computer to the 
Massnet protocol on the HYPER channel. 

NCS Network Computing System 

Software developed by Apollo Computer Inc. which provides distributed, inter
vendor computing at the subroutine level in a heterogeneous network 
environment. 

NETEX NETwork EXecutive 

A proprietary communications protocol from Network Systems Corp. used on the 
HYPERchannel. It is used in addition to MASSNET on the CCN 
HYPERchannel. 
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NeWS Network-extensible Windowing System 

A network window system, developed by Sun Microsystems, Inc., which uses 
PostScript together with Sun extensions as a windowing protocol. 

NFS Network File System 

The de facto industry standard developed by Sun Microsystems, Inc. for 
transparent storage, access, and sharing of files between diSSimilar computers 
across a TCP lIP network. Sharing is done at the buffer level, without need to 
copy files from one host to another. 

NQS Network Queueing System 

A public domain system developed by for the queueing of devices on UNIX 
systems. 

NSC Network Systems Corporation. 

The manufacturer of HYPER channel adapters and associated software. They 
supplied SNL, Albuquerque's HYPERchannel and some of the software used 
with it. 

NWCNET Nuclear Weapon Complex NETwork 

A network on which files are moved between CFS storage systems at different 
DOE laboratories. The WBCN is used in this process. 

ONODE Output NODE 

A network node which performs printing and plotting (to create paper, 
microfiche, other film, videotape) at the Central Site for CCN mainframes as well 
as distributed computers. The user interface for the Output Node is also called 
ONODE. 

OPM Operations Performance Monitor 

A machine used to submit all batch jobs to the Cray computers running CTSS. It 
schedules batch jobs using the FOCUS software. 

OPMODEL OPerations MODEL 

A DOE satellite based, four-node, intercity communications network. It has both 
voice and data capabilities with transmission rates 1!P to 1.5 MB/s. The network 
currently connects DOE/HO, Allied Signal/KC, SNL, Albuquerque, and LNLL. 

OS/2 Operating System/2 

A new operating system for 386-based personal computers. 

-74-



• 

. ! 

OSI Open System Interconnection 

An abstract 7-layer model devised by the International Standards Organization 
(ISO) to describe communications between computers. OSI sometimes refers to 
the protocols being developed by the ISO (within the context of the 7-layer 
reference model). 

PACX Private Automatic Computer eXchange 

A old data contention and switching system to maximize utilization of computer 
resources through port switching and contention. Different PACX systems served 
different physical areas. (Also called Port Contender or Data Switch.) 

PBX Private Branch eXchange 

A new secure data switch which replaced the PACX. It provides asynchronous, 
synchronous, Ethernet and IBM 3470 services.· 

PC Personal Computer 

One of a series of 'new generation' computers that reside on the user's desk. 

PHIGS Programmer's Hierarchical Interactive Graphics System 

A proposed standard for creating low level 2-Dimensional and 3-Dimensional 
graphics. 

PON Protected Open Network 

The new physical network being built at SNL, Albuquerque to support the open 
scientific mformation partition. 

POSIX POrtable Standard unIX operating system 

A ~roposed standard for UNIX systems. It currently, only defines the interface 
which the operating system provides to "C" programs. 

PROD PRODuction 

PSN 

The software package that runs on the OPM computer as a subfunction of 
FOCUS and on the erss Cray computers and VAX computers to invoke batch 
job submission. 

Prototype Secure Network 

A new physical network being built at SNL, Albuquerque to develop, implement, 
and test the elements of the SSN. It will also be used to test and demonstrate 
UNIX functionality . 

RCS Revision Control System 

A I>ublic domain source code management utility which is commonly available for 
UNIX environments. 
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RLOGIN A UNIX facility for doing remote login on TCP /IP networks. 

A public domain source code management utility which is commonly available for 
UNIX environments. 

SCN(1) Sandia Computing Newsletter 

A universe-famous monthly publication of Org. 2614 which contains articles of 
interest to the Sandia computing community. 

SCN(2) Secure Computing Network 

SNL, Uvermore's secure network. 

SCSC Small Computer Support Center 

A capability to help users in choosing PC hardware and software. New products 
are evaluated and, where of general interest, made available to Sandians. 

SDM/S System Development Methodology/Structured 

The system life cycle method for development of software, with steps and forms 
for using the methodology to ensure that all phases are planned and completed. 

SLATEC Sandia/Los Alamos/ AFWL Technical Exchange Committee 

A technical committee made up of representatives from the three laboratories to 
exchange technical computing information and to jointly develop common 
software packages in the areas of graphics and mathematical libraries. (AFWL 
stands for Air Force Weapons Laboratory) 

SNA Systems Network Architecture 

The IDM network which will be used in support of the ADNET system to connect 
together the area IDM administrative computers. 

SSD Solid-State storage Device 

A semiconductor memory subsystem that acts as a very fast access secondary 
storage device for the Cray X-MP. 

SSN Secure Supercomputer Network 

The new physical network being implemented to support the secure scientific 
information partition at SNL, Albuquerque. 

SVDI Sandia Virtual Device Interface 

A locally developed interface for supporting device-independent, graphical 
input/output to a variety of graphics devices. Functionality is basically 2-
DImensional vector, polygon, minimal text and input. (also called VOl) 
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SVDI + R SVDI + Raster 

An extension of SVDI which includes functions for raster output (supports output 
of pixel data). (also called VDR) 

TCC Technical Control Center 

Locations within SNL, Albuquerque where PBXs are located along with other 
communications equipment. TCCs are staffed with technicians who respond to 
data communications trouble calls. Center technicians also maintain 
communications equipment & implement DCR requests. . 

TCPjIP Transmission Control Protocol/Internet Protocol 

A commonly used suite of communications protocols used in ARPA Internet, 
some UNIX systems, and others. This term is sometimes used to refer to the 
entire DARPA protocol suite. 

TELNET Telnet 

The ARPA service facility for doing remote login on TCP JIP networks. 

TSN Terminal Switching Network 

An analog communications network of wire and fiber optics providing terminal 
communications throughout SNL, Albuquerque. The network contains data 
switches (currently PBXs) to multiplex data among buildings, allowing any given 
terminal to connect to a variety of host computers, although not simultaneously. 

TSN-Secure Terminal Switching Network (Secure) 

The TSN used for local terminal communications can also be used to gain access 
to GEND; SNL, Livermore; KCD; Tonopah; and LANL. Special classes of 
service exist that provide for access to these sites. 

TTR 

UNICOS 

Tonopah Test Range 

UNICOS 

Cray's version of the UNIX operating system. 

UNIX UNIX 

VI 

An operating system developed at Bell Labs. It is gaining in popularity as the 
operating system of choice for many computer systems. 

VI 

The standard full-screen visual editor developed at Berkeley as an enhancement 
to the "ex" editor, and provided with most UNIX systems. 
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VLSI Very Large Scale Integration 

A computer chip technology which is able to place in excess of 100,000 gates on a 
single chip. 

WAN Wide Area Network 

Any network larger than a local area network. Some consider a WAN to be city, 
state, national, or international-wide. 

WBCN Wide Band Communications Network 

This system supports classified data transmission between production facilities 
and the DOE weapons labs (SNL, Albuquerque; SNL, Livermore; LANL; 
LLNL). 

Windows Windows 

A software system which allows a user and/or application to manage multiple, 
simultaneous activities on the same display, with each activity operating in its own 
"window". Each active window generally occupies some area of the screen, 
although at times a window may be obscured by other windows or temporarily 
closed. 

X-Windows X-Windows 

A public domain windowing system developed by Massachusetts Institute of 
Technology which is emerging as a de facto industry standard. 

X-MP X-Multi -Processor 

A {>articular model of Cray supercomputer which features 2 or 4 processors, a 
sohd state disk, and an input/output subsystem. 

XENIX XENIX 

A PC implementation of UNIX developed by Microsoft Corporation .. 

XNET XNET 

The file transfer software which executes on the SNL, Albuquerque's VAX 
Gateway connecting the CCN and the Secure Distributed VAX Network. It was 
originally developed at LANL. 
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