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FOREWORD 

Sandia National Laboratories is conducting, under U.S. Nuclear Regulatory 
Commission sponsorship, phenomenological research related to the safety of 
commercial nuclear power reactors. The research includes experiments to 
simulate the phenomenology of accident conditions and the development of 
analytical models, verified by experiment, which can be used to predict 
reactor and safety systems performance behavior under abnormal conditions. 
The objective of this work is to provide NRC requisite data bases and 
analytical methods to (1) identify and define safety issues, (2) understand 
the progression of risk-significant accident sequences, and ( 3 )  conduct 
safety assessments. The collective NRC-sponsored effort at Sandia National 
Laboratories is directed at enhancing the technology base supporting 
licensing decisions. 
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EXECUTIVE SUMMARY 

1. CONTAINMENT LOADING AND RESPONSE 

The containment of a reactor is the last barrier that prevents radionuclide 
release to the environment during a severe reactor accident. Considerable 
priority is given to understanding the accident phenomena that may threaten 
the integrity of reactor containments. Direct containment heating caused 
by pressure-driven expulsion of melt from the reactor vessel and the inter- 
actions of core debris with structural concrete have been identified as two 
important, ex-vessel phenomena that may place significant loads on reactor 
containments. These phenomena would also be important contributors to 
possible radionuclide release to the environment. Fuel-coolant interac- 
tions (FCIs) have also been identified as a mechanism that, within our 
current uncertainties, may result in direct containment damage either by 
driving a missile through the containment dome (alpha-mode failure) or by 
failing the pedestal supporting wall by an ex-vessel steam explosion in BWR 
Mark I1 or I11 containments. FCIs can also affect containment loads and 
accident consequences by their influences on the rapid generation of 
hydrogen and steam, the fragmentation and dispersal of molten fuel, the 
release of fission products, the mode of vessel failure, and the particle 
sizes of resulting debris beds. Combustion of hydrogen can lead to direct 
containment failure due to quasi-static (deflagrations) or dynamic 
(accelerated flames and detonations) loads. High temperatures generated 
during combustion may also pose a threat to the survivability of key safety 
equipment. Research continues to quantify these potential containment 
threats so that individual plant vulnerabilities may be identified. 

Highlights of recent experimental research on these phenomena are described 
in this report. The recent developments in models of core debris interac- 
tions with concrete--CORCON and VANESA--are also described. The experi- 
mental results are not only being used to support model development for 
CORCON and VANESA, but also for the integrated systems containment code, 
CONTAIN, and the melt progression code, MELPROG. FCI experiments are under 
way to investigate the behavior of single and multiple molten fuel jets 
pouring through water and to determine the rates of generation of hydrogen 
and steam. Based on these experiments, phenomenological models are being 
developed and incorporated into the MELPROG module, IFCI; development, 
applications, and assessment of this module is an active area of FCI 
research. Hydrogen detonation experiments are being completed in the 
Heated Detonation Tube. The ZND model is being assessed against these data 
and extrapolated to estimate detonability in untested regions of high 
temperature and high steam concentration. Work is also continuing on the 
development and validation of the HECTR code. HECTR combustion models are 
being incorporated into CONTAIN as soon as feasible. 

1.1 Sustained Core Debris-Concrete Interactions 

The SURC3 experiment was executed on August 21, 1986. This 50-kg Fe-Zr 
test was designed to examine the additional effects of Zr metal oxidation 
on the heat transfer mechanisms, gas release chemistry, and aerosol release 
caused by sustained steel-limestone concrete interactions to which fission 
products had been added. Four substantive observations were made: 
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Zr addition greatly increased limestone concrete ablation, flammable 
gas production, and aerosol release. 

Steady melt pool temperatures of greater than 1900 K were measured 
throughout the test. 

Copious aerosol production accompanied the entire melt-concrete 
reaction. These aerosols were mostly comprised of Te with only small 
amounts of Ca. 

No evidence of intense carburization (coking) during the Zr reaction 
was observed. 

addition to the SURC3 test results, a summary of the current under- 
standing of combustible gas generation during core debris interactions with 
concrete is presented. Generation of hydrogen and carbon monoxide during a 
core debris-concrete interaction is the result of chemical reactions of the 
steam and carbon dioxide produced during concrete pyrolysis with the 
metallic phases of core debris. The extent of reaction varies with the 
composition of the core debris. When either Zr or C is present, reactions 
are nearly complete. Once these reactive constituents are depleted and the 
metal phase is primarily steel, the reaction may be limited to 50 to 90 
percent completion. Water poured over core debris interacting with 
concrete has been found to neither quench the melt and arrest hydrogen 
production nor to contribute significantly to hydrogen production. 

1.2 Hinh-Pressure Melt Ejection and Direct Containment Heating 

Descriptions of high-pressure melt ejection accident phenomena have assumed 
that the sequence of events in the cavity is initiated by failure of one or 
more of the instrument tubes penetrating the lower head of the reactor 
pressure vessel (RPV). This critical aspect of the accident and the events 
following have not been studied extensively by analyses or experiments. 
The location, timing, and failure mode of the primary system affects the 
disposition of core debris in the reactor cavity, containment loads, and 
the aerosol source term. 

Analyses indicate that global creep-rupture of the lower head competes with 
ablation of the weldment retaining the instrument tubes. The current re- 
sults are unclear as to which event will occur first. Failure of the 
primary coolant system may also occur in other locations such as the upper 
head bolts, hot leg nozzles, steam generator tubes, pump seals, etc. Re- 
lieving the pressure in the primary system prior to failure of an instru- 
ment tube will then reduce the motive power for debris ejection into the 
cavity. Debris in the lower RPV head may also cause thermal stresses that 
exceed the strength of the vessel resulting in a catastrophic failure of 
the RPV. Creep of the material, however, may limit the induced stress and 
eliminate thermal stress fracture as a failure mechanism. 

Heating of the lower head will cause thermal expansion of the vessel 
components. Because the instrument tubes are a different material than the 
head, differential expansion may cause the tubes to be retained in the head 
even after the weld is failed. If this is the situation, high-pressure 
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ejection of the debris will 
the lower head may release 
program is performing tests 
circumstances. 

be averted until such time that distortion of 
the tube. The MELPROG Validation Experiment 
to investigate the failure mechanism for these 

More sophisticated analyses have been initiated of the stresses in the 
lower RPV head at accident conditions. The data from these calculations 
will be coupled with the thermal predictions to determine the condition of 
the critical components. The results will be used to determine the ade- 
quacy of the present direct containment heating (DCH) test strategy and to 
guide the development of codes to model vessel behavior for accident 
predictions. 

Modern reactor accident analyses recognize that core degradation may occur 
within a pressurized reactor coolant system and that core debris may be 
expelled from the system followed by the violent depressurization of the 
system. Experiments have shown that during the depressurization process, 
the expelled core debris can be entrained as small droplets. These drop- 
lets can react with the atmosphere. Early considerations focused on the 
debris transport into the containment compartments and the heating loads 
placed on the containment by these reactions. More recently our attentions 
were directed toward the immediate reactions of the entrained droplets with 
steam in the blowdown gases to form hydrogen as predicted by recent CONTAIN 
code calculations. The threat to containment integrity posed by the 
pressure-driven expulsion of the core debris appears to be, by current 
understanding, the hydrogen source term rather than debris dispersal. 

1.3 CORCON and VANESA Code Development 

Past comparisons of CORCON-Mod2 calculations to the results of experiments 
at Sandia and Kerforschungzentrum Karlsruhe ( K f K )  have demonstrated that 
the heat transfer models in the code need to be modified. Substantial 
effort has been devoted to the development of improved models for this very 
important aspect of core-concrete interactions. 

Recently, an improved heat transfer model has been developed that 
accurately represents both the Sandia and KfK experiments. The model 
assumes that intermittent contact between the molten core material and the 
concrete takes place throughout the interaction. (Previously, CORCON has 
assumed that a stable gas film forms and then remains throughout the inter- 
action. ) This assumption is based on classical film stability analyses, 
which show that the gas fluxes most likely to be encountered during a core- 
concrete interaction are far below what is required to produce a stable 
film. Upon contact, simultaneous melting of the concrete surface and 
solidification of the molten core material are possible. Coincident with 
this is the growth of bubbles at the interface due to the release of 
concrete decomposition gases. When the bubbles depart from the surface 
they remove concrete slag and may fragment any crust that has been formed. 
Subsequently, new molten material contacts the concrete surface and the 
cycle is repeated. 

This complex process has been analyzed for the limiting cases of molten 
steel on hot and cold concrete and molten oxide on hot and cold concrete. 

- 3 -  
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The results of these analyses have been incorporated into a set of equa- 
tions for the effective heat transfer coefficient due to the slag/crust 
growth and removal processes, and these equations have been added to a 
working version of CORCON. Comparisons between calculations made using the 
revised version of CORCON and the results of the Sandia and KfK experiments 
have been excellent. Although validation of the new heat transfer models 
is still required for oxidic melts, and work remains in other areas of the 
code, the new heat transfer model represents a major step toward the goal 
of a validated, mechanistic version of CORCON that can be used with con- 
fidence in the analysis of severe reactor accidents. 

The first two correction sets for CORCON-Mod2 (Version 2.00) were released 
to code users during the last six months. The first correction set cor- 
rected coding errors that had been identified since the original release of 
the code. Only a few minor model changes were included in this package and 
as a result, the corrections had very little effect on the results from 
several sample calculations. Version 2.01 was created by implementation of 
this correction set. The second correction set was a substantial modifica- 
tion of the decay heat package in the code. This change was required since 
the old decay heat calculation significantly overestimated decay power 
during the first two hours after reactor shutdown. However, even in sample 
calculations in which core-concrete interactions began during the first two 
hours following shutdown calculated results using the old and new decay 
heat packages were not dramatically different. Implementation of this 
correction set created Version 2.02 of the code. 

1.4 Molten Fuel-Coolant Interactions 

Previous analysis and also observations inside the Three Mile Island-Unit 2 
reactor core indicate that a likely mode of molten fuel-coolant contact is 
through jets rather than one coherent pour. We have thus begun an exten- 
sive investigation of the coarse-mixing characteristics of jets of molten 
fuel falling through water. We have conducted four series of experiments 
that address the important phenomena associated with liquid-jet mixing. 
The fours series are (1) jets of molten iron-alumina falling through air, 
(2) jets of water falling through air, ( 3 )  jets of molten iron-alumina 
falling through water, and (4) isothermal Freon jets falling through water. 
As a result of these studies, we have concluded that small-scale liquid- 
liquid jets, which make up a considerable portion of the existing data 
base, are not representative of reactor-scale jet behavior. Furthermore, 
data for liquid jets injected into a gaseous atmosphere should not be used 
blindly to predict the coarse mixing of a corium-water system. From the 
isothermal liquid-liquid jet experiments, we also found that the center 
line velocity profile follows self-similar buoyant gas-gas flows in the 
buoyancy-dominated regime, provided a new empirical constant is calculated. 
Further, these large-scale liquid-liquid jets spread linearly with depth in 
the buoyancy-dominated regime. 

As a result of these experimental series, we believe that if the temper- 
ature of the jet material is well above the saturation temperature of the 
coolant, the jet breakup is affected (and possibly dominated) by the gener- 
ation and flow of steam. The water subcooling also appears to be impor- 
tant, affecting the timing and rate of jet fragmentation. Comparison of 
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the isothermal and boiling-jet data shows that very different breakup 
mechanisms occur, and therefore, neither liquid-gas or isothermal liquid- 
liquid jet data should be directly extrapolated to predict the fragmenta- 
tion behavior of molten jets falling through water. 

We have made significant progress with the Integrated Fuel-Coolant 
Interactions (IFCI) code. Many numerical and analytical approaches have 
been taken in this modeling effort. We have begun to develop and incor- 
porate dynamic fragmentation and surface-area transport models into IFCI. 
This fragmentation model is a time-dependent model which calculates the 
characteristic melt diameter as a function of instantaneous hydrodynamic 
conditions. Currently, the code is operational, and we have begun the 
first "integrated" calculation by modeling a generic FITS-D experiment. 

We also have begun to model the propagation of a steam explosion using our 
one-dimensional code (TEXAS). In this work we are beginning to investigate 
the physics governing the explosive fragmentation of centimeter-sized par- 
ticles down to micron-sized particles and the subsequent propagation and 
escalation to neighboring particles. Although this work was recently begun 
and no firm conclusions can be drawn, the code is operational and we have 
begun to evaluate three different drop-fragmentation models. The knowledge 
gained from this work will lead to the incorporation of a fragmentation 
model into the IFCI code. 

1.5 Hydrogen Behavior 

The objectives of this research program are (1) to quantify the threat, if 
any, to nuclear power plants (containment structure, safety equipment, and 
the primary system) posed by hydrogen combustion; (2) to disseminate 
information on hydrogen behavior, detection, control, and disposal; and 
( 3 )  to provide program management and technical assistance to the NRC on 
hydrogen-related matters. 

A comparison was made between the HECTR code and the MAAP (Modular Accident 
Analysis Program) code to determine the impact of differences in results 
and to assist the NRC in determining the acceptability of the codes for 
performing risk assessment. For an S2HF accident sequence in a PWR ice 
condenser, the HECTR analysis predicted incomplete in-cavity oxidation with 
a subsequent accumulation and combustion of hydrogen and carbon monoxide in 
the upper and lower compartments, which posed an early threat to contain- 
ment. The MAAP analysis, on the other hand, predicted complete in-cavity 
combustion, which did not pose an early threat to containment. The dis- 
crepancy is a result of too few control volumes used in the MAAP analysis. 
The small number of control volumes overpredicts the supply of oxygen to 
the cavity and results in complete oxidation. Another difference between 
the two codes is that the MAAP ignition criterion does not consider any 
steam-inerting effect, while the HECTR criterion considers the mixture 
inert for steam concentrations greater than 55 percent. While the effect 
of ignition criteria differences was minor in this problem because of in- 
sufficient oxygen supply in the cavity, the steam-inerting effect could be 
quite important if there were a sufficient supply of oxygen. 
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A new computational model was formulated for large-scale flames and was 
used to simulate the FLAME F - 2 3  flame acceleration experiment. While the 
computed pressures agreed well with experimentally measured pressures at 
the locations where the computed flame speed approximately coincided with 
the experimental flame speed, there were some significant discrepancies in 
the flame trajectory. The simulation also provides insight into the pro- 
cesses accompanying flame acceleration in the FLAME facility experiments. 

Six tests have been completed in the Heated Detonation Tube in the current 
hydrogen-air-steam series. The purpose of this test series is to quantify 
the effect of steam concentration on hydrogen-air mixtures at 1 atm initial 
pressure and 100°C initial temperature. These initial conditions are at 
the lower range of initial conditions calculated in a local detonation 
study . 
1.6 Hvdronen Mitinative and Preventive Schemes 

We have performed seven "add-on" experiments in two large combustion 
facilities to investigate the capability of hydrogen burns to remove 
simulated structural and fission-product aerosols previously deposited on 
small metal discs that have surfaces prototypical of those found in nuclear 
reactor containments. Our results suggest that hydrogen combustion pro- 
vides an especially effective mechanism for removal (and, presumably, 
resuspension) of sedimented aerosols produced in a hypothetical nuclear 
reactor core-degradation or core-melting accident. The presence of con- 
densing steam does not seem to assure adhesion of sedimented aerosols 
during hydrogen burns. Differences are exhibited between different sur- 
faces as well as between types of aerosols. In-depth studies will be 
required to assess the impact that an exposure of sedimented aerosols to 
hydrogen burns might have on the radiological source term. 
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2 .  FISSION-PRODUCT SOURCE TERM 

The High-Temperature Fission-Product Chemistry program provides experi- 
mental data on the thermodynamics and kinetics of chemical processes 
affecting the chemical form of released radionuclides, the interactions of 
these radionuclides with structural and aerosol surfaces, and the revapori- 
zation of deposited radionuclides. The ACRR Source Term Experiments are 
in-pile tests of radionuclide release under high-pressure, high-radiation 
intensity, and high hydrogen concentration conditions. They supplement 
out-of-pile experiments of radionuclide release being conducted elsewhere 
in the NRC-sponsored research. Both experimental programs provide crucial 
data needed for accident models. The primary thrusts of the experimental 
programs are to provide data for the development and validation of the 
NRC's best-estimate model of fission-product behavior, VICTORIA. 

2.1 High-Temperature Fission-Product Chemistrv and Transport 

The reaction of CsOH vapor with 304SS in steam and hydrogen has been 
studied over a range of conditions that includes those that are thought to 
have existed during the TMI-2 accident. In all cases, the cesium reaction 
product existed in the inner oxide formed on the steel. Where a correla- 
tion could be established, it was between cesium and silicon (as silica). 
In a few of these cases, where the reaction had gone to completion, the 
product was identified as Cs2Si4Og. A model was developed for the kinetics 
of this reaction as controlled by the temperature, oxide growth, and avail- 
ability of CsOH. A similar reaction between cesium and silicon was 
observed to have occurred in the TMI-2 accident. 

Results of early work showed CsI to be quite stable in a steam environment 
in the presence of structural materials. CsI instability was first 
observed in a radiation field and was attributed to the ionizing radiation. 
Subsequent experiments have shown that this instability can be produced by 
purely thermal effects. The magnitude of the instability varies from test 
to test. Some pattern to the instability may be obtained by examining the 
kinetics of the reaction of the cesium-bearing compound resulting from 
decomposition. 

Surface reaction rate constants for CsOH and CsI in these accident environ- 
ments are presented for use in severe accident codes such as TRAPMELT. 

2 . 2  ACRR Source Term Experiments 

Understanding the release of radionuclides during fuel degradation in a 
core uncovery accident is the first stage in determining the amount and 
nature of the overall radioactive release from the damaged nuclear plant. 
Current estimates of the release of the principal fission products over the 
range of relevant accident conditions are subject to significant uncer- 
tainty (e.g. , the QUEST study). A key element in reducing the uncertainty 
in predicted overall releases is an improved understanding of release of 
fission products from the fuel under severe fuel damage conditions. Major 
progress is being made in the development of mechanistic release models 
(e.g., MELPROG's VICTORIA model) to significantly decrease these uncer- 
tainties. The ACRR Source Term (ST) program is being conducted to provide 
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a data base for fission-product release over a range of fuel temperatures, 
system pressures, and fuel damage states. Significantly, these experiments 
will be performed in well-controlled, well-known, in-pile conditions and in 
the presence of ionizing radiation, where little or no data currently 
exist, to allow the validation of these improved fission-product release 
models. 

Major activities during this period involved completion of development 
testing and qualification of the fission-product filter samplers, continued 
development of posttest analytical methods, completion of the hot cell 
plant modifications, fabrication and procurement of components for the ST-1 
experiment, and the beginning of assembly of the ST-1 experiment package. 

Development of the ST fission-product filter samplers has been completed. 
The final filter design meets the design goals of operation within the ST 
environment, of high collection efficiency, and of ease of disassembly and 
analysis. Qualification tests of the final sampler design have been com- 
pleted. These tests demonstrated the performance of the samplers under 
conditions similar to those anticipated for the ST-1 experiment. The 
samplers were found to have overall collection efficiencies greater than 98 
percent for the mixture of fission-product species anticipated (including 
Cs, CsI, Ba, Te, and SnTe) . The pressure drop across the filter assembly 
is acceptable with the anticipated material loadings. Deposition wires 
from the development test have been examined using SEM and X-ray diffrac- 
tion methods. Aerosol species and morphologies which might be anticipated 
in the ST-1 experiment have been identified from examination of the wires. 

The posttest analysis methods have been defined, have been implemented in 
the hot cell, and are being rehearsed. The posttest examination of the 
filter components includes gamma spectroscopy (primarily for C s ) ,  ion 
chromatography for Ba and Sr, ion specific electrode for iodine, voltametry 
for Te, gas analyses by mass spectroscopy for Kr and Xe, and precipitations 
to separate Sr, Te, and rare earth elements from Cs followed by gamma or 
beta counting. 

The plant modifications to the TA-5 Hot Cell Facility are now complete. 
The cask assembly is nearing completion. Nearly all of the components for 
the ST-1 experiment package have been delivered except for some of the 
dense zirconia parts. A rehearsal mock-up of the experiment package has 
been assembled for use in the development of hot cell methods. Routing and 
assembly of the interconnecting plumbing in the ST-1 package is in progress 
as are the qualification tests on components and subassemblies. 
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EXECUTIVE SUMMARY 

3 .  LWR DAMAGED FUEL PHENOMENOLOGY 

Sandia's LWR Damaged Fuel Phenomenology program includes analyses and 
experiments that are part of the integrated NRC Severe Fuel Damage (SFD) 
Research programs. Sandia is investigating, both analytically and in 
separate-effects experiments, the important "in-vessel" phenomenology 
associated with severe LWR accidents. This investigative effort provides 
for two related research programs: (1) the Debris Formation and Relocation 
(DFR) program and (2) the Degraded Core Coolability (DCC) program. The 
focus of these activities is to provide a data base and improved phenomeno- 
logical models that can be used to predict the progression and consequences 
of LWR severe core-damage accidents. Radionuclide source term uncertainty 
studies (e.g., the QUEST study) indicate large sensitivity of source terms 
to core-temperature distributions, geometric configurations, and coolant 
flows. The DFR experiment program provides unique data on in-vessel fuel- 
damage processes that are of central importance in determining the release 
and transport of fission products in the primary system. The DCC experi- 
ment program, completed in CY86, provided data on the ultimate coolability 
of damaged fuel configuration. Models coming from both programs are used 
directly in the MELPROG code. 

3.1 ACRR Debris Formation and Relocation (DFR) 

The focus of the DFR experiment program is directed toward providing 
separate-effects phenomenological data on important severe in-vessel fuel- 
damage processes to aid in the development of second generation severe 
accident analysis codes. Core-damage configuration, hydrogen generation, 
and fission-product release are the primary areas of interest. The DFR 
test series uses cinematography to record the fuel-damage progression 
during the course of in-pile experiments in which accident conditions are 
simulated in a small LWR fuel bundle. Decay heating in these experiments 
is simulated by fission heating of the fuel in the ACRR. Steam conditions 
and clad preoxidation, similar to expected accidents in a local region of a 
degrading core, are provided. Three DFR tests have been completed to date. 
Preparations for the final test, DF-4, are discussed in this report. 

Assembly of the DF-4 BWR Control Blade/Channel Box Experiment has been 
completed and final preparations for conduct of the test, including pretest 
calculations are underway. A description of the notable package features 
is given, which includes a review of the generic DFR features as well as 
features unique to the DF-4 design. One of the central issues to be ad- 
dressed in the experiment is the performance of the steel control blade and 
the zircaloy channel box. This issue relates to IDCOR assertions that 
hydrogen production in BWRs is significantly diminished owing to the forma- 
tion of tight blockages in the lower canister region, which prevents steam 
from reaching the upper core fuel cladding. Pretest calculations using the 
MARCON-DF4 experiment analysis code are presented along with the proposed 
operating sequence for the experiment. 
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EXECUTIVE SUMMARY 

4. MELT PROGRESSION PHENOMENOLOGY CODE DEVELOPMENT (MELPROG) 

The objective of this program is the development of a mechanistic computer 
model for the analysis of the in-vessel phases of severe accidents in LWRs. 
This model, MELPROG, is implicitly linked with the TRAC-PF1 thermal hydrau- 
lics code to provide a complete, integrated treatment of the reactor pri- 
mary system from accident inception up to and through release of core 
materials and fission products from the reactor vessel. The model also 
provides materials and thermohydrodynamic input to the CONTAIN reactor 
containment analysis model. 

The approach used in MELPROG has been to develop stand-alone modules to 
analyze specific phenomena that may be encountered during a severe accident 
sequence. These modules are then explicitly linked within the MELPROG code 
in order to treat the entire accident sequence in an integrated manner. In 
this way, we may obtain accurate predictions of both the various phenomena 
and the coupling between the phenomena. This approach allows key quan- 
tities, such as fission-product release and transport, to be calculated in 
a consistent manner. In addition, the modular structure has the advantage 
that it is relatively easy to improve or substitute new models into the 
code. 

4.1 MELPROG Code Development 

Development of MELPROG continued and was centered in the CORE model. The 
material relocation modeling received the most attention. In particular, a 
new model for conduction-limited crust formation was added to the code. 
This model provides a more realistic treatment of the crusting/candling 
phenomena than does a bulk-freezing model. 

4.2 MELPROG Code Applications 

The results of the calculation of a TMLB' sequence in the Surry reactor are 
being used to gain insights into severe accident phenomena. The most not- 
able insight is that natural circulation is a dominant phenomena and has a 
major effect on the core meltdown sequence. Calculations indicate that 
early failure of the primary system boundary may occur with natural circu- 
lation for this sequence in the absence of intervention. 

4 . 3  MELPROG Validation Experiments 

Degradation of a reactor core under accident conditions may result in 
frozen debris on the lower head of the RPV. This "crust" may inhibit the 
heat flux to the steel underneath, affecting the mode and location of ves- 
sel failure. 

Experiments have shown that the discharge of molten core material will 
ablate the steel of the lower head and create a larger aperture for the 
subsequent blowdown of the primary coolant system. If the resulting hole 
size is small, then the gas velocities in the reactor cavity may not be 
sufficient to cause entraining and levitating of the debris into the con- 
tainment. A large-diameter aperture (on the order of 0.5 m or greater) is 
required to develop the necessary gas mass flux. The refractory nature of 
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the crust layer may make it resistant to ablation by the high velocity core 
debris. Little or no ablation of the crust layer may be effective in 
limiting the growth of the exit aperture in the steel head. 

Results from a preliminary model indicate that the initial temperature of 
the crust material is the determining factor in the ablation of the steel 
head. At higher temperatures, the energy of the core debris passing 
through the aperture will be sufficient to ablate the crust at the same 
rate as the steel. For this situation, the crust will have no mitigative 
influence on debris dispersal. At a lower temperature, the crust will not 
ablate and the subsequent gas discharge will be limited by the size of the 
opening in the crust. 

Experiments are under way to assess the influence of a crust layer on the 
growth of the exit aperture. The initial temperature of the crust and the 
steel underneath will be established over a range of conditions to provide 
the data needed to refine the phenomenological model. The results will be 
incorporated in the MELPROG code. 
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REACTOR SAFETY RESEARCH 
SEMIANNUAL REPORT 
July-December 1986 

1. CONTAINMENT LOADING AND RESPONSE 

1.1 Sustained Core Debris-Concrete Interactions 

The containment of a reactor is the last barrier that prevents radionuclide 
release to the environment during a severe reactor accident. Considerable 
attention then needs to be devoted to accident phenomena that may threaten 
the integrity of reactor containments. Two important ex-vessel phenomena 
that may place significant loads on reactor containments are direct con- 
tainment heating caused by pressure-driven expulsion of melt from the reac- 
tor vessel and the interactions of core debris with structural concrete. 
Highlights of recent experimental research on these phenomena are described 
in this report. The recent developments in models of core debris interac- 
tions with. concrete--CORCON and VANESA--are also described. The results 
will not only be used to support model development for CORCON and VANESA, 
but also for the integrated systems development containment code, CONTAIN, 
and the melt progression code, MELPROG. 

1.1.1 Sustained Urania-Concrete Interactions (SURC): Experiments and 
Analysis 
(E. R. Copus, D. A. Powers, J. E. Brockmann, and R. E. Blose, 6422; 
D. R. Bradley, 6425) 

1.1.1.1 Introduction 

In the event of a severe reactor accident in which molten core debris 
penetrates the reactor vessel, the interaction of the molten debris with 
structural concrete in the reactor cavity is an important factor in the 
reactor containment loading and aerosol source terms associated with the 
accident. Since the time of the Reactor Safety Study,l this aspect of 
reactor safety analysis has been poorly understood, with little substantive 
experimental data available. Out of necessity then, computer models were 
initially developed based on data from simulant experiments and on observa- 
tions from the few existing melt-concrete experiments. The CORCON2 and 
VANESA3 computer models were developed using this limited data base. 

In the last two years, experimental programs at Sandia and at 
Kernforschungszentrum Karlsruhe (KfK) have investigated metallic steel 
melts interacting with concrete. Experiments at both facilities have been 
well-instrumented and have yielded an abundance of useful data. The avail- 
ability of these data has allowed validation of CORCON and VANESA and 
further model development. However, there are still important gaps in the 
experimental data base for molten core-concrete interactions. Specifi- 
cally, little or no data is available for sustained prototypic oxide melts 
interacting with concrete or for the effects of Zr oxidation on melt- 
concrete interactions. Zirconium has been found in previous CORCON/VANESA 
calculations4 to have a major influence on almost every aspect of the 
interaction from melt-concrete heat transfer to aerosol and fission-product 
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release. The SURC experiments at Sandia are designed to extend the data 
base in these areas and consequently, to provide validation of the models 
in CORCON and VANESA.596 

This report summarizes recent results obtained from the first experiment in 
the SURC test series, SURC3. 

1.1.1.2 SURC3 Experiment Description and Results 

The SURC3 experiment was designed to examine the interaction of a sustained 
stainless steel melt with concrete both before and after the addition of 
zirconium. The interaction crucible used in the experiment had a limestone 
concrete test bed approximately 20 cm in diameter and 40 cm deep. The test 
bed was surrounded by an MgO annulus that was IO cm thick and 90 cm high. 
This crucible design limited concrete erosion to the axial direction. A 
0.3-m3 top hat was sealed to the MgO annulus to direct aerosol and gas 
effluents through the instrumentation stream. The charge in SURC3 was 
composed of 50 kg of stainless steel and 2 kg of fission product simulants. 
An additional 5 kg of Zr metal were added to the charge during the test. 
The charge was inductively melted and sustained using a 55-cm induction 
coil and a 250 kW-1000 Hz power supply. 

Instrumentation for the test consisted of 50 thermocouples embedded in the 
concrete to measure pool temperatures and axial erosion; 40 thermocouples 
in the MgO and top hat to measure sideward and upward heat losses; five 
independent flow measurement devices; gas composition measurement by means 
of an infrared CO/CO2 monitor, a mass spectrometer, and an integral grab 
sampling device; and aerosol source term measurements using cyclone 
impactors, filters, and a photometer. 

The experimental procedure for SURC3 was to first melt the steel and allow 
it to erode 6 to 8 cm of concrete. Zirconium metal was then added to the 
melt to determine the impact of Zr oxidation on concrete erosion, gas flow, 
gas composition, and aerosol and fission-product release. Posttest inspec- 
tion of the crucible and its contents revealed that only 1.5 kg of Zr had 
actually entered the melt during this phase. After Zr oxidation had ap- 
parently been completed and the interaction had returned to pre-Zr steady- 
state behavior, the experiment was terminated by turning off the induction 
power supply. 

Preliminary results of the test indicate that during the 30 min prior to Zr 
addition the concrete erosion rate was 0.14 cm/min, the flow rate of ef- 
fluent gases was 50 L/min, aerosols created an opacity of 25 percent, the 
gas composition was 85 percent CO and 15 percent C02, and pressure in the 
containment top hat was 0.75 lb/in* gauge. Two minutes after Zr was added 
to the melt, the flow rate jumped to 135 L/min, the aerosol opacity in- 
creased to 50 percent, pressure increased to 2 lb/in2 gauge, and the gas 
composition shifted to 96 percent CO and 4 percent C02. This excursion 
continued for approximately 10 min, during which time the erosion rate 
averaged 0 . 4  cm/min. After 10 min of interaction, the pressure, flow rate, 
erosion rate, and gas composition all returned to their original values for 
the remainder of the test. Forty-five minutes after the first Zr addition, 
an attempt was made to add an additional 5 kg of Zr. This attempt failed 
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because of a thick buildup of overlying crust material in the MgO annulus. 
The test was terminated 1 h later. 

1.1.1.3 SURC3 Posttest Analysis 

Four substantive observations pertaining to the interaction of sustained 
stainless steel melts with concrete both before and after the addition of 
Zr were made based on the initial SURC3 data, which is shown in 
Figures 1.1-1 through 1.1-5 and Table 1.1-1. The observations are: 

1. Zr addition had a major effect on limestone concrete ablation, 
effluent gas production, gas composition, and aerosol production. 

2. Steady melt pool temperatures of greater than 1900 K were measured 
throughout the test. 

3 .  Copious aerosol production accompanied the entire melt-concrete 
reaction. These aerosols were mostly comprised of Te with only 
small amounts of Ca. 

4. No evidence of intense carburization (coking) during the Zr reac- 
tion was observed. 

Figures 1.1-1, 1.1-3, 1.1-4, and 1.1-5 demonstrate the major effects of Zr 
addition to steel-concrete attack. They show that the erosion rate, gas 
production, and carbon monoxide concentration in the effluent gas all in- 
crease in the presence of Zr reactions. 

Figure 1.1-1 shows the ablation distance in the limestone concrete as a 
function of time for SURC3. Prior to the addition of Zr, the erosion rate 
averaged 0.14 cm/min. The ablation rate increased to 0.34 cm/min following 
Zr addition and then decreased to a rate of 0.24 cm/min for the remainder 
of the test. Figure 1.1-3 shows the effluent gas flow in standard liters 
per minute versus time for the SURC3 test. The gas flow ranged from 20 to 
30 sL/min before Zr addition, from 80 to 160 sL/min during the Zr reaction, 
and from 20 to 40 sL/min after the completion of the Zr reaction. 
Figure 1.1-4 shows that the composition of the gaseous effluent varied from 
80 percent CO and 20 percent C02 in the absence of Zr reactions to 96 per- 
cent CO and 4 percent C02 in their presence. Also, Figure 1.1-5 shows the 
aerosol source term ranges from 5 to 15 mg/s throughout the test. 

A second major observation of the SURC test was that the melt temperature 
remained significantly higher than the melting point of stainless steel 
throughout the test. Twelve data points ranging from 1925 to 2040 K are 
shown in Figure 1.1-2. The addition of Zr to the melt appeared to have 
minimal effect on the pool temperature. 

A third major observation of the SURC experiment pertains to steel-concrete 
interactions in general as well as interactions with Zr-steel melts. The 
aerosol source term is seen to remain at significant levels (5 to 10 mg/s 
as seen in Figure 1.1-5) throughout the test with a large portion of that 
aerosol being metals or fission products such as Te, Fe, and Cr rather than 
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concrete products such as Na or Ca. Table 1.1-1 shows an abbreviated 
elemental analysis of the aerosol composition. 

Finally results of the SURC3 test show no evidence of an intense carburiza- 
tion reaction such as coking during the Zr reaction phase. This is best 
illustrated by Figures 1.1-3 and 1.1-4, which show no severe decrease in 
either gas flow rate or the overall carbon content of effluent gas. 

1.1.2 Combustible Gas Generation During the Interactions of Core Debris 
With Concrete 
(D. A .  Powers, 6 4 2 2 )  

The uninterrupted progression of a severe reactor accident leads, 
eventually, to the escape of reactor core debris from the reactor coolant 
system into the reactor cavity. This escape of the reactor core debris 
marks the start of the ex-vessel phase of a severe accident. In the con- 
ventional analysis of severe reactor accidents, the predominant physical 
and chemical phenomena taking place in the ex-vessel phase of a severe 
accident are those associated with the interaction of core debris with 
structural concrete in the reactor cavity. Of particular interest, is the 
production of noncondensable and flammable gases during these interactions 
of core debris with concrete. 

Gases are produced during core debris interactions with concrete in three 
ways ; 

1. Core debris directly attacks, decomposes, and ablates concrete. 

2.  Convection and radiation of heat from the core debris decomposes 
concrete not in direct contact with the core debris. 

3 .  Liquid water overlying or inundating the core debris boils to form 
steam or reacts to form hydrogen. 

The production of gases during the interactions of core debris ex-vessel 
threatens the integrity of containment by overpressurization. The produc- 
tion of flammable gases ex-vessel can enhance the combustibility of the 
containment atmosphere. For the purposes of this report, the most im- 
mediate interest is in the production of flammable gases as a result of 
core debris-concrete interactions or core debris-coolant interactions. The 
production of nonflammable gases by heating of concrete not exposed to core 
debris is also of interest because these "inert" gases, too, affect the 
combustibility of the containment atmosphere. 

An understanding of gas generation during core debris-concrete interactions 
begins with an understanding of how concrete decomposes. A discussion of 
concrete decomposition is presented in Section 1.1.2.1 and is followed by a 
discussion of the chemical behavior of the gaseous products of decomposi- 
tion. An abbreviated account of gas production during ex-vessel core 
debris-coolant interactions concludes this section. 
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1.1.2.1 Thermal Decomposition of Concrete 

Concretes used in the construction of nuclear power plants are quite 
diverse. Some typical compositions of concretes from existing reactors are 
shown in Table 1.1-2. All the concretes consist of a cementituous material 
binding together large and small aggregates. Worldwide the cementituous 
material is very nearly the same in all reactors. Dry, it consists of: 

60-67 weight % CaO 

11 17 - 25 Si02 

3-8 weight % A1203 

11 Fe2O3 0.5-6 

It 0.1-4 I' MgO 

0.2-1.3 Na20 and K20 

Upon hydration, complex species are formed in the course of slow chemical 
processes that can take years to reach completion. The more important 
hydrated species are : 7 9 8 7 9 

The aggregates in the concrete are chemically diverse. It is both 
convenient and traditional to group these aggregates as either (1) 
siliceous (i.e., shist, granite, granodierite, basalt) or (2) calcareous 
(i.e., calcite, dolomite). 

For some special shielding purposes, other high density aggregates such as 
a barite and magnetite have been employed in nuclear power plants. These 
aggregates do not fall conveniently in the two categories listed above, but 
such specialty concretes seldom constitute a significant fraction of the 
concrete found in modern nuclear power plants. 

Upon heating concretes begin to decompose and the decomposition involves 
the loss of gaseous materials. A plot of the weight-loss of a concrete 
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sample heated at 10"C/min is shown as a function of temperature in 
Figure 1.1-6. A qualitatively similar pattern of weight loss would be 
obtained for any concrete.10 There is continuous loss of material at all 
temperatures up to about 1000°C. The continuous weight-loss is punctuated 
by three significant, rapid weight-loss events traditionally labeled as :I1 

1. Loss of free water (80" to 140°C) 

2. Loss of chemically bound water (350" to 520°C) 

3. Loss of carbon dioxide (550" to 1000°C) 

Though all three of these "weight-loss events" occur in all concretes when 
heated, the magnitudes of the events vary among the different concretes. 

The so-called "free water" in concrete, a lso  known as "gel water," is 
molecular H20 coordinated to cations or condensed in the pore structure of 
the cementituous phases of the concrete. Over time, free water in the 
concrete is converted to "chemically bound water" as the hydration reac- 
tions in the cementituous phases of concrete progress. There is, however, 
always some free water present. There is seldom less than 1.5 to 2 percent 
by weight free water in concrete. There may be more free water depending 
on the ambient relative humidity.12 A plot of the free water content of 
concrete as a function of relative humidity is shown in Figure 1.1-7. The 
variability of the free water content of concrete arises because of the 
Kelvin effect on vapor pressure of water within the pore structure of con- 
crete. The cementituous phases of concrete are, typically, 45 to 55 
percent porous. 13 

Since the relative humidity in the vicinity of the cavity in a reactor 
power plant will be high, free water contents of the structural concretes 
may exceed 5 weight percent. 

Chemically bound water is, in fact, water present in the cementituous 
phases of concrete as hydroxide groups. The most important constituent of 
the hydrated cementituous phase containing bound water is Ca(OH)2. The 
amount of Ca(OH)2 in the cementituous phases of concrete increases with the 
time of concrete curing. Typically, the chemically bound water content of 
concrete is 1.8 to 3 weight percent. 

The highest temperature weight loss event in the pyrolysis of concrete is 
caused by the decomposition of carbonates. All concretes contain some 
carbonate. If nothing else, the carbonates are produced by the reaction of 
atmospheric C02 with Ca(OH)2 in the cementituous phases :I4 

Ca(OH)2 + C02-CaC03 + H20t 

-21- 



8 f 

0
 

0
 

z 0
 

0
 

ab 

8
 

(0
 

0
 

0
 

d
 

8
 

N
 

0
 

n
 

0
 
v
 

o W
 

3
 

a
 

a
 

n
 

I
 

W
 
c
 

z W
 

-2
2

- 



0.3 

a a 
a 
(3 

W e 
0 cv 

0.1 

0.0 
0 

1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  

2 0  40 60 80 
RELATIVE HUMIDITY(%) 

100 

Figure 1.1-7. Free Water Content of Cement as a Function of Relative 
Humidity (Reference 12) 

- 2 3 -  



But the most important carbonates are those used as aggregates. The most 
common calcareous aggregates are calcite (CaC03) and dolomite (MgCa(C03)2). 
Seldom are the calcareous aggregates purely one or the other of these 
materials. When calcareous aggregates are used, the C02 content of con- 
crete can be between 20 and 38 weight percent depending on whether or not 
calcareous material is used as both the large and fine aggregate. 

Heating of the concrete initiates first the loss of free water. This loss 
of free water, like all decomposition processes of concrete, is a kinetic 
process--that is, the rate and extent of decomposition depend both on time, 
temperature, and ambient partial pressure of the product gas. Powers has 
characterized the forward reaction as a first order rate process : l5 

da 
~- (I) - K(')exp (-E1/RT) (lal) , dt 0 

where 

R =  

T =  

fraction of free-water loss, 

rate parameters, 

gas constant, 

absolute temperature 

This rate expression applies only to the forward reaction in the absence of  
any significant partial pressure of water vapor in the gas. To accommodate 
finite ambient partial pressures of steam, the rate expression is 

where 

P(H20) = actual partial pressure of steam, 

Peq(H20) - equilibrium partial pressure of steam. 
The rate expression does not address the evaporation of water condensed in 
the pore structure of concrete. For very precise work, an additional rate 
expression treating surface curvature effects on the vapor pressure of 
water should be developed. 
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The rate of chemically bound water from concrete is also a kinetic process, 
which again can be characterized by first order kinetics : 15 I 16 

- =  b2 K(2) exp (-E2/RT) (1-a2) [' - 
dt 0 

where 

a2 = fraction of bound water l o s s ,  

, E2 - rate parameters, (2) 
KO 

7 P (2)(H20) = 3.83 x 10 exp[ -13133/T] atmospheres . 
eq - 

The value of Peq(2) (H20) has been estimated by assuming the decomposition 
reaction to be 

Ca(OH)2=CaO + H20t . 

The decomposition of carbonates in the concrete can be more complex than 
the loss  of free or chemically bound water. Powers16 has examined the 
decomposition of calcite in concrete. In the absence of significant 
ambient partial pressures of C02, the rate of decomposition is 

- -  &3 (3) 2/3 dt - K 0 exp ( -E3/RT) ( l-a3) 9 

where a3 = fraction of C02 lost. When there is a nonnegligible partial 
pressure of ambient C02, the above rate must be multiplied by 

where (eq.) = 2.45 x 10 exp 
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Rate constants for the various decomposition reactions are shown in 
Table 1.1-3. Comparisons of observed and calculated weight losses are 
shown in Figure 1.1-6. 

Decomposition of pure dolomite has been studied frequently. 17-20 The 
reaction is best considered to progress in two steps: 

The rate of the first step of the reaction reaches a maximum at about 735°C 
under the conditions of differential thermal analysis.20 The rate of the 
second reaction is not the same as that for pure calcite. This rate is a 
maximum at about 900°C. The rate of decomposition of pure dolomite seems 
to follow the 2/3 order kinetics found for calcite.21 The decomposition 
is, however, sensitive to impurities in the dolomite. For instance, CaC12 
can reduce the temperature of the first reaction step to 515OC.20 

All the decomposition processes of concrete that yield gas are endoergic. 
The enthalpies of decomposition are: 

1. Loss  of free water*: 12.5 kcal/mole 

2. Loss of chemically bound water: 26.1 kcal/mole 

3 .  Loss of carbon dioxide: 42.6 kcal/mole 

The chemical kinetics of concrete decomposition cannot be applied to bulk 
concrete without making some effort to describe the transport of gaseous 
products away from the site of reaction. This is particularly important 
for the loss of water from the concrete. Water vapor formed by decomposi- 
tion must migrate through a thickness of  porous, decomposed concrete. To 
drive the water vapor through this bed of material, a fairly high pressure 
head must develop. Water vapor may then be driven from the reaction zone 
either toward the source of heat or away from the source of heat. That 
driven toward the source of heat will, of course, escape. That driven away 
from the source of heat will condense. In dynamic heating tests of con- 
crete, the condensation of water becomes a major mechanism of heat transfer 
within the concrete. The condensation of water creates a temperature 
arrest in the concrete. This temperature arrest can be seen in the data 
for concrete subjected to a heat flux on one surface as shown in Figure 
1.1- 8.22 

*This enthalpy applies to water coordinated to cations. The enthalpy of 
vaporization of water condensed in the pore structure of the cementituous 
phase is about 10 kcal/mole. 
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Table 1.1-3 

Kinetic Parameters for the Weight Loss 
Events During Concrete Heating 

React ion Parameters for 
Siliceous Concrete 

Free water loss  E = 11600 cal 

Ko(l) = 4.4~106 min-1 

Bound water loss E2 = 41900 cal 

k0(2) - 2.8~1012 min-1 
Loss of c02 E3 - 42600 cal 

Ko(3) = 3.6~106 min-1 

Parameters for 
Limestone Concrete 

E1 = 11000 cal 

Ko(l) = 1.29~106 min-1 

E2 = 40800 cal 

K0(2) - 1.96~1012 min-1 

E3 - 44900 cal 
Ko(3) = 1.94~106 min-1 

The drying of concrete has been much ~tudied.23-~~ A notable development 
of equations of  combined heat and mass transport in terms of irreversible 
thermodynamics has been presented by Bazant .25 Several computer codes have 
been written to describe gas production during the pyrolysis of 
concrete. 29 F 3 0 ~  31 The USINT code29 deserves special mention because of its 
endorsement by an independent assessment group. 32 Comparison of the 
predictions of this code with data obtained by investigators of the Hanford 
EnginCering and Development Laboratory33 are shown in Figure 1.1-9. It has 
generally been found that temperatures within concrete can be rather easily 
calculated with simple models. Pressures within the concrete pore struc- 
tures and water loss rates are more sensitive indicators in determining 
whether a model is an adequate description of the gas release process. 

Water release models such as USINT have been incorporated into accident 
analysis models for breeder reactors. 34 Relatively less attention has been 
given to accurate modeling of the gas release processes in the analysis of 
accidents in light water reactors. This inattention is not especially 
consequential in considering concrete directly exposed to core debris. 
Significant errors in the gas production rates from concrete exposed to hot 
gases or radiant energy may arise when simplistic models are employed. Gas 
production from concrete not directly attacked by core debris can be 
important in the analysis of pressurization in small containments. 35 
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There is a complexity in the treatment of gas generation from concrete 
structures that goes beyond heat and mass transport within the concrete. 
That complexity is the ablation of the concrete structures not in contact 
with the core debris. Often, it is assumed that these structures will 
ablate by melting. There are, however, other possible mechanisms of con- 
crete ablation. Heated concrete loses strength and, in fact, powderizes. 
Ablation of concrete could be by decrepitation. The enthalpic cost of 
concrete ablation by this mechanism is much less than ablation by melting. 
Thus, at a given heat flux, faster ablation could occur and would lead to 
more rapid gas generation. 

An even more rapid means of concrete ablation is spallation. Concrete 
exposed to direct attack by molten core debris is known not to spall 
significantly. 36 But concrete exposed to convective and radiant heat from 
core debris can spall. Spallation and especially explosive spallation of 
concrete has been studied primarily in connection with fire safety.37938939 
As yet, predictive models of spallation under reactor accident conditions 
have not been developed. 

1.1.2.2 Reactions of Gases With Core Debris 

The gaseous products of concrete decomposition are H20 and C02. The 
production of these gases contribute to containment pressurization in a 
reactor accident, and these gases could affect the combustibility of the 
containment atmosphere primarily by acting as inerting agents. Much 
greater interest arises in gas generation during core debris-concrete 
interactions when the gaseous products of concrete decomposition can react 
with the core debris to form flammable hydrogen and carbon monoxide. 

Among the most important results of experimental investigations of high 
temperature melt interactions with concrete was that gases evolved from the 
concrete sparged through the melt. 11, This sparging behavior of the 
gases afforded an opportunity for steam and carbon dioxide to react to form 
flammable gases. Indeed, flammable gas production is an important feature 
o f  all high-temperature melt-concrete interactions. Recent results have 
shown that gases evolved from the concrete will react with core debris to 
form hydro en and carbon monoxide even when the core debris is not 
molten. 40,48.42 

I 36 

Core debris produced in a severe reactor accident will consist of two 
largely immiscible phases--a metallic phase composed primarily of steel, 
stainless steel, and unoxidized zirconium and an oxide phase composed 
primarily of zirconium dioxide and urania fuel. Some recent work has 
indicated that metallic uranium might also be present the metallic 
phase. 43 9 44 

The metal phase of core debris readily reacts with the gases produced by 
decomposition of concrete. Formally, some of the reactions are: 
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Zr + H20 -Zr02 + 2H2 

Fe + H20- FeO + H2 

2Cr + 3H20-Cr203 + 3H2 

2Fe + 3C02 -Fe2O3 + 3CO 

2Cr + 3C02 -Cr2O3 + 3CO . 

Zirconium metal is sufficiently electropositive that it can reduce C02 
completely to carbon: 

Zr + C02 - Zr02 + C . 

Once all the zirconium in the melt has been depleted, any carbon formed in 
the melt will react with gases evolved from the concrete: 

c + c02 - 2co 
C + H20 - CO + H2 . 

The formation of carbon and its subsequent reactions have an important 
bearing on the calculation of containment atmosphere combustibility. While 
zirconium metal is present in the core debris, the carbon formation reac- 
tions prevent significant generation of carbonaceous gases by core debris- 
concrete interactions. Once the zirconium inventory is depleted, the 
reactions of carbon result in two moles of combustible gases escaping into 
the reactor containment for every mole of gas evolved from concrete being 
attacked by core debris. This effect of zirconium on gas generation is 
shown in Figure 1 . 1 - 1 0  by the results o f  a calculation for a hypothetical 
reactor accident. 

Some models of core debris-concrete interactions have attempted to describe 
the reactions of gases with core debris in terms of the reactions listed 
above .44 ,45  A more realistic portrayal, however, recognizes the solution 
nature of the metallic phase. 3 For thermodynamic equilibrium conditions, 
the extent of gas reaction with the core debris is characterized by the 
hydrogen-to-steam partial pressure ratio of the gas evolving from the core 
debris. A plot of this ratio as a function of time for a particular ac- 
cident analysis is shown in Figure 1.1-11. For this calculation, the com- 
position dependent activity coefficients of melt constituents shown in 
Table 1.1-4 were used. When zirconium is present, carbon is formed from 
carbonaceous gases evolved from the concrete and the hydrogen-to-steam 
partial pressure ratio varies between lo5 and l o 4 .  The condensed product 
of reaction, aside from carbon, is nearly entirely C02. Once the zirconium 
is almost entirely reacted, carbon in the melt begins to react. When this 
happens, there is very little condensed phase product of reaction. The 
hydrogen-to-steam partial pressure ratio varies during this stage between 

-31-  



I 
I 

I 
1 

I 
I 

I 
1 

I 
1- 

I
&

 
I

.
 

I
.

 
1

.
 

I
.

 
I

.
 

I
.

 
I

.
 

I
.

 
1

.
 

1
.

 
I

.
 

1: 

I
'

 
I

'
 

I
'

 
I

'
 

I
'

 
I

'
 

I
'
 

I
'

 
I

'
 

I
'

 
I

-
 

I
.

 
I

.
 

I
.

 
I

.
 

.- 
/
 
.
 

/
 

/
 

.- 
/
 

/
 

/
 

/
 

I I I I I I 1 I I I I I I I I I 

.
.

 

:* 
-
-
-
'
 

/
 

_
--- 

---- 
_

---- 

-
-
-
-
-
-
-
 

-- -
-
-
-
-
-
-
-
 -
-
-
-
-
 -
-
-
-
-
-
-
 

0
 

m
 

0
 

4
 

4
 

4
 

0
 

CT) 
0
 

b
 

0
 

0
 

Ln 
m

 
0
 
4
 

n
 

0
 

E
 

3
 

0
 
I
 

W
 

E
 

I- W
 

H
 

(O
N

033S
/S

310W
> 

3
1

V
tl N

O
IlV

t1
3

N
3

3
 S

V
3 

-3
2

- 



z 0
 

F
 

a n 
si 
0

 

n
 

a z b
 

z n
 

si 

b v 
cy 

r
 

0
 

r
 

0
 

v
 f 8

 
r
 

O
llV

M
 3U

n
S

S
3U

d
 1

V
llM

V
d

 U
U

V
31S

 0
1
 N

3
9

O
U

a
A

H
 

z 0
 

F
 
0
 

a U W
 

I- z W
 

U
 
0
 

z 0
 
0
 

U
 

W
 

W
 

U
 

0
 
0
 

(3
 
z a 3 
n

 
W

 
L
 

F
 

0
 

t; 3i m
 

n
 

0
 

- 



Table 1.1-4 

Activity Coefficients for the Metallic Phases of Core Debris (Reference 3) 

Carbon 

ln[-y(c)] - -0.3567 - 5.1 X(Cr) + 2.9 X(Ni) 

+(7808/T + 2.871) X(C) + (15,624/T + 5.323)[X(C)I2 

- o.~[x(c~) 12 

Chromium 

ln[-y(Cr)] = -5.1 X(Cr) 

- Iron 

ln[-y(Fe)] = -0.1(X(Ni))2 + (3904/T + 1 . 4 3 6 )  [X(C)l2 

+ 5.1 X(Cr)X(C) - 2.9 X(Ni)X(C) 

Nickel 

ln[-y(Ni)J = -0.4155 + 0.2 X(Ni) + 2.9 X(C) 

Zirconium 

In [-y(Zr)] = -(6175/T)[l-X(Zr) J2 

where 

7(i) P activity coefficient of species i, 

X(i) = mole fraction of species i. 
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l o 3  and 102. Once the carbon content of the core debris has been reduced 
to a few tenths of percent, then Cr and Fe in varying proportions are 
oxidized. When Cr is the predominant reactant, the hydrogen-to-steam 
partial pressure ratio is about 100. A s  more iron becomes involved in the 
reactions, the hydrogen-to-steam partial pressure ratio falls to about 3. 
Thus, as an interaction of core debris with concrete begins, there is 
nearly complete reduction of gases evolved from the concrete to flammable 
species. A s  the interaction progresses, the amount of reduction decreases. 
When iron is the most reducing constituent of the gas, only about 0.75 of 
the gas evolved from the concrete is converted to flammable species. Were 
all the iron oxidized from the core debris so that nickel was the pre- 
dominant constituent of the metal phase, very little reduction of the 
evolved gas would occur. For typical accident analyses, this complete 
oxidation of iron seldom happens because the iron inventory of the core 
debris is replenished by iron from reinforcing steel in the concrete. 

Several computer codes have been written to describe gas generation during 
core debris-concrete interactions. 2 P 3 ~45-50 Typical predictions for com- 
bustible gas generation in accidents with siliceous and limestone concrete 
are shown in Figure 1.1-12. Note that the limestone concrete can produce 
much more gas than siliceous concrete. 

The actively used models of core debris concrete interactions2 8 3 8 45-50 have 
several characteristics in common: 

1. They neglect conduction into the concrete--gas generation from the 
concrete is proportional to concrete ablation. 

2. The gas generation is dependent on the heat flux to the concrete. 

3 .  They assume gases equilibrate with the melt. 

4. They neglect the effects of boron carbide control rod material on 
gas composition. 

The complexities of heat conduction into concrete have been discussed 
above. A s  long as the rate of concrete ablation is sufficiently rapid, the 
rate of heat conduction into the concrete will be the same (following 
aninitial transient) as the rate of ablation. This can be seen in the 
location of the ablation front and the location of the interface where 
"free water" is being lost as observed in a test of steel/concrete inter- 
actions shown in Figure 1 .1 -13 .  Once ablation slows, heat conduction can 
no longer be neglected. The existing models would be expected to under- 
predict particularly the rate of water release from concrete when the core 
debris has solidified.40 

Models of the melt-to-concrete heat transfer used in the existing computer 
codes are, then, very important in the determination of how much gas is 
produced during core debris-concrete interactions. Recent results of 
experiments conducted in West Germany51 have questioned some of the older 
models of this heat transfer process. 52 , 53 Active development of improved 
models of the heat transfer is now underway.54955 
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The assumption that gases entering the melt quickly equilibrate with the 
melt seems adequate. Attempts to describe the kinetics of gas reactions 
with the melt (as described in Reference 3) usually indicate equilibrium is 
achieved after gases have passed through only a few centimeters of melt. 
Unfortunately, the existing models assume the gases only react with the 
metallic phase. Consequently, gas from the concrete that interact with the 
oxide phase are not converted to flammable species. This assumption 
neglects the variable stoichiometry of urania and the reactions :56 

uo2+x + YH20 -uo2+x+y + YH2 

Recent experiments with urania melts have shown, indeed, that gases will 
react with these melts. 52 

A reactive constituent of core debris expected to form during accidents, 
especially in boiling water reactors, is boron carbide. There have been 
neither experimental studies nor extensive analyses of the effects of boron 
carbide on gas generation. It is well-established that boron carbide will 
react with steam:57,58 

B4C + 6H20-2B203 + C + 6H2 

B4C + 7H20 -2B203 + CO + 7H2 . 

These reactions of B4C have been observed at temperatures as low as 380°C. 
Above about 460°C the B2O3 product is a liquid and the presence of this 
liquid product layer slows the rate of reaction. The product layer is 
itself reactive with steam: 

B2O3 + H20-2HB02 (gas) 

B2O3 + 3H20- 2H3B03 (gas) . 

As a consequence, the liquid layer reaches a constant thickness as the 
reaction progresses. 

Boron carbide will also react with hydrogen to form boranes: 

B4C + 6H2- 2B2Hg(gas) + C . 

Parker,59 has simulated core meltdown in steam and involving fuel and B4C 
control blades. In these experiments, the steam reacted with zirconium 
clad on the fuel and the product hydrogen reacted with B4C to form boranes. 
The boranes are of interest because they are (1) quite volatile, (2) quite 
toxic, and (3) readily combustible. 
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1.1.2.3 Reactions of Gases Above the Core Debris 

Gases emerging from the core debris will be hot enough to continue to 
react. If a water pool overlies the core debris, it may be that the gases 
will be quenched rapidly so that their compositions upon emerging from the 
core debris will be preserved. Otherwise, the gas composition can evolve 
as the gas passes along the thermal gradient between the reactor cavity and 
the reactor containment. Little attention has been given in reactor acci- 
dent analyses to the reactions of gases once they emerge from the core 
debris. 

In experimental studies of core debris-concrete interactions, the gases 
have been conducted along pathways from the site of interactions to 
sampling positions that are much cooler than the core debris. It has been 
possible to examine the gas compositions to infer the last temperature at 
which the gas composition was at equilibrium. These analyses have 
indicated that gases continue to react sufficiently rapidly to maintain 
chemical equilibrium at temperatures as low as about 1000 K . 4 1 9 6 0  This 
result is consistent with the expectations based on the known kinetics of 
gas phase reactions. 

An example of the temperature dependence on the equilibrium composition of 
a gas produced during core debris-concrete interaction is shown in 
Figure 1.1-14 .  The predominant reactions affecting the gas composition 
are : 

H 2 0  + CO-H2 + C 0 2  

CO + 3 H 2  -CH4 + H 2 0  . 

With decreasing temperatures, both these reactions are displaced in- 
creasingly to the right. That is, residual water vapor is converted to 
hydrogen and carbon monoxide is converted to methane. Below about 1000 K ,  
according to the available data, these reactions slow enough that 
equilibrium compositions cannot be maintained. 

Gases very rich in carbonaceous species emerging from core debris may give 
rise to another reaction: 

2 co-co2 + c 

This reaction can occur whenever 
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where 

AG/R ,= -20744 + 21.15 T, 

= partial pressure of C02, pco2 

Pco - partial pressure of CO. 
Because the reaction is heterogeneous--a condensed product is produced-- 
some surface catalysis is often found necessary to facilitate the reaction. 
Both iron and steel can act as such catalysts. 

Reactions of the gases emerging from core debris may involve the contain- 
ment atmosphere drawn by natural circulation into the cavity region.61 Gas 
temperatures in excess of about 800 K are sufficient to assure that oxygen 
from the containment atmosphere will react with hydrogen and carbon 
monoxide. The gases produced by these reactions could, of course, react 
with metal structures along the flow path to regenerate both hydrogen and 
carbon monoxide. These reactions with structures are, of course, kinetic 
processes discussed elsewhere. 

1.1.2.4 Effects of an Overlying Water Pool 

For many reactor accidents, it is hypothesized that core debris expelled 
from the reactor vessel will fall into a pool of water in the reactor 
cavity. This, of course, presents the possibility of fuel-coolant interac- 
tions which are discussed elsewhere in this report. Whether or not violent 
fuel coolant interactions occur, it is possible that reactor accidents may 
progress to involve core debris attacking concrete with a water pool over- 
lying the core debris. This simultaneous interaction of core debris with 
concrete and coolant, too, involves the possibility of violent fuel-coolant 
interactions--the so-called "alternate contact mode" of interactions. But 
this simultaneous interaction has historically been studied and analyzed 
within the context of core debris-concrete interactions. 

Because there is such a dirth of data, the physical phenomena involved in 
combined core debris-concrete-coolant interactions have been the subject of 
much speculation. Three possible scenarios have emerged from this 
speculation: 

1. The coolant quenches and fragments the debris into a coolable mass 
of  particulate. 

2. Quenching of the core debris occurs; but because of the enhanced 
surface area of the reactive debris, there is vigorous reaction to 
form hydrogen associated with the quenching. 

3 .  A coolant pool benignly boils on a crust over the core debris 
acting only as a way of removing heat from the core debris. 
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To date, there have been about five tests of combined core debris-coolant- 
concrete interactions. 22 9 - 4 1  62 63 In every case, the experimental studies 
have supported the third of these possibilities. The coolant layer boils 
benignly over the core debris. A plot of concrete erosion against time for 
tests with and without a water pool present is shown in Figure 1.1-15. 
Within the experimental error, there is no difference in the rate of con- 
crete attack caused by an overlying water pool. At the same time, no sharp 
increase in the production of combustible gases seems to be associated with 
the addition of water to core debris attacking concrete (Figure 1.1-16). 
In all the tests, the core debris is quickly separated from the water pool 
by a quenched crust of frozen material, which is permeable to gas but, 
apparently, impermeable to liquid water. In some cases, these crusts have 
been found to have an extremely strong monogogue structure.41 

Tests of combined core debris-concrete-coolant interactions have involved 
only about 50 kg of core debris and melt diameters of only about 20 cm. 
There is then a question of whether the observations to date would be 
replicated at a larger-scale. To date, the only analyses of this that have 
been published'suggest that indeed the same behavior would be expected for 
masses of debris encountered in reactor accidents spread over diameters in 
excess of 6 m.22 Experiences in the field of volcanology too support the 
contention that even at very large-scales self-supporting crusts can form 
which may prevent overlying water pools from either quenching the core 
debris or prompting vigorous production of combustible gases. 64 

1.2 High-pressure Melt Election and Direct Containment Heating 
(W. Tarbell, J. Brockmann, R. Nichols, and N. Yamano, 6422; 
M. Pilch, 6425) 

High pressure ejection of core debris into the reactor cavity is predicted 
if the reactor pressure vessel (RPV) fails while the primary system is at 
elevated pressure. Accident analysis assume that RPV failure in a pres- 
surized water reactor (PWR) will occur at an instrument guide tube penetra- 
tion in the lower head.65 Although critical to initiate the high-pressure 
melt ejection (HPME), the failure of the instrument tube has not been 
experimentally verified. Tube failure experiments are being planned under 
the MELPROG validation experiment program. Because head failure directly 
affects HPME and Direct Containment Heating (DCH), program personnel have 
analyzed the phenomena associated with this type of accident sequence. The 
results of the analysis follow. 

1.2.1 Introduction 

Failure of the primary system can occur in a variety of ways: 

1. Thermal shock resulting from injection of cold water into the 
primary system. 

2. Natural circulation induced creep-rupture failure of the head 
bolts, hot leg nozzle, surge line, steam generator tubes, or pump 
seals. 
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3. Steam explosion induced failure of the upper head, head bolts 
(stretch), or the lower head. 

4 .  Global creep-rupture/ablation of the lower head by relocated core 
debris in the lower plenum. 

5. Ablation of  lower head at the stagnation point of impinging jet of 
molten core material. 

6. Ejection of an in-core instrument guide tube 

The location, timing, and failure mode of the primary system affects the 
disposition of core debris in the containment, the resulting containment 
loads, and the aerosol source term. The first two failure modes could 
occur prior to debris relocation into the lower plenum, while the remaining 
modes can only occur after debris relocation. The 3rd and 5th failure 
modes might occur during the relocation phase itself. The emphasis of this 
discussion is on the last three failure modes. 

The failure mechanisms considered here all result from the thermal attack 
of core debris on the lower head. While considering the response of the 
lower head to thermal loads, it is equally important to realize that the 
thermal loads themselves are strongly dependent upon physics of fuel 
relocation into the lower plenum. This history dependence of fuel reloca- 
tion cannot be resolved here; consequently, the two limiting cases as 
depicted in Figure 1.2-1 are considered. 

In both cases, a layer (-0.05 m thick) of low melting point (-1000 K) 
control rod material resides on the lower head (-0.13 m thick). The con- 
trol rod material is assumed to relocate into the lower plenum when its 
steel clad melts, but well before any significant melting of fuel or its 
clad material begins. 

The relocated core material may be in the form of a debris bed, caused by 
quenching of molten material in the water residing on the lower head. If 
the material reheats, it could form a molten pool. A molten pool could 
also be created from a sudden relocation of molten material, such as 
failure of a blockage within the core region. In all cases, it is expected 
that a crust layer of solidified debris will be in contact with the lower 
head. 

The debris bed could be achieved if the relocation rate is slow (dripping) 
or if significant fragmentation and quenching of a coherent melt occurs as 
it falls through the water pool. Because the fuel is largely quenched, it 
might be 20 min before remelting of the fuel occurs; then the molten 
material will sink into the interstitial void in the lower region of the 
debris bed. The final state of the degraded core material will resemble a 
crusted molten p o o l .  

Quenching of fragmented melt as it settles into the lower plenum is an 
important criteria determining whether a debris bed or a dense crust- 
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molten-pool forms. Particles of 1-cm diameter will be about 15 percent 
solidified by the time they settle through 1 m of water. Thus particles 
(or jets) significantly larger than 1 cm might be expected to reag- 
glomerate, flow, and spread radially across the lower head, whereas 
particles significantly smaller than 1 cm might lead to a debris bed that 
may or may not spread radially. Particles of in-between-size might form a 
partially reagglomerated structure of significantly reduced coolability. 

There is experimental evidence that a partially reagglomerated state might 
be the expected, provided, of course, that a steam explosion does not 
occur. The EJET tests at Sandia66 delivered a molten mixture of iron and 
alumina into a 1.6-m deep tank of water. The melt was delivered as a 
gravity driven jet. Jet diameters of 4 ,  8 ,  and 16 cm were used in single 
and multiple-jet tests. These jet diameters are characteristic of the flow 
paths melt must flow through as it enters the lower plenum in a reactor. 
Although significant fragmentation was observed as the melt settled through 
the water, a debris bed was not observed in any of the tests. In all 
cases, the melt agglomerated into a nearly solid slug (dense) on the tank 
bot tom. 

1.2.2 Global Creep-Rupture and Ablation of Lower Head 

Creep-rupture and ablation of the lower head are competing failure mech- 
anisms with one dominating over the other depending on the temperature and 
load history. Creep-rupture occurs when heating of the lower head signifi- 
cantly degrades its strength. 

The creep-rupture model in the MELPROG code is applied at each radial node. 
The principal stresses are calculated using analytic formulations derived 
for simplified geometries assuming uniform load across the entire member. 
Stress concentrations for holes are accounted for. Thermal stresses are 
not modeled, but ablation is included for reducing the member thickness. 

The load on the lower head is the sum of internal pressure, the weight of 
debris and water on the lower head, and the weight of the lower head it- 
self. Nonuniform loads are modeled by calculating the stress in each 
radial node as if the load on that node were applied uniformly (not 
averaged) over the entire member. 

Given the principal stress, a Larson-Miller correlation is used to cal- 
culate the time to creep-rupture based on the average axial temperature 
across the lower head. This correlation applies to members loaded to a 
given stress and at a specified, constant temperature. In an accident, the 
loading and heating o f  the head are transient. A "lifetime rule" is used 
to account for time variations in applied load and temperature. 

It is useful to estimate the dominate contributions to stress in the lower 
head. Results are summarized in Table 1.2-1. The stress (a) induced in . .  

the hemispherical lower head due to uniform internal pressure (P) is given 
by67 
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Table 1.2-1 

Dominant Stresses on Lower Head 

Source 

Uniform Internal Pressure 
17.2 MPa 

Weight of Lower Head 
AT = 1000 K 

Principal Stress 
MPa 

124 

0.07 

Lower Head Filled With Corium 1.1 

Potential Thermal Stress 
AT = 1000 K 

1882 

(1.2-1) D 
46 a = P -  , 

where D = diameter of hemisphere, and 6 = thickness of the lower head. 

For a maximum system pressure of 17.2 MPa (2500 psi) and typical reactor 
dimensions (D = 4 m, 6 = 0.14 m), the stress is about 124 MPa (18,000 psi), 
which is approximately a factor of 5 below the failure stress for the ves- 
sel. Thus, even in the extremes of normal operation, the reactor vessel 
provides a wide margin of safety. 

The maximum stress induced in the lower head by its own weight is given 
by67 

(1.2-2) 

where p s  = density of steel, and g = acceleration due to gravity. 

This maximum stress is located at the extreme lower point of  the vessel. 
The weight of the lower head contributes only about 0.07 MPa (10 psi) to 
the total stress in the lower head and consequently plays no real role in 
failure o f  the lower head. 

The maximum stress induced by the weight of molten core material filling 
the lower head is given by67 
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D2 
u = P g E  , (1.2-3) 

where p = density of the core material. 

This maximum stress is also located at the extreme lower point of the 
vessel. Assuming dense core material, the maximum stress induced in the 
lower head is about 1.13 MPa (165 psi). The weight of core debris on the 
lower head plays no real role in vessel failure. 

In the absence of thermal gradients, the preceding analysis clearly shows 
that the system pressure is the dominant load on the lower head. Under 
normal conditions, the reactor vessel is designed to provide a wide margin 
of safety, but under accident conditions, the ultimate strength of the 
vessel could be significantly reduced as core material heats the lower 
head. 

The methodology described above does not account for the thermal stresses 
created by temperature gradients associated with vessel heating. Temper- 
ature gradients induce a stress distribution in the lower head that is 
compressive on the inside (hot on the inside) and tensile on the outside, 
consequently, thermal stresses reduce the total stress on the inside of the 
vessel while adding to the tensile stresses already present on the outside 
of the vessel. 

For a linear temperature gradient, the thermal stress induced on the out- 
side of the vessel is given by68 

( T =  aEAT (1 - $) 
2(1-Y) 9 (1.2-4) 

where 

Q = coefficient of thermal expansion, 

E = modulus of elasticity, 

AT = temperature difference between the inside and outside of the 
vessel, 

Y = Poisson ratio. 

The estimated thermal stress for a 1000 K temperature gradient in the lower 
head is 1882 MPa (273,000 psi), which exceeds the ultimate strength of the 
lower head by at least a factor of 3. 

Thermal stresses, however, differ fundamentally from mechanical stresses in 
that the former are "self limiting." The differential expansion associated 
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with thermal stresses requires that the stress pattern satisfy the require- 
ments for equilibrium of internal forces; hence, plastic deformation or 
yielding produces relaxation of the thermal stress. Thermal stresses are 
self limiting in the sense that stresses above the yield point cannot be 
sustained without plastic deformation reducing the internal force and thus, 
the stress. In the case of mechanical loads (i.e., pressure), the internal 
stress must be in equilibrium with the external load which remains con- 
stant; consequently, the internal stress cannot relax if the member begins 
to flow plastically. In this case, yielding will continue until the member 
breaks or until the deformation is limited by strain hardening or stress 
redistribution. 

The transient heating of the lower head also tends to reduce the importance 
of thermal stresses because thermal stresses are only important in regions 
where the temperature gradient is large. Thus, for thermal stress to be 
significant on the outside surface of the head, the temperature gradient 
must be large near the outside surface; but by that time, the mean temper- 
ature is likely to be high enough that the global strength of the vessel is 
weakened. In this case, the role of thermal stress in hastening head 
failure may be significantly decreased. 

It is clear that thermal stresses potentially play an important role in 
global failure of the lower head. However, the unique features of thermal 
stress (i. e. , temperature gradients must first be established and thermal 
stresses are self limiting) tend to reduce their importance. Demonstration 
problems using a stress analysis code can provide valuable insight into the 
coupling between mechanical stresses and thermal stresses in a member 
undergoing transient heating. 

1.2.3 Description of In-Core Instrument Guide Tubes 

During the normal operation of a PWR, it is necessary to map the neutron 
flux distribution within the core. This is accomplished by inserting in- 
core instruments (neutron detectors) into the core through thimbles, which 
in turn are housed in guide tubes.69 There are 58 thirnble/guide-tube 
assemblies in the Zion reactor (52 at Three Mile Island). Typically, the 
number of  detectors is small, on the order of five or less, and each 
detector can be inserted into any of approximately 10 thimbles. Because 
there may be only five in-core instruments, most of the thimble/guide-tube 
assemblies are always open, and generally all positions are open (i.e., no 
in-core instruments are inserted into the core). In some plants (Zion for 
instance), a small number (*8) of the guide tubes are dedicated to thermo- 
couples. The following sections provide added detail on guide tubes, 
thimbles, and in-core instruments. 

1.2.3.1 Guide Tubes 

Figure 1.2-2 shows some details of the guide tubes in the vicinity of the 
lower head. Not shown are the thimbles or in-core instruments. Guide 
tubes are composed of two components: The section that passes through the 
lower head (termed the "penetration nozzle") and the long portion that 
extends through and beyond the cavity to the seal table. The penetration 
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nozzle is generally made from stainless steel (type 304), but Inconel is 
used in some plants. The guide tubes are continuous stainless steel tubing 
(with unions) passing from the seal table, located in the containment 
building above the top of the reactor, down through the instrument tunnel 
and reactor cavity, up to the RPV. They join the penetration nozzles 
approximately 30 cm from the lower head. 

Except for the penetration nozzles, the guide tubes typically have a 2.5-cm 
OD and either a 1- or 1.5-cm ID. The nozzles themselves, which actually 
pass through the vessel and protrude about 30 cm on either side, have 
3.8-cm diameters with the ID matching that of the guide tube. 

The guide tubes inside the vessel are open to the primary system environ- 
ment; consequently, the tubes form part of the pressure boundary and con- 
tain primary system water all the way to the seal table where the tubes are 
sealed to the thimbles. The guide tubes can be viewed as pressurized 
straws hanging from the bottom of the reactor vessel. 

The guide tube penetrations are installed by the vessel manufacturer after 
the cladding on the inside surface of the lower head is in place. The 
lower head is machined to form a "J-groove" as shown in Figure 1.2-3. The 
exposed base metal is covered with a thick "buttered" layer of stainless 
steel or Inconel. After stress relieving of the entire head, a fillet weld 
is made from the tube to the vessel with stainless steel or Inconel filler 
material to match the composition of the penetration nozzle. 

The pressure vessel code requires that all material compensation be made 
internally (i.e. , the weld is on the inside of the vessel), and that the 
weld is of sufficient size to develop the full strength of the attachment. 
The penetrations normally have an interference fit (head at elevated 
temperature) or a minimum clearance fit. The welds are J-groove plus- 
fillet with minimum depth of 1.25 times the nominal thickness of the 
penetration. 

1.2.3.2 Thimbles 

Figure 1.2-4 shows details of a typical thimble. The thimble is a 
continuous tube passing through the entire length of the guide tube and up 
into the core. The thimbles are always fully inserted into the core during 
normal operation, but are withdrawn approximately 4.5 m during refueling 
operations. 

Thimbles are flexible, thin walled tubes (9.78-mm OD and 8.51-mm ID) made 
from Type-304 stainless steel. The terminus of the thimble inside the core 
is sealed with a bullet nose. The space inside the thimble is gas filled 
at containment pressure while the annulus between the thimble and the guide 
tube is water filled at primary system pressure. The thimble is also part 
of the pressure boundary. The seal between the thimble and the guide tube 
is shown in Figure 1.2-5. 
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Figure 1.2-3. Details of Guide Tube Weldment 

0.314 f 0.002 in. DIA 
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I I 

0.201 in. DIA REF 0.300 in. DIA REF 

Figure 1.2-4. Thimble Details 
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REDUCER UNlO 

TUBE 

Figure 1.2-5. Thimble to Guide Tube Seal 

1.2.3.3 In-Core Instruments 

The in-core instruments penetrating the bottom head consist of flux 
detectors and, in some plants, thermocouples. The flux detectors run the 
length of the selected fuel assemblies to measure the neutron flux dis- 
tribution in the core. Typically, only a small number (-5) of flux 
detectors are available. Typical detector dimensions are 0.6 cm in 
diameter by 5.33 cm long. Other detectors can also be used in the system. 

The neutron detectors are inserted into the core using a helical wrap drive 
cable that pushes the instrument through the thimbles. A stainless steel 
sheathed, mineral insulated, coaxial cable passes from the detector through 
the helical wrap drive cable past the seal table and into the containment. 
Each drive assembly consists of a gear motor, a path group selector, and a 
rotary selector, which allows use of one of ten guide tubes. Figure 1.2-6 
shows a schematic of the system for inserting instruments into the core. 
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Isolation valves are placed between the seal table and drive units to 
provide leakage protection in the event of thimble failure. This protec- 
tion is provided for empty tubes only; the cable from the in-core instru- 
ments prevents isolating those thimbles containing instruments. 

In some plants (Zion for instance), a small number ( 8 )  of guide tubes are 
dedicated to thermocouples; while in other plants, the thermocouples are 
inserted into the core through the top head. The thermocouples are posi- 
tioned to measure fuel assembly coolant outlet temperatures at selected 
locations. Two seals are used: one at the seal table, and the other at 
the vessel head. The thermocouples are enclosed in stainless steel 
sheaths within the guide tube to allow replacement if necessary. 

1.2.4 Ablation of the Lower Head at the Stagnation Point of an 
Impinging Jet 

If there is a sudden massive release of molten core material into the lower 
plenum, it is conceivable that a coherent jet of molten core material will 
pass through the water pool and impinge upon the lower head. The jet might 
possibly penetrate the lower head due to ablation at the stagnation point. 
Alternatively, the jet might impinge on the fillet weld between the pene- 
tration nozzle and the lower head. Ablation of this weld could lead to a 
pressurized ejection of nozzle and guide tube . 6 5  

The picture of a coherent jet passing through water and impinging on the 
lower head should be questioned based on the observations of the EJET 
tests. In addition, the instrument guide tubes passing through the lower 
plenum should promote the mixing of  any melt entering this region. 
Nonetheless, it is useful to investigate the effect of jet impingement on 
the lower head. 

High temperature melt flowing into the lower plenum impinges upon the 
relatively cold steel of the lower head. The contact temperature (T,) 
between the jet and the cold steel is given by 

k.p.c .T. + k p c T 
k p.c + k p c 

s s p s s  PJ J T = J J  
C 

j ~ p j  S S P S  

where 

kj, ks = thermal conductivities of the molten jet and 
cold steel, respectively, 

pj, p s  = densities of  molten jet and cold steel, 
respectively, 

cps - specific heats of molten jet and cold steel, 
respectively, 

cpj 9 

(1.2-5) 

Tj, Ts = initial temperatures of molten jet and cold 
steel, respectively. 
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The molten jet can be either steel or oxidic material. Table 1.2-2 
summarizes relevant thermophysical properties for this analysis and those 
that follow. Table 1.2-3 summarizes additional conditions and calculated 
quantities for the sample calculations that follow. 

Consider the case where molten steel or oxidic materials are released from 
the core at 2550 K. This is 850 K above the freezing point of a steel jet 
and only 50 K above the melting point of an oxidic jet. The temperature of 
the cold steel of the lower head is assumed to be 500 K. Under these con- 
ditions, the contact temperature between the jet and the lower head is 1470 
K in the case of a steel jet and 846 K in the case of an oxidic jet. In 
both cases, the temperatures are below the freezing point of the jet 
material and an insulating crust of frozen jet material will begin to form. 

The cold steel of the lower head loses its ability with time to conduct 
heat away from the crust interface because of the ever growing thickness of 
the thermal boundary layer on the lower head. A s  a consequence, the crust 
begins to remelt and the lower-head/crust interface begins to heat up. For 
steel jets, the lower head will begin to melt at approximately the same 
time that the crust disappears. Melting of the lower head begins before 
complete remelting of the crust for oxidic jets. In either case, the ap- 
proximate delay time (td) required to initiate ablation of the lower head 
is given by70 

(1.2-6) 

where h = convective heat transfer coefficient from the jet to the lower 
head. 

This represents the time required to heat the surface of a semi-infinite 
body to its melting point by application of a constant heat flux to the 
surface. 

The heat transfer coefficient for the stagnation region of an impinging jet 
is calculated from 

and 

hD . 0.5OPr 0.33 
= 0.553 Re 

k j j j 
, (1.2-7) 
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Table 1.2-2 

Thermophysical Properties of Reactor Materials 

Solid 
Steel 

Molten 
Steel 

Solid 
Corium 

Molten 
Corium 

18 2.2 

8000 

5.5 

7000 8000 

776 365 485 

4x10-3 6x10-3 

1700 2500 

2.7~105 2. 08x105 

Table 1.2-3 

Conditions and Results for Sample Calculations 

Steel 
Jet 

Oxiditic 
Jet 

2550 2550 

500 500 

1470 1470 

1 1 

0 . 0 1  0.01 

2.2*104 9 .  6x103 

0.34 511 

tP ( s )  at 3 cm 11 

55 

25 

tP ( s )  at 15 cm 127 
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AT = temperature difference between operating or 
accident conditions and ambient conditions at the 
time of vessel manufacture. 

The interference, if any, between the nozzle and the vessel at the time of 
manufacture should be added to that created by thermal expansion, but only 
the latter is considered here. 

Given this interference, the interface pressure (Pi) between the nozzle and 
the vessel is given by73 

= -E 1 - 2s [l - [$)2] , pi 2 D (1.2-13) 

where E = modulus of elasticity for both the nozzle and the vessel (assumed 
the same for both), and d = inside diameter of the nozzle. Under normal 
operation, the interface pressure is 74.7 MPa (11,000 psi). 

The system pressure (P) required to push the nozzle from the vessel 
(assuming no weld) is given as72 

L 
D i  ' Pi = 4f - P nDL P = f  ~ 

nD / 4  
(1.2-14) 

where L = thickness of the lower head, and f = friction coefficient. 

Reference (72) notes that values of f varying from 0.03 to 0.33 have been 
reported with averages around 0.10 to 0.15. Taking the lower bound of 
f = 0.03, the system pressure required to eject the penetration is 30.3 MPa 
( 4 , 4 0 0  psi), which is significantly greater than the maximum anticipated 
system pressure of 17.2 MPa (2500 psi). Even higher system pressures would 
be required if the nozzle were installed with an interference fit. 

This analysis suggests that differential thermal expansion may be a 
dominant mechanism preventing ejection of  the penetration nozzles. How- 
ever, as the conditions for creep rupture are approached, the lower head 
will begin to yield and balloon outwards. This process will enlarge the 
holes into which the penetration nozzles are wedged, thus relieving the 
interference between the nozzle and the vessel due to manufacture and dif- 
ferential thermal expansion. The circumferential strain ( E )  required to 
release the nozzles is 

2s 
E = -  

D '  (1.2-15) 



where the right hand side is the total interference between the nozzle and 
the vessel. Under accident conditions, a strain of about 0 . 4  percent is 
sufficient to release the nozzles. This corresponds to a sag (6) in the 
lower head of about 8 mm. 

1.2.6 Hydrogen Generation During the Pressure-Driven Expulsion of Core 
Debris From the Reactor Vessel 
(D. A. Powers, 6422) 

Probabilistic risk assessments since the time of the Reactor Safety Study1 
have established that the risk-dominant accidents in modern nuclear power 
reactors will involve core degradation while the reactor coolant system is 
at or near operating pressure.1,65,74,75 That is, the most important ac- 
cidents will be initiated by transient events-such as the l o s s  of on-site 
power--or small breaks in the cooling system. Such pressurized core 
degradation accidents are significant even for boiling water reactors since 
the automatic depressurization features of these reactors may fail to func- 
tion.76 Under such accident conditions, depressurization of the reactor 
coolant system is slow. Certainly, the core degradation process will be 
affected if high pressures exist in the coolant system. The expulsion of 
core debris from the reactor vessel into the reactor containment will also 
be affected. 

In the past, severe accident analyses have been based on the assumption 
that core debris slumping into the lower plenum will initiate a global 
failure of  the lower vessel head. The debris will then fall into the 
cavity and may initiate attack on the structural concrete of the reactor 
containment. 

Since the publication of the Zion Probabilistic Safety Study65, an 
alternate view of severe accident phenomena has developed, Core debris 
slumping into the lower plenum may initiate local failures in the lower 
vessel head. Penetrations through the vessel head for instrumentation or 
reactor control devices are particularly vulnerable to rapid attack by the 
slumping melt. The molten core debris within a pressurized vessel may, 
then, be forcibly expelled. The expulsion will be followed by blowdown of 
the reactor coolant system. Core debris behavior during this sequence of 
events will be quite different than the mere initiation of core debris 
attack on concrete envisaged in the past. 

Experimental studies have shown that blowdown of the reactor coolant system 
will disperse debris from the reactor cavity.77,78,79 The debris is not 
dispersed as a coherent mass. Rather, it is entrained in the flow, the 
liquid droplets disintegrate to a stable size,80 and the droplets are 
lofted out of the cavity. An X-ray photograph of debris emerging from a 
model of a reactor cavity during expulsion of melt from a pressurized ves- 
sel is shown in Figure 1.2-7. Commination of the debris may be caused by 
processes other than flow entrainment. For instance, the effervescence of 
dissolved hydrogen as the debris escapes the reactor vessel may disperse 
and fragment the debris .81*82 Similarly, simultaneous expulsion of debris 
and gas from the vessel can lead to "pneumatic atomization" of the expelled 
debris. 8 3  By whatever mechanism, the expelled core debris is converted 
from a coherent mass within the reactor cavity to a particulate mass lofted 
from the reactor cavity. The size distributions of core debris seen in 
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tests77384 of pressure-driven melt expulsion are shown in Figure 1.2-8. 
The mean size of the expelled droplets is seen from these data to be some- 
thing less than 1 mm. 

The current state-of-the-art of modeling core degradation under severe 
accident conditions makes impossible definitive conclusions concerning 
either the amount or the composition of core debris available for pres- 
surized melt expulsion. The evidence obtained during the dissection of the 
damaged core at Three Mile Island is that a significant amount of the core 
may be present in the lower plenum of a reactor when a localized failure of 
the vessel occurs.8fi Clearly, the debris will consist of much reactor 
fuel. It will also contain amounts of steel and unoxidized zirconium clad. 
This material, when expelled from the vessel, will be both hot and 
chemically reactive. Because the debris is commutated during expulsion 
from the vessel or the cavity, it will have a very high surface area so 
chemical reactions with the ambient atmospheric gases can be rapid. 

Initial examinations of the behavior of debris fragmented and lofted from 
the reactor cavity have focused on two classes of chemical reactions. The 
first concern was over reactions of the metallic components with oxygen in 
the reactor containment : *86 

Zr + 02 - Zr02 AH = -11840 J/g Zr 

Fe + 1/2 02 -FeO AH = -4770 J /g  Fe 

2Cr + 3/2 02 -Cr2O3 AH = -10850 J/g Cr . 

These reactions are quite exothermic and consequently they can impart 
additional heat to the containment atmosphere, which may lead to an over- 
pressurization of the containment. It was recognized, however, that prior 
to encountering the oxygen of the containment atmosphere, the fragmented 
debris would be exposed to steam. Steam might be in the lower compartments 
of the containment and would certainly be in the gases blowing down from 
the reactor coolant system. The second class of chemical reactions of 
interest then are: 

Zr + 2H20 -Zr02 + 2H2 AH = -6380 J/g Zr 

Fe + H20 - FeO + H2 AH = -310 J/g Fe 

2Cr + 3H20-Cr20-j + 3H2 AH = -3660 J/g Cr . 

Though far less exothermic, these reactions yield hydrogen. 

The production of hydrogen is a most significant aspect of pressure-driven 
melt expulsion and subsequent debris dispersal. Chemical reactions of the 

*Enthalpies of reaction, AH, are calculated for isothermal processes at 
238 K. 
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debris with oxygen in the containment atmosphere depends on the ability of 
debris to reach the oxygenated atmosphere. The many structures and 
convoluted passages between the cavity region and the bulk containment 
atmosphere make the question of debris exposure to oxygen problematic, 
however, also see Reference 87. Exposure to steam is, on the other hand, 
far more assured. This exposure to steam will occur even in Mark I and 
Mark I1 boiling water reactor containments that are inerted and have no 
oxygen. 

The extent of hydrogen production during debris dispersal depends on the 
kinetics of reaction. There have been several studies of the rates of 
metal droplet reactions when exposed to oxidative environments. 88-91 It is 
generally found that such reactions are limited in rate by the ability of 
oxidant to reach the particle surface. Thus 

L 

(bulk) - P dN(H2) - N m 
A K 

dt :T ['H20 
- 

where 

N(H2) = moles of hydrogen produced, 

t = time, 

Np = number of particles, 

Ap = surface area of a particle, 

H2° Km = gas phase mass transport coefficient, 

R = Universal Gas Constant, 

T = absolute temperature, 

P (bulk) = steam partial pressure in the bulk gas phase, 
H2° 

P (eq.) = steam partial pressure that would be in equilibrium 
H2° with the particle. 

The gas phase mass transport coefficient ip these studies of single droplet 
reactions is given by 
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where 

dp = diameter of the droplet, 

D = diffusion coefficient for steam in the gas phase, 
(H20) 

NSh = Sherwood number, 

NSc = 'g/pD(H20) = Schmidt number, 

'gas = viscosity of the gas phase, 

U = velocity of the droplet relative to the gas phase. 

When applied to reactor accident analysis, these single droplet kinetics 
lead to predictions of very rapid reaction and hydrogen production. The 
extent of particle reaction as a function of distance of travel is shown in 
Figure 1.2-9 for several particle sizes. 

Were such single particle kinetics applicable to reactor accidents analyses 
of debris dispersal, the results would be quite consequential. Integrated 
accident analyses have shown that for ice condenser containments, a safety 
problem could arise.92993 Though debris transport from the cavity is 
sharply limited by the ice beds, sufficient hydrogen is produced that upon 
ignition of the hydrogen, there is a threat of containment overpressur- 
ization. Overpressurization by combustion of hydrogen produced during 
pressure-driven melt expulsion and debris dispersal is a concern in other 
types of containments as we11.93 

The applicability of single particle reaction kinetics is open to doubt. 
It is well known that in clouds of particles the mass transport of oxidant 
to the particle surface can be substantially slower than that predicted for 
single particles. 94995 One of  the critical determining factors in the 
analyses of reactions of particle clouds is the spacing of the particles. 
The spacing in the reactor accident analysis will depend on the rate at 
which core debris is entrained in the flow of gas from the reactor cavity. 
Currently, there is no satisfactory model of  the rate of debris entrain- 
ment. The criterion for entrainment seems accepted to be79 
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Figure 1 . 2 - 9 .  Extent of Reaction of P a r t i c l e s  of  Various Sizes as a Function of 
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where 

pg = gas density, 

p i  = melt density, 

g = gravitational acceleration, 

a1 = surface tension of the melt, 

C Ku = critical Kutateladze number 

Modeling of the rate of entrainment is now based on the assumption that the 
rate is proportional to the difference between the actual and the above 
critical Kutateladze number. A verification of this assumption is not 
available. 

The obvious potential of pressure-driven melt expulsion and subsequent 
reactions of dispersed debris have led to experimental studies of the 
phenomena. The U.S. Nuclear Regulatory Commission is sponsoring, at Brook- 
h w e n  National Laboratory, investigations of the dispersal of simulant 
fluids in models of reactor cavities and ~ontainments.9~ Studies of high 
temperature melt behavior are being conducted at Sandia. 77 9 79 , 97 The high 
temperature experiments involve melts, weighing about 80 kg, that are 
expelled from vessels pressurized up to 150 atmospheres. Melts are ex- 
pelled into model cavities ( 1 : l O  linear scaling) and from the cavities into 
the Surtsey model containment building. A typical cavity model is shown in 
Figure 1.2-10. The Surtsey containment is shown in Figure 1.2-11. The 
Surtsey containment is 3.66 m in diameter, 11.6 m high and has an internal 
volume of  about 103 m3. The atmosphere composition, temperature and pres- 
sure in the Surtsey containment can be both controlled and monitored suf- 
ficiently to permit studies of  reaction kinetics. A photographic sequence 
taken within the Surtsey facility during a test of pressure-driven melt 
expulsion is shown in Figure 1.2-12. Pressurization of the facility during 
this test and the pressure calculated with the CONTAIN code98 is shown in 
Figure 1.2-13. 

It is expected that forthcoming results from the simulant and the high 
temperature melt studies being sponsored by the NRC will clarify the nature 
of chemical reactions with dispersed debris. Of particular interest will 
be the results of tests done with steam to assess hydrogen production. 

The effects of core debris dispersal as a result of pressure-driven debris 
expulsion may not be restricted to just the generation of hydrogen. Dis- 
persed debris may also prompt hydrogen ignition. Quite clearly, very hot 
particles dispersed in the containment atmosphere could each act as an 
ignition source if the atmosphere were combustible. Dispersal of the 
debris could then be the connecting event that renders simultaneous 
containment pressurizing events of vessel blowdown, hydrogen combustion, 
and steam production by quenching debris with water. When these three 
events are coincident or nearly coincident, even very robust reactor con- 
tainments have been found to be threatened by overpressurization. 65 
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At the time of vessel blowdown, the containment atmosphere may not be 
combustible. The atmosphere may contain a sufficiently high partial 
pressure of steam that it is inert with respect to self-propagating 
hydrogen burns--the so-called "steam inerting." Debris dispersal could 
remove the inerting effect simply by raising sufficiently the containment 
atmospheric temperature. Dispersed debris might also prompt hydrogen com- 
bustion in steam not by a self-propagating gas phase reaction but by a 
surface catalyzed reaction. Many of the materials found in core debris are 
known to catalyze* the recombination reaction of hydrogen and oxygen. A 
possible sequence of elementary steps to explain the reaction might be 

L 

2[Hl surface H2 + surface - 
+ 1/2 02 [Holsurface + 02- surface 

[Hal surface + [Hlsurface - [H201surface 
L..- H 0 (gas) . [H201surface 2 

Though this reaction sequence still involves reaction inhibition by steam, 
the inhibition is the result of blocking surface sites for hydrogen absorp- 
tion. A s  such, this inhibition will have a decidedly different character 
than conventional "steam inerting," which affects the heat capacity of the 
gas phase. Because so much surface area is created by debris dispersal, 
the net effect of surface recombination would be similar to a gas phase 
hydrogen combustion even though the atmosphere was inert by conventional 
considerations. 

To date, no investigations of the possible effects of dispersed debris on 
hydrogen recombination have yet appeared. The issue is significant and 
tests of this effect are planned in the Surtsey facility.97 

1.3 CORCON and VANESA Code Development 
(D. A .  Powers, 6 4 2 2 ;  D. R. Bradley, 6 4 2 5 )  

The later stages of a severe nuclear reactor accident are marked by the 
deposition of molten core debris into the reactor cavity. This leads to 
vigorous interactions between the molten core material and the reactor 
cavity concrete. Included in these interactions are ablation of the con- 
crete followed by intense aerosol generation and gas and fission-product 
release. These phenomena are an important concern in severe accident 
source term evaluation and risk/consequence assessment. The CORCON and 
VANESA computer codes were developed at Sandia to model this aspect of 
severe reactor accidents. Both models are integral components of the suite 
of computer codes used by the NRC for severe accident analyses. 

*The word "catalysis" was coined by Berzelius in the course of studies of 
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Virtually every aspect of the core-concrete interaction is controlled to 
some extent by the heat transfer between the core debris and the concrete. 
It is therefore of utmost importance to accurately model this part of the 
interaction. Past comparisons of CORCON calculations to the results of 
experiments have shown that the heat transfer models in the code need to be 
improved.100 A substantial effort has recently been devoted to the 
improvement and validation of the heat transfer models in CORCON. Some of 
the early work in this area was reported previously.101 The work discussed 
here is a continuation of that effort. 

In the following discussion, a brief overview of the phenomena involved in 
debris-concrete heat transfer is presented first. Next, proposed 
improvements to the heat transfer models are discussed. Finally, the 
significance of these proposed modifications are detailed. 

Also discussed in the sections that follow are two updates to CORCON which 
were released to users during the last six months. These updates create 
versions 2.01 and 2.02 of the code. 

1.3.1 Debris-Concrete Heat Transfer Phenomena 

Heat transfer between the molten core debris and the reactor cavity 
concrete is controlled by the bubbling through the melt of gases produced 
during concrete decomposition. This process is fundamentally similar to 
nucleate boiling or gas barbotage heat transfer, and an abundance of heat 
transfer correlations are available to describe it. The problem left to 
the analyst is one of determining which among the available correlations is 
most applicable for the materials of interest in reactor accidents. A s  
indicated in Reference 101, a correlation attributed to Kutateladzelo2 
appears to be applicable for the wide range of Prandtl numbers 
characteristic of molten core debris. The Kutateladze correlation is, 
therefore, implemented in a working version of CORCON to describe heat 
transfer within the bulk core melt pool. 

At the interface between the core debris and the concrete, gas is being 
released from the concrete coincident with melting of the concrete surface. 
Past model development has neglected, for the most part, the meltin of the 
concrete. The exception to this is a model proposed by Benjaminfo3 that 
treats the formation of a concrete slag layer and removal of slag due to 
buoyancy, but neglects the influence o f  the gas bubbles on interfacial heat 
transfer or slag removal. In every other model, gas bubbling at the 
surface is assumed to control heat transfer, and the concrete slag is 
assumed to have a negligible influence on the interaction. 

In most models (including the original CORCON model), gas release has been 
assumed to be sufficient to form a stable gas film when the core debris 
contacts the concrete. This assumption has been shown to be incorrect 
under most conditions.54 Gas release is usually far less than that 
required to form a stable gas film, and instead, intermittent debris- 
concrete contact occurs. 

At contact, the interface temperature between a bubbling fluid and a solid 
surface almost immediately reaches what is commonly referred to as the 
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"instantaneous contact temperature" or "instantaneous interface 
temperature." This temperature is between the temperature of the bulk 
fluid and the initial temperature of the surface. This sudden temperature 
change has been experimentally observed in numerous studies104-109 of 
boiling or gas bubbling heat transfer. When the thermal conductivity of 
the surface is much greater than that of the bubbling fluid, such as in 
boiling of water on a metallic surface, the interface temperature remains 
almost constant at near the initial surface temperature .Io4 However, when 
the boiling fluid is a high conductivity liquid such as a liquid metal or 
when the surface is a low conductivity material such as glass or teflon, 
the interface temperature is quite different from the initial heater 
surface temperature. 105-109 Instead, the surface temperature is observed 
to fluctuate as the liquid contacts the surface and is then evaporated. 
(Figure 1.3-1 shows an example of the surface temperature fluctuations that 
are observed in these experiments.) When a numerical value for the 
convective heat transfer coefficient is determined based on these 
experiments, the appropriate surface temperature used in this evaluation is 
the time-averaged value. 

I I I I I I I I I I I I 
A VAPOR CONTACT 
B LIQUID CONTACT 
CVAPORCONTACT 

I I 
I I 

A B *  C 

0 1  

Figure 1.3-1. 

2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3  

TIME(m8) 

Typical Local Surface Temperature History for a Liquid- 
Solid Contact During Film Boiling (Reference 9) 
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Heat transfer between molten core debris and concrete is another case in 
which the interface temperature will be quite different from the initial 
surface temperature of the solid substrate. In fact, since core debris has 
a greater thermal conductivity than the concrete, the interface temperature 
will be closer to the debris temperature than to the concrete surface 
temperature. (In existing debris-concrete interaction computer models this 
temperature is usually assumed to be the concrete ablation temperature.) 
Substantial errors will therefore result if the concrete surface 
temperature is used in the calculation of heat transfer to the concrete 
rather than the actual interface temperature. 

In previous analyses, only Lee and KazimillO have incorporated the 
instantaneous contact temperature concept in their model for debris- 
concrete heat transfer. However, in their analysis they neglected phase 
change at the interface. This greatly simplified their analysis, but it 
also greatly limits the applicability of their model since substantial 
melting of the concrete surface occurs during the interaction. In 
addition, solidification of the molten core debris will occur unless the 
debris temperature is sufficiently above the solidus temperature. A more 
accurate approach would therefore be to treat both melting of the concrete 
and solidification of the core melt in the calculation of the interface 
temperature. 

Coincident with melting of the concrete and solidification of the debris is 
the growth of gas bubbles due to the release of concrete decomposition 
gases at the interface. As the bubbles grow, both the slag layer and the 
crust become thicker. Then at bubble departure, concrete slag is removed 
from the interface by the buoyancy of the slag in the denser core melt and 
by the suction caused by the low pressure region in the wake of the rising 
bubble. If a crust has formed, it may fragment at this time and also may 
be carried away by the rising bubble. Subsequently, new molten material 
contacts the concrete surface, and the bubbling cycle outlined above is 
repeated. During a bubble cycle, temperature profiles grow in each of the 
regions. Figure 1.3-2 illustrates a bubble cycle and shows the growth of 
the temperature profiles in the four possible regions. 

The next section presents an analysis of the instantaneous contact 
temperature which includes phase changes at the interface. Results of 
sample calculations are then provided to illustrate application of the 
model to prototypic materials. Finally, implementation of the contact 
temperature analysis in the CORCON model for debris-concrete heat transfer 
is discussed. 

1.3.2 Calculation of the Instantaneous Contact Temperature 

An analytical method proposed by Epsteinlll can be used to determine the 
interface temperature during a bubble cycle. His solution, which is 
outlined in the following discussion, considers four regions: the 
initially molten phase; the solid substrate; the solidifying molten phase, 
which forms a solid crust; and the layer of melting substrate. 
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Figure 1.3-2. Growth of Temperature Profiles During a 
Bubble Cycle (tb = Cycle Period) 

The energy equation in each of these four regions has the form 

a2T 1 aT - = -  - 
2 , 

ax a at 
(1.3-1) 

where T is the temperature of the region, a is the thermal diffusivity of 
the region, x is the spatial location, and t is the time. 

Designating the initially molten material as material 1, the initially 
solid material as material 2, and the positions of the solidification and 
melting fronts (relative to the coordinate system origin at the interface 
between the two materials) as Xi and X2, the following boundary conditions 
apply: 

at x = X (t) , aTls aTlm 
k l m  Bt - 

kls ax - 1 
- 

(1.3-2a) 

(1.3-2b) 

(1.3-2~) 

- 7 8 -  



at x = -X (t) , aT2s aT2m ax2 
k2s ax - k2m ax - - -L2p2 at 2 

a t x = O  , aT2m 
k2m kls ax - aTls - 

(1.3 - 2d) 

(1.3-2e) 

(1.3-2f) 

(1.3-2g) 

and 

T2s(-Q,t> = v2 , (1.3- 2h) 

where the subscripts s and m refer to the solid and molten phases, 
respectively, of materials 1 and 2, and k ,  p ,  and L are the thermal 
conductivity, density, and enthalpy of fusion for the material or region of 
interest. 

As shown in Reference 112, solutions for the two semi-infinite regions 
composed of materials 1 and 2 have the general form 

and 

X o < x < x  t f )  ’ 

X Tlm = V1 - C 

lm 

X 
= A +- B erf T2m 2 2 

X 
= V + C erfc T2s 2 2 

(1.3-3) 

( 1 . 3 - 4 )  

(1.3-5) 

(1.3-6) 

with the positions of the solidification and melting fronts given by 
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x (t) = 2x ( a t)0*5 1 1 1s (1.3-7) 

and 

(1.3-8) 

The eight constants, Ai, B1, C 1 ,  A2, B 2 ,  C 2 ,  Xi, and X2, are determined by 
applying the eight boundary conditions listed above. 

Application of these boundary conditions results in a set of eight 
algebraic equations for the eight constants. By algebraic manipulation, 
this set of equations can be reduced to two simultaneous transcendental 
equations for A 1  and A ? ,  which can be solved numerically. The two 
equations for Xi and 12 follow: 

= XIAl , 

and 

= X2A2 , 

where 

p, = ( 3 0 . 5  , 

a 
, 

- T  
- T  Imp 2mp T 

(1.3-9) 

(1.3- 10) 
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0 . 5  
= Ll 

= L2 

= 
'1 c T - T  Is( Imp 2mp) 

, 

0 . 5  

= 
'2 c T - T  2m( Imp 2mp) 

After X i  and X2 have been determined, the interface temperature can be 
calculated from 

Ti - T2mp 
T - T  

2mP 
(1.3-11) 

This compares to the simple equation for Ti in the absence of phase 
changes, 

Ti - V2 1 = -  
l + a  . 2 v - v  (1.3-12) 

Under some conditions, solidification of the molten phase does not occur. 
The interface temperature then is determined by a different equation that 
is derived following a solution procedure similar to that outlined above. 
However, in this solution, only three possible regions are considered. The 
equation for the melting front growth constant, A2, is 

L L - 

exp (,;)e,, (x2) + aexp (A;) exp (p;A;)erfc ( p2x2) 

= A h 2  , 

while the interface temperature, Ti, is given by 

(1 .3-13) 

(1.3-14) 
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The method discussed above has been incorporated into a computer program 
which solves for the interface temperature given the thermophysical 
properties of the four possible regions and the initial temperatures of the 
molten phase and solid substrate. The program first determines the 
critical temperature for the onset of solidification of the molten phase. 
If the molten phase temperature is above that critical temperature, no 
solidification occurs, while if it is below the critical temperature, a 
crust will begin to grow at the interface. In the former case, the three- 
region solution is used. In the latter case, the four-region solution is 
used. 

A series of sample calculations have been performed for four sets of 
prototypic material combinations: metallic debris on cold concrete, 
metallic debris on hot concrete, oxidic debris on cold concrete, and oxidic 
debris on hot concrete. For each combination, the bulk molten phase 
temperature was increased in 20 K increments from a reasonable lower limit 
to a reasonable upper limit, Table 1.3-1 shows the material properties 
used in these calculations. 

Figures 1.3-3 through 1.3-6 present the results of the sample calculations. 
Plotted in these figures are the calculated instantaneous interface 
temperatures as a function of debris temperature. A l s o  included are the 
calculated growth constants for solidification of the molten debris. 
Superimposed on the figures are the assumed values for the solidus 
temperature of the metallic or oxidic core debris. The intersection of 
each interface temperature curve with the solidus temperature line 
indicates the critical debris temperature for the onset of solidification. 
This is also the temperature at which the value of the crust growth 
constant goes to zero. 

For molten steel on cold concrete (350 K in the example), solidification of 
the steel is predicted to occur if the initial steel temperature is below 
2100 K. This result is at least qualitatively verified by results of the 
SWISS22 and TURCloo experiments at Sandia. In the SWISS1 and SWISS2 
experiments, the initial temperature of the molten steel was between 
approximately 1900 and 1950 K. In both experiments, rapid ablation of the 
concrete, characteristic of molten debris-concrete interactions, was not 
observed until several minutes after initial contact. This is believed to 
be due to initial formation of a steel crust at the interface with the 
concrete. Heat transfer to the concrete was therefore limited by 
conduction until the crust remelted. These results were quite different 
from the ablation behavior observed in the earlier TURClSS experiment. 
Here the initial temperature of the molten steel was greater than 2300 K, 
and extremely rapid ablation was observed at the onset of the interaction. 

It is important to realize that a contact temperature below the solidus o f  
the molten debris does not guarantee that concrete ablation will be 
conduction-limited. The crust may be unstable and quickly break up under 
the influence o f  the bubbling gases. If a crust is present for only a 
fraction of a bubble cycle, the effective heat transfer coefficient will 
approach the convection-limited value. The transition between stable and 
unstable crust behavior is, therefore, an important additional 
consideration in the analysis of debris-concrete heat transfer. 
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Table 1 . 3 - 1  

Material Properties Used in Contact Temperature Analyses 

Stainless 
Steel 

Solid 

Liquid 

Mixed 
Oxide 
( U 0 2 m 2 1  

Solid 

Liquid 

Cold 
Concrete 
(T = 350 K) 

Solid 

Liquid 

3 5 . 0  

1 9 . 5  

4 . 0  

3 . 5  

1 . 2  

2 . 0  

7300 

6700 

8200 

7700 

2300 

2500 

680 

780 

2 . 7  x 105 1730 

800 2 . 6  x l o 5  2600 

1000 

2000 6 . 0  x l o 5  1550 

1200 

Hot 
Concrete 
(T = 1350 K) 

Solid 2 . 5  2600 1000 6 . 0  x 105 1550 

Liquid 2 . 0  2500 1200 
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Although the analysis of crust stability is beyond the scope of the current 
work, a qualitative stability criterion can be obtained from the results of 
the SWISS experiments. At 1900 to 1950 K, which was the initial 
temperature of the steel in the SWISS tests, the crust growth constant is 
calculated to be on the order of 0.15. For this growth constant, the steel 
crust grows to 2 mm in less than 10 s .  Apparently, this growth rate is 
sufficient for the crust to be stable. It might be concluded from this 
that a growth constant of 0.15 or greater will result in stable crust 
formation with metallic melts. At below this value, stable crust formation 
may also occur. However, there is currently no analytical or experimental 
evidence to support crust stability at these lower growth rates. 

This criterion can be extended to the case of molten steel contacting hot 
concrete (1350 K in the example). The results of this calculation are 
presented in Figure 1.3-4. When steel contacts hot concrete, solidi- 
fication at the interface is predicted to occur only when the steel 
temperature falls below approximately 1870 K. The growth constants for 
molten steel temperatures down to 1750 K (the minimum temperature chosen in 
the sample calculation) are all less than the stability limit, 0.15, 
determined from the SWISS results. However, as stated above, stable crust 
formation cannot be ruled out at these low growth rates. 

Shown in Figures 1.3-5 and 1.3-6 are the results for oxidic core debris on 
concrete. When the molten oxide contacts cold concrete, it is predicted to 
begin to solidify immediately at the interface under all conceivable 
initial conditions. The same is true for molten oxide contacting hot 
concrete. The primary reason for this is that the molten oxide has a 
relatively low thermal conductivity so the contact temperature is always 
well below the bulk temperature of the oxide. 

The former result is qualitatively verified by the results of two of the 
TURC experiments, TURC2 and TURC3.56 In both of these experiments, an 
oxidic melt composed primarily of U02 and Zr02 was added onto a cold 
concrete substrate. The initial temperature of the melt was, in both 
experiments, only 50 to 100 K above the solidus temperature. In neither 
experiment was any significant early erosion detected. As in the two SWISS 
experiments discussed previously, this was apparently due to freezing of 
the melt upon contact. 

The crust growth constants predicted for the molten oxide are also shown in 
Figures 1.3-5 and 1.3-6. At most temperatures, the growth constants are 
predicted to be much larger than those predicted for the molten steel 
contacting concrete. Unfortunately, no conclusions with regard to the 
stability of oxide crusts can be drawn based on these results since the 
strength properties of steel and mixed oxide are very different. More 
importantly, core debris oxides are known to be at least partially soluble 
in molten concrete. As concrete is incorporated into the core debris 
oxides, the solidus temperature of the resulting oxide mixture decreases. 
In the TURC2 and TURC3 experiments, posttest examination of the debris in 
the crucible showed that the solidus temperature of the debris adjacent to 
the concrete surface had been reduced by 300 K relative to that of the 
original debris material. This large reduction occurred despite the very 
limited concrete erosion that took place during the test. Depression of 
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the solidus temperature would certainly make crust formation less likely. 
It would also reduce the stability of any crusts that did begin to form. 
At present, no model for incorporating the effects of reduction in the 
solidus temperature has been developed. 

1.3.3. Implications of These Results to Debris-Concrete Heat Transfer 
Modeling in CORCON 

The contact temperature model presented in the previous section is 
implemented into CORCON by considering that the transient slag growth and 
removal process supplies an additional heat transfer resistance in series 
with convective heat transfer in the bulk molten pool. (Note that in this 
description, the slag growth and removal process supplies a thermal 
resistance, which takes the place of heat transfer across the gas film that 
was assumed in the original CORCON heat transfer model.) At the interface 
between the transient slag layer and the molten debris pool, 

I (1.3-15) 

where the subscripts p, i, and c refer to the debris pool, the interface, 
and the concrete surface, respectively, and hs is the effective heat 
transfer coefficient attributed to the slag growth and removal process. 
Solving this equation for hs results in the following simple relationship: 

h = h  
C S P 

(1.3-16) 

The slag heat transfer coefficient is therefore determined by evaluating 
the bulk pool heat transfer coefficient and the interface temperature. The 
latter is calculated using the contact temperature solution discussed in 
the previous section. 

It is instructive to examine the effect that the slag growth and removal 
process has on the overall heat transfer between the debris and the 
concrete. Since the two convective heat transfer processes act in series, 
the overall heat transfer coefficient between the bulk molten pool  and the 
concrete surface is given by 

h h  
S P  

S P 
h =  

o h + h  J (1.3-17) 

where ho, the overall heat transfer coefficient, is defined such that 

(1.3-18) 
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Substituting for hs into the above equation results in the following: 

h - h  (1) , 
0 P 7 + 1  

(1.3-19) 

where 7 is the temperature difference ratio shown in the equation for hs. 
As this equation demonstrates, the overall heat transfer between the debris 
and the concrete is reduced when the slag growth and removal process is 
included. 

Table 1.3-2 presents calculated results for 7 and 7/(7 + 1) based on the 
contact temperature results shown in Figures 1.3-3 through 1.3-6. In the 
evaluation of 7, the concrete surface temperature, T,, was assumed to be 
the concrete ablation temperature in order to be consistent with the 
assumptions in CORCON. A value of 1500 K was assumed in the calculations. 

For molten material on hot concrete, the quantity ~/(7 + 1) falls within a 
fairly narrow range of from 0.22 to 0.36 or 0.29k0.07 regardless of whether 
the material is steel or mixed oxide. This 24 percent variation 
corresponds to a 24 percent variation in heat transfer to the concrete. 
Since it would be unreasonable to expect much less than a 25 percent 
uncertainty in the calculated debris-concrete heat flux, choosing a 
constant value of 0.29 for 7/(7 + 1) regardless of debris temperature or 
molten phase properties is probably a reasonable first approximation to the 
effect of the transient slag film on the overall heat transfer. The 
corresponding value for 7 is 0.41. Hence 

hs = 0.41hp (for debris on hot concrete) , (1.3-20) 

where hp is given by the convective heat transfer correlation used for the 
debris pool. This correlation can .be used to represent slag film heat 
transfer when the concrete has been heated to its melting temperature. In 
most cases, this phase of the interaction is estimated to begin within 
minutes or even seconds of the onset of the interaction. 

For molten material poured onto cold concrete, 7/(7 + 1) falls within an 
even narrower range of from 0.44 to 0.62 or 0.53k0.09 regardless of debris 
temperature or molten phase properties. This corresponds to only a 17 
percent variation in debris-concrete heat transfer. Again, choosing a 
constant value of 0.53 to represent all possible conditions is probably a 
reasonable approximation to make. The corresponding value for y is 1 . 1 3 .  
For interactions with cold concrete, the slag heat transfer coefficient is 
therefore approximated by 

hs - 1.13hp (for debris on cold concrete) . (1.3-21) 

This equation applies only to the initial transient prior to the onset of 
concrete melting. 
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Table 1 . 3 - 2  

Values for - y / ( - y + l )  From Contact Temperature Analyses 

1 8 0 0  

1 9 0 0  

2000 

2100 

2200 

2300 

2400 

2500 

2650 

2700 

2800 

2900 

Steel/Cold Concrete 

0 . 8 8  0 . 4 7  

1 . 1 6  0 . 5 4  

1 . 3 3  0 . 5 7  

1 . 6 0  0 . 6 2  

1 . 1 2  0 . 5 3  

0 . 9 8  0 . 4 9  

0 . 8 8  0 . 4 7  

0 . 7 9  0 . 4 4  

Oxide/Cold Concrete 

1 .4  0 . 5 8  

1 .4  0 . 5 8  

1 . 3 2  0 . 5 7  

1 . 2 8  0 . 5 6  

Steel/Hot Concrete 

0 . 3 6  0 . 2 7  

0 . 4 5  0 . 3 1  

0 . 3 3  0 . 2 5  

0 . 3 2  0 . 2 4  

0 . 3 1  0 . 2 3  

0 . 2 9  0 . 2 2  

0 . 2 9  0 . 2 2  

0 . 2 9  0 . 2 2  

Oxide/Hot Concrete 

0 . 5 1  0 . 3 4  

0 . 5 1  0 . 3 4  

0 . 5 4  0 . 3 5  

0 . 5 6  0 . 3 6  
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As indicated in Section 1.3.2, the Kutateladze correlation102 has been 
selected to represent heat transfer within the bulk debris pool. This 
correlation follows: 

= 1.5 x Ku2l3 (bubbly flow) , (1.3-22) NUA 

and 

-0.5 Nu - 3.0 x Ku2l3 (Vsp/u) (churn-turbulent flow) , (1.3-23) A 

where NUA is the Nusselt number based on a characteristic length equal to 
the Laplace constant, A, which is defined by 

A - ( q + J ) O e 5  9 

and Ku is given by 

Pr p V 

w 
S KU - 

In these equations, u is the liquid surface tension, p is the liquid vis- 
cosity, Pr is the Prandtl number for the liquid, pi and pg are the densi- 
ties of the liquid and gas, and p is the pressure at the interface. In the 
above correlations, the transition between bubbly and churn-turbulent flow 
occurs at a superficial gas velocity given by Vs - 4.3x10-4u/p. (Alternate 
models for this transition velocity could easily be incorporated into the 
correlation.) The slag heat transfer coefficient is calculated by sub- 
stituting for hp into the appropriate equation for hs. 

Reference 54 presents a slag heat transfer correlation based on a best 
comparison to the concrete ablation data in the Sandia SWISS experiments. 
That correlation was implemented into a working version of GORGON which was 
then used to calculate the results from several of the TURC and SWISS 
experiments at Sandia and the BETA experiments at Kernforschungszentrum 
Karlsruhe .51,113 In almost every case, the comparisons were excellent. It 
would be interesting, therefore, to determine how the correlations 
represented by the above equations for hs compare to the correlation 
developed in Reference 54. 

Since each of the experiments mentioned above used steel melts, the 
following steel properties were used in the calculation of hp: 
k = 20 W/m2*K, p - 7000 kgm3, cp - 750 J/kg*K, p = 0.004 kg*m/s, and 
0 - 1.5 N/m. Also, the pressure at the interface was chosen to be lo5 Pa. 
Applying these properties to the Kutateladze correlation and substituting 
into the appropriate equation for hs gives, for molten steel on hot 
concrete, 
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hs = 12400Vs2/3 for bubbly flow , 

and 

hs = 4800Vs1/6 for churn-turbulent flow 

(1.3- 24) 

(1.3-25) 

The equations for molten steel on cold concrete are, of course, very 
similar; the only differences being that the leading coefficients in the 
two equations are 34200 and 13200. 

The churn-turbulent equation shown above is very close to the Reference 54 
slag correlation, 

hs = 4720Vs1/6 (1.3-26) 

Hence the results presented in Reference 54 also apply to the new slag film 
heat transfer model if the initial transient period in the experiments is 
short and gas flow is churn-turbulent. 

Except for the SWISS experiments, the initial temperature of the molten 
steel was sufficiently high that freezing of the steel did not occur upon 
contact with the concrete, and melting of the concrete surface began almost 
immediately. Only for the first few seconds of the interaction was the 
cold concrete correlation required. As the figures in Reference 54 
demonstrate, these experiments are represented quite well by the hot 
concrete correlation. In the SWISS experiments, the molten steel 
solidified upon contact with the concrete s o  heating of the concrete 
surface was much slower. Application of the hot concrete correlation from 
the beginning of the interaction resulted in as overestimation of the 
initial interface temperature. No initial freezing of the steel was 
predicted. Although overall ablation of the concrete was predicted quite 
well, early time ablation was overpredicted. 

This error could be corrected by employing the cold concrete correlation to 
determine the initial debris-concrete heat transfer. Initial freezing of 
the steel would then be predicted in calculations of the SWISS experiments. 
The initial heat transfer rate would apply to the first CORCON time step. 
The hot concrete correlation would be used for subsequent time steps. 
Until a more exact treatment of heatup of the concrete is available, this 
approximate method for treating the cold-to-hot concrete transition will be 
used in CORCON. 

For the steel melts in the experiments, the gas velocity for transition 
between the bubbly and churn-turbulent flow regimes is 0.15 m/s. All of 
the experiments except for BETA V2.1 had gas velocities greater than this 
critical value. Therefore, flow was churn-turbulent and, except for the 
BETA V2.1 result, all of the comparisons presented in Reference 54 also 
apply to the new slag film heat transfer model. BETA V2.1 was the only 
analyzed experiment that had radial heat transfer to the concrete sidewalls 
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that was comparable to the axial heat transfer to the concrete bottom. 
Unfortunately, heat transfer to the sidewalls was not modeled well in the 
calculation. This is significant because the BETA crucible has a sidewall 
surface area exposed to the molten steel that is eight times greater than 
the bottom surface area. Therefore, until better models for heat transfer 
to the vertical sidewalls are developed, the BETA V2.1 result will have 
limited use in validating the axial heat transfer model in CORCON. 

It appears from the above discussion that the mechanistic analysis just 
presented offers an approach that is valid for metallic melts and one 
which, in theory, can be applied to other core debris materials. 
Unfortunately, no experimental data is currently available for the 
interaction of prototypic oxide core debris with concrete. It is important 
to realize that validation of the model for oxidic core debris must be 
accomplished before CORCON can be applied with confidence to reactor 
accidents. Until that time, results from CORCON, and for that matter any 
other unvalidated computer model, must be considered as uncertain. 
Fortunately, the ongoing SURC experimental program at Sandia is being 
designed to provide the data required to complete the validation of CORCON. 

1.3.4 Release of the First Update to CORCON 

A memo transmitting the first correction set for CORCON-MOD2 was distrib- 
uted to users of the code. This correction set eliminated many of the 
coding and modeling bugs that had been identified since the release of 
CORCON-MOD2. Version 2.01 was created by implementation of the correction 
set. 

The correction set was presented in UPDATE format, that is, in a format 
acceptable to UPDATE processors on CDC and CRAY computers. This was done 
to help simplify communications between code users and the maintenance 
staff and to reduce problems with differing versions of the code at various 
installations. 

Sample calculations were included in the package sent to the users. These 
calculations were for the CORCON Standard Problem and for a sample accident 
sequence, Peach Bottom AE. An output listing for the Standard Problem was 
included along with plots of selected CORCON output variables. Plots were 
also included for the Peach Bottom calculation. These plots compared 
results from the released and updated versions. 

The plots, which are reproduced as Figures 1.3-7 through 1.3-10, showed 
that the modifications to the code had very little effect on calculated 
results. In fact, for the Peach Bottom calculations, the results were 
virtually identical. This similarity was not too surprising since few of 
the modifications dealt with model changes. 

The only model changes included in the first correction set concerned the 
treatment of partially solidified layers. Hence, the only significant 
differences between version 2.00 and version 2.01 results occurred either 
early in the calculation, when the debris was partially solidified, or late 
in the calculation, when the molten core material was beginning to 
solidify. However, even then the differences were not great. Although it 
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is not inconceivable that: a particular set of input might trigger 
differences between the two versions, in general we would expect the two 
versions to yield very similar results. 

1.3.5 Release of the Second CORCON Correction Set 

A memo transmitting the second correction set for CORCON-MOD2 was 
distributed to users of the code. This correction set eliminated the 
sometimes significant overestimation of the decay power caused by the 
interpolation scheme employed in the released version of the code. Version 
2.02 was created by the implementation of this update. 

The decay heat package in CORCON calculates the decay heat attributable to 
25 fission-product elements, to core uranium, and to structural zirconium. 
It is based on an ORIGEN calculation for a standard Westinghouse PWR.Il4 
In essence, it interpolates for each element separately based on decay 
powers at selected times. 

In the released version of the code, five times were selected, 
corresponding to 0.0, 0.1, 0.6, 2.2, and 20 days after reactor shutdown. 
The interpolation assumed an exponential time variation between the 
tabulated points. This scheme can significantly overpredict the decay 
power at early times, particularly within two hours of reactor shutdown. 
At one hour, the error is almost a factor of 2. 

The primary change in the new decay heat package is the method used to 
interpolate between tabulated points. Data are now tabulated at 0.5, 1, 2, 
4, 10, 24, 72, and 240 hours after reactor shutdown, and a power-law 
interpolation is used. In other words, log-power is assumed to be linear 
in log-time. The tabulated points are based on ORIGEN calculations for the 
same standard Westinghouse PWR core and operating history described in 
Reference 114. Differences from the previous ORIGEN calculation are minor. 
The new ORIGEN calculation better accounts for the contribution of decay 
heat to the total thermal output of the core during reactor operation and, 
therefore, predicts slightly less fission-product burnup and slightly lower 
fission-product inventories at the time of reactor shutdown. However, 
there are no major differences in the total decay powers of the elements in 
the two calculations. 

The elemental powers, summed over the four groups considered in CORCON 
(metals, oxides, halogens, and alkali metals), have been calculated as a 
function of time using the new and old decay heat packages. The results 
are compared in Figures 1.3-11 through 1.3-14. In these plots, 100 percent 
fission-product retention has been assumed. Also included in the figures 
are the normalized group powers calculated from the tables in 
Reference 114. 

The new CORCON representation of total power in the oxide is seen to agree 
very well with that from Reference 114. However, the power in the metal as 
calculated in CORCON is significantly lower and that in the halogens is 
significantly higher than those in Reference 114. This difference has been 
traced to differences between the two in the treatment of the tellurium-to- 
iodine transition. In Reference 114, the decay power from the daughter 
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Figure 1.3-11. Decay Power Generated by Oxide Fission 
Products 
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iodine produced after the reactor shutdown is attributed to tellurium, 
while in the CORCON routines, it is attributed to iodine. In this case, 
the CORCON procedure seems more appropriate since iodine born of tellurium 
decay is unlikely to remain in the melt pool for any extended period of 
time . 
Sample calculations were performed for the CORCON Standard Problem and the 
Peach Bottom AE accident, and plots comparing results from versions 2.01 
and 2.02 were included in the package sent to the users. In addition, 
variations on the two sample calculations were run with earlier times for 
the onset of the core-concrete interaction. (One hour was used in both 
cases.) These calculations were included to emphasize the differences 
between the two decay heat interpolation schemes. 

Only for the early time calculations were there significant differences 
between the version 2.01 and version 2.02 results. For the modified CORCON 
Standard Problem, there was a general reduction in the calculated debris 
temperature and gas generation during the interaction due to the lower 
decay energy available to drive the interaction. For the modified Peach 
Bottom accident calculation, heatup of the initially solidified core debris 
was slower in the Version 2.02 calculation, and consequently the peaks in 
the debris temperature and gas generation were shifted in time by 20 
minutes. These results are reproduced in Figures 1.3-15 through 1.3-18. 

We conclude from these results that the differences between results 
obtained with Versions 2.01 and 2.02 will only be significant when core- 
concrete interactions begin within two hours after reactor shutdown. Even 
then, however, the differences are probably not significant when one 
considers the great uncertainty in the modeling of core-concrete 
interactions and other severe accident phenomena. 

1.4 Molten Fuel-Coolant Interactions 
(B. W. Marshall, Jr. and M. Berman, 6427) 

The objective of this program is to develop an understanding of the nature 
of fuel-coolant interactions (FCIs) during hypothetical accidents in light 
water reactors (LWRs). The understanding of FCIs achieved in this program 
is expected to resolve key reactor safety issues for both terminated and 
unterminated accidents. Models are being developed to quantitatively 
determine: 

1. The rates and magnitudes of steam and hydrogen 
generation. 

2. The degree of mixing and coarse fragmentation of the 
fuel. 

3. The degree of the fine fragmentation of the individual 
droplets composing the coarse mixture. 

4. The fraction of the available thermal energy that is 
converted into mechanical energy. 
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Experiments are being conducted to determine the influence of three classes 
of important independent variables; thermodynamic conditions (temperature 
of the fuel and the coolant and the ambient pressure); scale variables 
(amount of fuel and coolant initially involved); and boundary conditions 
(pour diameter and rate, shape and degree of confinement of the inter- 
actions region, presence of structures, water depth, and fuel-coolant 
contact mode). Measurements being made during the experiments include 
photographic observation of the FCIs, pressures generated in the coolant 
and the cover gas, steam and hydrogen generation, and the resulting debris 
characteristics. 

1.4.1 FITS Experiments 

There were no FCI experiments conducted in the FITS (Fully Instrumented 
Test Site) Vessel during this period. We currently expect the final FITSD 
test to be conducted in May. 

1.4.2 Jet Mixing Program 
(B. W. Marshall, Jr., 6427) 

Recent observations inside the Three Mile Island-Unit 2 (TMI-2) reactor 
core have shown that about 20 tons of core material melted and poured into 
the lower plenum about 3 . 8  h into the ac~ident.l15,11~ Contrary to some 
previous assumptions, the lower core support and flow distribution plates 
appear to be undamaged. These observations change the earlier idea that 
large coherent pours would occur. It appears that the molten core poured 
through and around the structural plates creating jets which were sur- 
rounded by saturated water. The purpose of the jet-mixing program, there- 
fore, is to begin to develop an understanding of the mixing. processes and 
explosibility of jets of molten material falling through water. The 
assumed conditions inside the reactor core are a corium temperature of  
-2800 K, saturated water, and an ambient pressure, which can range from 1 
to 170 bars. The ratios of  the densities and viscosities of the molten 
corium to water are approximately 7 . 8  and 4, respectively. For TMI-2, the 
range of possible orifice sizes are from 8 . 3  to 16.5 cm. Furthermore, the 
possible aspect ratios (i.e., the plate thickness to hole diameter) range 
from 0 . 3  to 2.0 and since there are numerous holes in each structural 
plate, multiple jets of corium will be created. 

To date, four series of experiments addressing the importance of liquid-jet 
mixing have been either completed or are currently in progress. The four 
series are (1) jets of molten iron/alumina falling through air (MDJET 
series), (2) jets of water falling through air (WAT series), ( 3 )  jets of 
molten iron/alumina falling through water (EJET series); and ( 4 )  isothermal 
jets falling through water (IJET series). Each of these series is de- 
scribed and preliminary results are discussed. However, before presenting 
our experimental data, a brief literature review covering liquid-gas jet 
data, isothermal liquid-liquid jet data, and boiling liquid-liquid jet data 
is appropriate. 
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1.4.2.1 Literature Review 

0 Liquid-Gas Jet Data 

The majority of the currently published data are for liquid jets injected 
into gaseous atmospheres. This system has been investigated experimentally 
for over a hundred and fifty years; the earliest known work was performed 
by Bidone and Savart in the early 1800s.117*118 One of the earliest known 
theoretical investigations into jet stability was reported by 
Rayleigh. 119 9 120,121 Lord Rayleigh evaluated the instabilities of an 
inviscid jet falling through a vacuum. Some of the most useful and com- 
prehensive reviews of the currently existing data have been prepared by 
Kryzwoblocki ,122 Chen and Rodi , 124 and Windquis t 
and Corradini. 125 

McCarthy and Molloy , 

The stability curve represents the experimentally-measured jet breakup 
length as a function of the jet velocity. In Figure 1.4-1, a schematic 
representation of the stability curve for a liquid-gas system is shown. 
The stability domain is generally broken into four regimes; the Rayleigh 
regime (points A to B), the transition regime (points B to C), the turbu- 
lent regime (points C to D) and the atomization regime (above point D). 
The Rayleigh regime, or capillary-instability regime, was first treated by 
Rayleigh for an inviscid jet.119 Weber also analyzed this regime for the 
viscous jet falling through a vacuum.126 Under ideal conditions and at 
these low velocities, the fragmentation of a jet is caused by axisymmetric 
instabilities induced by surface tension and inertial forces. 

The breakup mechanisms in the transition region are not as clearly under- 
stood as the Rayleigh regime. This regime is characterized by much un- 
certainty because of differences in nozzle design,l23 ambient system 
pressure, 127 and turbulence within the jet. Jet disintegration is thought 
to be due to surface tension and inertial forces as well as turbulence- 
induced fragmentation, usually producing drops on the order of the jet 
diameter. 

The turbulent regime is also characterized by a relatively large scatter in 
the experimental data. Jet disintegration appears not only to be a func- 
tion of the velocity, but also of the nozzle desfgn and turbulence level in 
the jet. In this regime, jet breakup can be induced by a number of phenom- 
ena including the growth of unstable transverse waves, the growth of 
axisymmetric waves, and boundary-layer stripping of smaller particles. 

The stability curve in the atomization regime is not clearly defined. 
Here, the velocities of the jet are so  high that a coherent core of 
material appears to be surrounded by a spray of particles, which are 
usually much smaller than the jet diameter. Jet breakup is thought to be 
due to aerodynamic forces, jet-flow conditions, and nozzle design. How- 
ever, as others have observed,128 the exact shape of the stability curve in 
the atomization regime is currently uncertain. 

Given the uncertainties that exist, the fragmentation of a liquid-gas jet 
system is relatively well understood compared to other systems. Some 
important parameters for the liquid-gas system include the initial jet 
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Figure 1.4-1. Schematic of the Liquid-Gas Stability Curve 

diameter (current data are on the order of millimeters), the jet velocity, 
the liquid-gas surface tension and jet viscosity, the turbulence in the 
reservoir, the nozzle and reservoir geometry, and the smoothness and 
streamlining of the nozzle surfaces. 

0 Isothermal Liquid-Liquid Jet Data 

The most comprehensive review of isothermal liquid-liquid jet data has been 
compiled by Kitamura and Takahashi. 1 2 9  Jet orifice diameters used in their 
referenced works ranged from 0 . 0 5  to 0.26 cm with jet entrance velocities 
of up to about 150 cm/s. Furthermore, the properties of the system fluids 
(i.e., viscosity, density, and interfacial tension) affect the jet-mixing 
behavior significantly more than in the liquid-air system. 

When a liquid is injected into another stagnant immiscible liquid, the 
fragmentation of a jet depends upon numerous parameters. Comparison of the 
liquid-gas and liquid-liquid data reveals that the jet-breakup behavior 
depends strongly on the viscosity and density ratios (i.e., ratio of the 
jet-to-pool properties). If the viscosity ratio is less than about unity, 
the breakup *length increases linearly with the jet velocity to a maximum 
and then decreases linearly with further increases in velocity. If the 
viscosity ratio is reater than about 2, then the jet breakup length curve 

length; it appears that as the density ratio increases, the maximum 
breakup length also increases. Note, however, that experimental dif- 
ficulties exist in changing the density ratio without changing the viscos- 
ity ratio of the system, and observations from the current data are not 
conclusive. We also believe that the interfacial tension is an important 

becomes nonlinear. B 2 9 , 1 3 0  The density ratio also affects the breakup 
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parameter for liquid-liquid systems. However, data in this area are also 
sparse and further work is needed. Thus, in addition to the jet velocity, 
the interfacial tension and the ratios of the system viscosities and 
densities govern the nature of the jet breakup. 

The first analytical work in this area was performed by T0motika.1~~ He 
analyzed the stability of a liquid column injected into a second continuous 
liquid, for general cases where both inertial and viscous forces are sig- 
nificant and for two limiting cases where either inertial or viscous force 
is ne li ible. Note that the analytical solution developed by Rayleigh, 
119,190~f21 is a subset of this generalized solution. Additionally, 
analytical work in this area was performed by Meister and Scheelel32 in 
which a number of limiting solutions were derived from Tomotika's 
generalized solutions. 

The currently published data129 9 130 P 132-140 pertain to j et diameters less 
than 3 mm, jet velocities less than about 1.5 m/s, density ratios between 
0.6 and 1.6, viscosity ratios between 0.1 and 1.6, and interfacial tensions 
which range from 1 to 50 dynes/cm. 

0 Boiling Liquid-Liquid Jet Data 

Although there are numerous FCI experiments in which globs of molten fuel 
are dropped into a second condensable fluid, there is a very limited data 
base related to the dynamic mixing processes of iets of molten fuel falling 
through the condensable fluid. Numerous authors have attempted to model 
this configuration by assuming that the steam film is thick and that the 
important jet-mixing behavior can be assumed to be that of a liquid-air 
system. 128 8 141 3 142 

The earliest experimental work in this area was performed by Bradley and 
Witte. 143 They conducted experiments using 1.6-mm-diameter jets at temper- 
atures that ranged from about 300 to 650 K and which were injected into 
water at ambient conditions (-295 K). The molten materials (tin, Asarcolo- 
158, mercury, and a lead-tin alloy) were injected horizontally into the 
water and steam explosions occurred in numerous cases. However, the 
violence appeared to be a strong function of the initial melt temperature; 
at low melt temperatures, no significant breakup of the material was 
observed whereas at temperatures near 600 K, violent explosive interactions 
were observed and the posttest debris was finely fragmented. 

More recent experimental work has been reported by Spencer et al. ,144*145 
in which jets of molten material having an initial diameter of 2.2 cm were 
injected into water and liquid sodium. In the first system, jet materials 
(molten corium, tin, or Wood's Metal) were injected into water at either 
saturated (-5°C subcooled) or highly subcooled conditions ( -75°C sub- 
cooled). In the second system, molten corium was injected into sodium at a 
temperature of 1200 to 1450 K, depending upon the test. In all but one of 
these experiments, no explosive interactions were observed. Instead, very 
limited mixing of the jet with the coolant occurred. 

The fragmentation of molten jets falling through water is an important 
reactor-safety concern. However, very limited data are currently available 
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in the literature. The important parameters are those listed for the iso- 
thermal liquid-liquid systems and liquid-gas systems in addition to the 
temperature and composition of the molten-jet material. If the molten 
material is significantly above the boiling point of the water, vapor 
generation may play an important role in the dynamic mixing process. Also, 
the composition of the molten jet material will be important in the evolu- 
tion of noncondensable gases such as hydrogen, possibly affecting the trig- 
gerbility and explosibility of these jets as well as the breakup behavior. 

1.4.2.2 Liquid-Air Jet Experiments 
(B. W. Marshall, Jr., 6427) 

a. Molten Jets Falling Through Air (MDJET Series) 

In this series we conducted six experiments investigating the behavior of 
molten jets of iron/alumina falling through -1.8 m of air. Another im- 
portant purpose was to develop the techniques needed to deliver jets of 
molten iron/alumina into deep water chambers. Table 1.4-1 shows the 
initial and boundary conditions for each of the experiments. As shown, 
experiments were conducted using single- and three-jet configurations. 

0 Single-Jet Tests 

In the single jet experiments (MDJET-1, -2, and - 6 ) ,  we observed some 
interesting and unexpected trends in the jet behavior. The integral jet 
breakup was unusual and could not be described by a single characteristic. 

Table 1.4-1 

Initial and Boundary Conditions of the 
Molten-Jet/Air Experiments 

Fue 1 
Massa 

Test (kg) 

MDJET- 1 41.5 
MDJET-2 40.0 
MDJET-4 40.0 
MDJET- 5' 40.0 
MDJET- 6' 40.0 
MDJET- 7' 40.0 

Jet 
Diameter 

(cm) 

3.8 
3.8 
3.8 
3.8 
7.6 
3.8 

Jet Fall 
Number Distance 
of Jets (m) 

1 1.8 
1 1.8 
3b 1.8 
3b 1.8 
1 1.8 
3b 1.8 

aMass of thermite initially loaded into the 

bThe jet holes were 120° apart and at a pitch 

CContinuous X-ray imaging of the molten jet as 

crucible. 

of $5.7 cm. 

it fell through the air. 
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Rather, the jet breakup was a combination of characteristics depending upon 
the time into the melt-pour. Early in the pour, the breakup resembled that 
of a jet in the turbulent regime; e.g., transverse wave disturbances (also 
referred to as sinuous breakup) dominated the jet fragmentation. This 
sinuous breakup phase generally lasted for the duration of the melt-pour 
from the reaction crucible into the reservoir. Subsequent to this phase, 
the breakup characteristics changed from sinuous to varicose-type behavior. 
Varicose jet breakup is caused by surface tension and inertial forces and, 
in the absence of turbulence, is the expected jet breakup behavior at these 
relatively low velocities. 

Jet breakup can be affected by numerous factors. In particular, turbulence 
in the reservoir above the nozzle can affect the breakup behavior. The 
sharpness of the edge of the nozzle, the smoothness of the nozzle walls, 
and other factors will also affect the jet fragmentation. Each of these 
parameters could result in turbulent jet-breakup behavior when velocities 
are low enough that laminar behavior (i.e., varicose jet breakup) would 
otherwise be predicted. In these experiments, however, turbulence in the 
reservoir is believed to dominate the breakup of the jet. Early in the 
pour, the turbulence generated by the relocation of the melt from the reac- 
tion crucible to the reservoir resulted in sinuous-type jet breakup. 
Furthermore, when the relocation was complete, the jet changed character 
and began to fragment because of surface tension and inertial forces (e.g., 
varicose jet breakup). To further evaluate these observations, we con- 
ducted a similar series of experiments using water as the jet material. 
These experiments are discussed in Section 1.4.2.2.b. 

0 Three-Jet Tests 

Three experiments (MDJET-4, -5 and - 7 )  were conducted using a three-jet 
geometry. The jet configuration consisted of three 3.8-cm-diameter jets, 
120" apart and at a pitch of 5.7 cm. One purpose of these experiments was 
to analyze the differences and similarities between the single-jet and 
three-jet configurations. We believe that the influences of neighboring 
jets may be important in reactor safety analysis. Furthermore, the 
delivery techniques developed in these experiments would be used in future 
experiments. 

During these experiments, we observed the same general jet-breakup 
behavior, two distinct breakup characteristics depending upon the time into 
the pour. As with the single-jet experiments, the early-time jet behavior 
was characterized by turbulent sinuous wave breakup while the late times 
were characterized by surface tension and inertial effects. Furthermore, 
we observed that during the early part of the pour, the three jets spread 
away from one another and rotated slightly about the center line. This may 
be an indication that vortices were being established in the reservoir 
above the nozzle, causing the jet to spin. Late into the pour the jets 
converged and fell vertically with very little spin about the centerline. 
As observed in the single-jet experiments, this change in behavior appeared 
to coincide with the completion of the relocation of the melt from the 
reaction crucible to the reservoir. After the relocation, the turbulence 
level decreased and varicose-type jet breakup was observed. 
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b. Water-Jets Falling Through Air (WAT Series) 

To assist in our understanding and interpretation of the MDJET experiments, 
we conducted a series of experiments in which jets of colored water fell 
through -1.8 m of air. In this series, as shown in Table 1.4-2, all 
experimental parameters were identical to those in the MDJET series. How- 
ever, to study the importance of reservoir turbulence, we conducted experi- 
ments with and without a 30-cm prefall distance above the reservoir. Two 
single- jet experiments and two three-jet experiments were conducted. The 
turbulent reservoir conditions (i.e., 30-cm prefall) were compared to the 
MDJET results and to the quiescent reservoir conditions allowing us to 
evaluate the jet-breakup behavior as a function of the reservoir 
turbulence. Finally, two additional experiments were conducted evaluating 
the importance of nozzle geometry (e.g., the ratio of the nozzle length to 
diameter) for the turbulent reservoir conditions. 

As shown in Figure 1.4-2, the jet breakup length is shown as a function of 
the time into the melt-pour and is strongly influenced by reservoir turbu- 
lence. For the quiescent reservoir conditions (i.e., the no prefall condi- 
tions), the breakup of the single- and three-jet configurations is 
representative of varicose behavior. The jets exit from the nozzle and 
fall vertically through the air without significant breakup. However, 
there is evidence of varicose-type breakup as the jet falls and begins to 
"pinch off" at regular intervals. This implies that surface tension and 
inertial forces are acting, but that longer fall distances would be 
required before the jet actually fragments into drops. Also note that in 
the case of the quiescent three-jet configuration, the jets converge 
together within a few jet diameters and appear to fall as one single large 
jet. 

Table 1.4-2 

Initial and Boundary Conditions of 
the WAT Series 

TEST Number of 
Jets 

WAT - 1 
WAT - 2 
WAT - 3 
WAT - 4 
WAT - 5 
WAT - 6 

3.8 
3.8 
3.8 
3.8 
3.8 
3.8 

0 
0 
30 
30 
30 
30 

T/Da Jet Fall 
Dist. (m) 

0.67 1.8 
0.67 1.8 
0.67 1.8 
0.67 1.8 
10.0 1.8 
10.0 1.8 

~T/D is the ratio of the nozzle length to diameter or aspect 
ratio. 
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Figure 1.4-2. Jet Breakup Length for Single- and Three-Jet Tests 

A s  in the MDJET series, the turbulence reservoir conditions resulted in 
jet-breakup for the single- and three-jet configurations, which could not 
be described by a single jet-breakup characteristic. A s  shown in 
Figure 1.4-2, the breakup length is a strong function (for an aspect ratio 
of 0 . 6 7 )  of the reservoir turbulence, reducing the breakup length by nearly 
an order of magnitude. For the three-jet experiments with reservoir turbu- 
lence, the turbulence level was so high that we could not identify a jet- 
breakup length; the jet began to fragment immediately as it left the 
nozzle. Therefore, the jet-breakup length is assumed to be zero. 

If the spread of the three-jet configuration is considered, as shown in 
Figure 1.4-3, the effect of reservoir turbulence is clearly evident com- 
pared to the quiescent-reservoir conditions. For turbulent conditions, the 
spread of the three-jet configuration ranges from 24" to 6 "  and is a func- 
tion of time while the single jet deviates from the centerline by about 6 "  
for the duration of the relocation. Another interesting observation is the 
fact that the spread angle goes to zero for both single- and three-jet 
cases as the relocation of the fluid from the crucible to the reservoir is 
completed (about 1.7 s ) .  

In the final two experiments (WAT-5 and - 6 ) ,  the importance of the nozzle 
geometry was considered for the turbulent reservoir conditions. The ratio 
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Figure 1 . 4 - 3 .  Jet Spread for the Single- and Three-jet Tests With 
and Without Reservoir Turbulence 

of the nozzle length to diameter, or aspect ratio, is an important param- 
eter when evaluating the influence of reservoir turbulence. As the aspect 
ratio increases, the influence of turbulence should decrease since the 
longer nozzles would streamline the flow. As expected for both the single- 
and three- j et configurations, the longer nozzle reduced the influences of 
reservoir turbulence. The jet-breakup behavior was similar to the 
quiescent reservoir conditions in that the jets fell vertically with no 
significant spread. 

We have clearly demonstrated that reservoir turbulence can strongly affect 
the jet-breakup characteristics. For nozzles with small aspect ratios and 
turbulent reservoir conditions, the jet-breakup behavior is dominated by 
the turbulence in the reservoir. However, for longer nozzles, the in- 
fluence of reservoir turbulence is reduced, or even eliminated, by the 
streamlining effect of the nozzle. 

Inside a typical reactor core, the aspect ratios of the flow distribution 
and core support plates range from about 0.3 to 2.0. Thus the turbulence 
created by the relocation of melt from the core region onto the structural 
plates in the lower plenum may affect the jet-breakup characteristics, 
especially in the absence of water. However, as described in a later sec- 
tion, reservoir turbulence is less important for a liquid-liquid system. 
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1.4.2.3 Boiling Liquid-Liquid Jet Experiments (EJET Series) 
(B. W. Marshall, Jr., 6427) 

Using the experimental techniques developed in the MDJET series, a series 
of experiments was conducted which investigated the mixing characteristics 
and explosive nature of boiling jets. The experimental setup, shown in 
Figure 1.4-4, incorporated a 56-cm square lucite water chamber in which a 
single jet of molten iron/alumina was gravity-poured into both saturated 
and highly subcooled water. The initial and boundary conditions of the 
five experiments are shown in Table 1.4-3. The purpose of this series was 
to begin to understand the breakup process of molten jets falling through 
water (Tmelt>>Tsat) - 
The experiments generally progressed as follows: The thermite powder was 
ignited and reacted to completion inside the reaction crucible. The molten 
products then melted through a 0.64-cm-thick steel plate in the bottom of 
the reaction crucible (the hole-diameter was 12.7 cm). The melt then fell 
about 30 cm into the reservoir, flowed through a hole in the bottom of the 
reservoir and into the water. The bottom of the reservoir nozzle was 
placed at the water surface minimizing the entrance velocity of the jet. 
The water chamber was manufactured of 2.54-cm-thick lucite to allow high- 
speed photographic coverage. Discussion of the EJET-4 experiment is omit- 
ted due to experimental difficulties with the high-speed cameras. 

EJET-0 

This was the first boiling-jet experiment conducted to check our 
experimental techniques, timing, and setups. This ambient water- 
temperature test could be compared to the EJET-1 experiment to evaluate the 
importance of water subcooling. 

The melt flowed into the reservoir and through the 3.8-cm-diameter nozzle. 
From the high-speed film records, a coherent jet of molten iron/alumina 
could not be identified. Rather, as the melt entered the water, it 
fragmented into particles having drop diameters which were less than the 
initial jet diameter. The jet breakup curves are shown in Figure 1.4-5 and 
indicate that the mixture region almost immediately grows to twice the 
initial jet diameter. The region then continues to grow at a much reduced 
rate until about 2.5 s into the pour. At 2.5 s ,  a rapid expansion of the 
mixture region occurs, filling the entire water-chamber. This jet mixing 
behavior was unexpected since most of the literature indicated that no 
significant breakup would occur for these conditions. 141 , 145 

EJET-1 

This experiment was a repeat of the EJET-0 experiment except that the water 
temperature was 362 K (89°C) and the melt mass delivered was 47 kg. As 
before, significant fragmentation of the melt occurred as it fell through 
the water. As shown in Figure 1.4-6, the mixture region immediately grew 
to twice the initial jet diameter and then propagated, at that diameter, 
into the water chamber for about 600 ms. After the first 600 ms, the 
mixture region appeared to be in a quasi-equilibrium state for the next 700 
to 800 ms; i.e., no further growth in the mixture region occurred. At 
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Figure 1.4-4. Experimental Setup for the EJET Series 
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Table 1.4-3 

Initial and Boundary Conditions for the 
Molten-Jetpater Experiments 

Fue 1 Jet Coolant Coolant Coolant 
mass diameter mass Depth Temp. 

Test (kg) (cm) (kg) (m) (K) 

EJET-Oa 37.0 3.8 489.3 1.57 303 
EJET-1 47.0 3.8 472.1 1.57 362 
EJET-2 47.0 7.6 472.1 1.57 361 

EJET-4b 47.0 16.3 489.3 1.57 303 
EJET-3b 47.0 16.3 472.1 1.57 359 

aEJET-O was previously named MDJET-8. 
bNo prefall. The 16.3-cm-diameter hole was in the 
reaction crucible itself. 

-1.3 s into the melt-pour, a second rapid expansion of the mixture region 
occurred, filling the entire water chamber. This type of nonlinear mixing 
behavior suggests a threshold of some kind was achieved. Furthermore, 
comparison of Figures 1.4-5 (EJET-0) and -6 (EJET-l), indicates that the 
second rapid expansion of the mixture zone occurs at different times into 
the pour (-2.6 s for EJET-0 and - 1 . 3  s for EJET-1). Since the water 
subcooling was the only parameter changed in these two experiments, this 
time dependence may be related to the water subcooling. For initially 
saturated water conditions, each unit of energy leaving the melt would 
result in steam generation. Since the melt has a temperature of about 
2700 K, rapid and extensive steaming rates would be expected for initially 
saturated water. However, for highly subcooled water, energy from the melt 
must first heat the surrounding water to saturated conditions before rapid 
steaming rates can be achieved. Therefore, differences in timing between 
highly subcooled (EJET-0) and saturated (EJET-1) water conditions would be 
expected and were observed. 

Based on these two experiments, we can state that the generation of vapor 
significantly affects the jet breakup. Furthermore, the initial temper- 
ature of the water appears to determine the timing of the second rapid 
expansion of the jet-mixture region. We did not observe any indication of 
a steam explosion in either the EJET-0 or EJET-1 experiments. 

EJET-2 

In this experiment, 47 kg of iron-alumina thermite were used to generate a 
molten jet 7.6 cm in diameter. The water chamber dimensions were identical 
to those used in the EJET-1 test. The water temperature was 361 K (88"C), 
which is approximately 5" subcooled. 
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From the high-speed films, we again observed significant fragmentation of 
the molten-jet as it entered the water. A s  shown in Figure 1.4-7, the same 
general jet breakup behavior occurred in this experiment as in the previous 
two; the mixing plateau occurs almost immediately. Subsequent to the 
mixing plateau, the mixture-region expansion occurs somewhat sooner than 
observed in the EJET-1 test. Furthermore, the duration of the mixing 
plateau appeared to decrease with increases in jet diameter. A s  in the 
previous experiments, the rate and magnitude of the vapor generation appear 
to play an important role in the fragmentation and growth of the mixture 
region of these boiling jets. 

EJET-3 

There are important questions that must be addressed before we can under- 
stand the complex mixing of molten jets of core material with residual 
water inside a reactor core. We feel that one of the most important ques- 
tions for reactor safety analyses is that of scaling. We conducted an 
experiment which modeled the largest jet diameters that could have occurred 
inside the TMI-2 reactor; i.e., the 16.3-cm holes in the core forging. 
This experiment was a repeat of EJET-1 and 2 except for the initial jet 
diameter. A s  shown in Figure 1.4-8, the early mixing phase was similar to 
the previous experiments in that a plateau occurs almost immediately. 
However, the delivery of a uniform jet having an initial diameter of 16 cm 
is difficult. We encountered problems with the melt-through plug (a 0.64- 
cm-thick plate in the bottom of the crucible) failing uniformly, resulting 
in a leading edge smaller than the actual desired jet diameter. Also, 
since only 50 kg of melt were used, the unperturbed length of the jet was 
less than 4 diameters. 

Given the uncertainties associated with these data, a comparison of the 
results from these three saturated-water tests reveals that as the jet 
diameter increases, the scaled mixture-region diameter decreases at all 
times. The duration of the mixing plateau appears to be a function of the 
jet diameter. We observed an early mixing-region plateau whose scaled 
diameter ranged from 3 for the 3.8-cm-diameter jet to about 1 for both the 
8- and 16-cm-diameter jets. The duration of these plateaus also appears to 
decrease with increasing jet-diameter. 

In the EJET series, we have begun to address the possibility of whether a 
jet of molten core material can significantly mix with water in the lower 
plenum. Furthermore, we have begun to assess the differences between iso- 
thermal (described in the next section) and boiling liquid-liquid jet 
systems at this scale. Contrary to experiment work reported by Spencer et 
a1 . ,144 3 145 all boiling- j et experiments conducted in this series resulted 
in significant mixing and growth of the jet mixture region. We believe 
that some of these differences may be due to the relatively low-melt 
temperatures used in Spencer's experiments, e.g., the temperatures of the 
tin and Wood's metal were below 580 and 400 K, respectively. The temper- 
ature of the jet will govern the steam generation rate and magnitude. The 
lower the jet temperature, the lower the heat flux to the surrounding water 
and, therefore, the lower the steam generation rate. As we have observed 
in the EJET series, vapor generation plays an extremely important role in 
the fragmentation of jets of iron/alumina melt falling through water. 
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We did not observe any spontaneously triggered steam explosions in this 
series of experiments, suggesting that these configurations may be 
relatively benign. However, if an external trigger were available, these 
coarse mixtures may be explosive; triggers will be considered in future 
experiments. 

1.4.2.4 Isothermal Liquid Into Liquid Jet Studies (IJET) 
(D. F. Beck and B. W. Marshall, Jr., 6427) 

As we discussed previously in Section 1.4.2.1, no large-scale isothermal 
liquid-liquid jet experiments exist in the literature. We believe that 
experiments of this type are necessary to assist in our interpretation of 
the boiling liquid-liquid jet experiments described in Section 1.4.2.3. 
Furthermore, we believe that large-scale isothermal experiments would 
assist in our efforts to model the jet-mixing processes. Therefore, we 
have begun a series of experiments that investigates the hydrodynamic 
mixing of two separable isothermal fluids. 

a. Apparatus and Procedure 

Plans for conducting an isothermal liquid-into-liquid jet test series were 
established using TMI-2 core support and flow plates as a guide for 
scaling. Two initial orifice diameters were chosen, 4 and 8 cm, resulting 
in data that ranges from one-quarter to full reactor scale, depending upon 
which plate in the lower plenum is considered. Additionally, tests with 
initial orifice diameters of 0.1 and 1.0 cm were conducted in order to 
correlate the data in the literature with these experiments. Orifice 
length-to-diameter ratios (T/D) ranged from 0.2 to 20 in order to evaluate 
the sensitivity of jet behavior to this variable. Obviously, such a large 
span covers the various T/D ratios found inside current LwRs. Square-edged 
entrances were also used throughout. Large scale tests are planned using 
both single- and triple-orifice configurations allowing us to assess the 
effects of multiple coflowing jets upon transient mixing behavior. 

The jet orifice exits were located at the surface of a quiescent tank of 
water and were oriented such that the jets were injected vertically down- 
ward into the pool. An initial fluid 
depth of 13 cm was selected, resulting in entrance velocities of about 1 to 
2 m/s. An additional experiment (IJET-3) was performed to assess the im- 
portance of reservoir turbulence. The fluid relocated from a crucible down 
onto a 4-cm orifice plate from a height of -30 cm. This experiment was 
intended to simulate any effects due to core relocation. 

Jet flow was driven only by gravity. 

The water chamber used in these tests was 1.2 m deep, approximately the 
separation distance between the flow distribution plate and the vessel 
bottom in TMI-2. The tank had a cross section of 0.6 m square and the 
orifice plate was located at the geometric center of the cross section. 

Ideally, the density and viscosity ratios of the two isothermal fluids 
should be equal to that of the corium-water system. However, due to safety 
and economic considerations, the fluid selected was Freon-TF (Trichlorotri- 
fluoroethane or R-113). This resulted in a fully separable system having a 
density and viscosity ratio of 1.6 and 0.8, respectively. These ratios are 
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within a factor of five of that estimated for the corium-water system, and 
should allow for close approximation of resulting hydrodynamic 
characteristics. Furthermore, estimated Reynolds and Ohnesorge numbers 
place the expected jet behavior for the freon-water system well within the 
breakup regime expected for the corium-water system. Any differences 
caused by material properties will be addressed in some Wood's metal 
experiments currently being planned. 

High speed cameras were used to gather most of the experimental data. 
Several 16 mm cameras and one 70 mm camera were located around the water 
tank. The tank was constructed of a transparent plexiglass on all sides to 
facilitate photography. Various scaling aids were used to correct for 
refraction through both the water and the lucite walls. Film speeds varied 
from 30 to 1000 frames per second, depending upon the camera, subject, and 
test conditions. Timing signals were also recorded on the films to allow 
correlation of events between cameras and other data recorded such as 
level-swell. 

b. Test Descriptions and Observations 

This section provides an overview of the tests conducted to date. Specific 
test parameters are given in Table 1.4-4. All tests conducted during this 
period used a single orifice. Initial jet diameters ranged from 0.1 to 
8 cm. Orifice aspect ratios (T/D) varied between 0.2 and 2 .  IJET-1 was a 
water-into-water experiment and was used only for evaluation of the experi- 
mental apparatus and, therefore, will not be discussed further. However, 
the integral mixing behavior and spread rates of the jet appears to be 
similar to that observed for the Freon-water system. 

Table 1.4-4 

Descriptions of Completed Jet Tests 

Orif ice Orifice Prefall 
- Test Dia (cm) T/D (30 cm), 

la 3.81 0.67 N 
2b 3.81 0.17 N 
3b 3.81 0.67 Y 
4b 3.94 1.94 N 
5b 0.12 2.09 N 
6b 0.95 2.00 N 
7b 7.62 2.08 N 

aTest No. 1 was a water-water system 
bTest 2 to 7 were Freon-water systems with density 
ratios of 1.6 and viscosity ratios of 0.8 
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The jet-mixing behavior varied widely between small- (0.1 cm) and large- 
scale (4 and 8 cm) experiments. A sketch of different jet outlines, shown 
in Figure 1.4-9, provides a qualitative view of the different behavior. 
Further discussion follows below under the appropriate section. 

0 Small- and Intermediate-Scale Tests 

Small-scale jet penetration occurred in a fairly coherent fashion, followed 
by breakup from axisymmetric disturbances. The breakup point was well 
defined, although the actual length oscillated about some mean value. Jet 
behavior at the intermediate diameter (1 cm) appeared similar to those 
observed at small scale. However, expected differences include a notice- 
ably longer breakup length and a more pronounced droplet spread after 
breakup occurred. 

0 Large-Scale Tests 

Large-scale jet behavior was distinctly different from the 0.1- and 1-cm 
tests, and could best be described as a plume. As the Freon jet entered 
into the water, a vortex ring (similar to that reported by Turner146 for 
"starting plumes") was formed. This has also been modeled usin computer 
simulation of liquid-into-liquid jet penetration behavior. 147 In our 
experiments, however, the vortex does not appear to precede the main body 
of the jet during the initial penetration as described by Turner. Rather, 
the jet rapidly leaves this disturbance behind and is preceded only by a 
limiting **cap" or vortex sphere having a diameter that is within the range 
of the observed disturbances once the jet has formed. Any jet-material 
left behind in the entering vortex quickly dissipates into an array of 
scattered droplets, which appear to fall at their respective terminal 
velocity. 

As expected, linear spread rates of the jet were observed. Not expected 
was the variation found in this parameter from test to test due to changes 
in the entrance velocity of the jet. Also, disturbances generated by 
Kelvin-Helmholtz instabilities appeared to be superimposed upon the jet 
edge. 

Close inspection of the films seemed to indicate that the main body of the 
jet was composed of a myriad of  small droplets that spread with depth, 
decreasing the volume fraction o f  Freon. Since the jet liquid is 
immiscible, this would be expected rather than the decreasing concentration 
ratio found with a gas-gas system. 

The third test in the series was used to study the effects of reservoir 
turbulence created by the relocation of fluid from a crucible onto the 
orifice plate. For this experiment a "crucible" with a 13-cm-diameter 
opening was suspended 30 cm above the orifice plate. A 3.8-cm-diameter 
hole in a 2.5-cm-thick plexiglass sheet formed the orifice plate. The test 
was initiated by releasing fluid through the crucible from a point directly 
above the center of the orifice plate. Twelve liters of Freon were deliv- 
ered. The jet-mixing behavior appeared very similar to that observed in 
the other large-scale tests. The only obvious effect caused by the fluid 
relocation was the generation of waves in the orifice-plate reservoir due 

- 123 - 



to its limited cross-sectional area (34-cm diameter). This, in turn, im- 
pressed small "steering" or "pointing" actions on the jet during and after 
the pour was complete; i.e., the jet center line tended to oscillate about 
the orifice center line with a period equal to that of the wave action in 
the reservoir. Variations in the effective gravitational head also occur- 
red as a wave passed over the orifice causing "starvation" or "flooding" of 
the jet. However, the duration of these effects appeared to be only 
slightly longer than the relocation time since the waves were rapidly 
dampened. 

c. Preliminary Data Reduction 

The following data should be considered as preliminary in nature. Refrac- 
tion corrections used were carried out in one dimension only. We expect to 
correct the data for two-dimensional refraction before the final results 
are presented. For all calculations, the density, viscosity, and surface 
tension of each fluid were assumed to be that at 25°C. Actual temperature 
data were recorded for each experiment and will be used to provide a more 
accurate description of the fluid-dynamic properties. Additionally, there 
was some uncertainty in determining the time at which jet penetration began 
(e.g., "time zero"), which will be addressed as a part of our final 
results. Finally, incorporation of these refinements will serve to de- 
crease the size of the error terms discussed in this section. 

0 Exit Conditions 

In order to study and classify jet behavior, it is first necessary to 
determine the entrance velocity of the jet, Uo. No direct velocity 
measurements were made in any of the IJET experiments. However, very 
detailed penetration measurements were possible using the high speed photo- 
graphs. Figure 1.4-10 provides a typical example of the time-valued pene- 
tration data from experiment 3 .  From this graph the initial penetration 
appears to be very uniform. Therefore, the slope in this region should 
provide a reasonably accurate measure of the initial jet-entrance velocity. 
Since velocity-dependent data were only taken during the first few seconds 
of the pour, this value is assumed to be representative of average center 
line entrance velocity, throughout the duration of the pour, for the 
purposes of data correlation. 

Table 1.4-5 provides a listing of exit velocities as determined by a least 
squares linear fit of the initial penetration data for tests completed to 
date. Additional parameters found in this table are discussed below. 

Reynolds numbers were calculated in order to provide a measure of jet 
turbulence at the orifice exit. The Reynolds number is given by the ratio 
of the inertia and viscous forces as follows: 

PoDeUo 

P O  

Re = , 
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where 

p o  = the jet density at the orifice exit (kg/m3), 

De = the orifice diameter (m), 

Uo - the average jet exit velocity (m/s), 
Po = the jet viscosity at the orifice exit (Poise). 

A s  shown in Table 1.4-5, the orifice-exit Reynolds numbers range from 1 x 
lo3 to 2 x lo5. Therefore, based upon these calculations and the velocity 
and buoyancy vector directions, each of these experiments is classified as 
a vertical turbulent buoyant jet. 

Table 1.4-5 

Summary of Critical Parameters 

Z 

2 1 . 0  0.2 0.12 8(104)  7 3(103) 7(10-4) 

3 1.7 0.3 0.20 l(lO5) 20 9(103) 7(10-4) 

4 0.9 0.2 0.08 8(104)  6 3(103) 7(10-4) 

5 0.5 0.01 0.025 l(lO3) 68 20 4 ( 1 0 - 3 )  

6 0.8 0 . 1  0.140 2(104) 1 6  500 i(10 - 3 )  

7 1.2 0 .4  2(105) 5 i(104) 5(10-4) 

Froude numbers were determined in order to better characterize the jet flow 
regime. The densimetric Froude number used here is the ratio of the 
inertial force to the buoyancy force and is given by 
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where 

Uo = the average jet exit velocity (m/s), 

po = the jet density at the orifice exit (kg/m3), 

pa - the ambient or continuous fluid density (kg/m3), 
g = the local acceleration of gravity ( 9 . 8  m/s2), 

De = the orifice diameter (m). 

Values obtained range from 5 to 68 indicating the these jet experiments 
should resemble a pure plume (i.e., F = 0), based upon correlations 
developed for a gas-gas system. 

The Weber numbers were also calculated in order to better understand drop 
formation and behavior. The Weber number is the ratio of the inertial-to- 
surface tension forces and is given by 

2 
UO 

We = [U0/PoDe ] , 

where 

Uo = the average jet exit velocity (m/s), 

uo = the jet surface tension (N/m), 

po = the jet density at the orifice exit (kg/m3), 

De = the orifice diameter, (m) 

A s  shown in Table 1.4-5, the Weber numbers for the large-scale jets were on 
the order of lo3 to 104. Since these values are several orders of magni- 
tude higher than the critical Weber number, 148 rapid fragmentation would be 
expected. This lends some support to the experimental observation that the 
main jet body appears as an array of droplets. 

The final nondimensional relationship considered under exit conditions was 
the Ohnesorge number. It is given by 



where 

po = the jet viscosity at the orifice exit (Poise), 

Po = the jet density at the orifice exit (kg/m3), 

De - the orifice diameter (m), 
uo - the jet surface tension, (N/m). 

Calculated values ranged from 7x10-4 to 1x10-3. When considered along with 
the Reynolds number it is found that the large-scale jet tests fall into 
the same general breakup regime expected for the corium-water system. 1 Z 5  

0 Jet Breakup 

Well defined breakup points were exhibited by the small- and intermediate- 
scale jets. Mean values are provided in Table 1.4-5 as entry "l(m)." The 
actual point of breakup oscillated in time resulting in a 20 percent 
variation in the measurement. Reynolds136 and Sterling and S1eiche1-149 
have also observed similar oscillations of the breakup length. Also, the 
amplitude of these oscillations appears to be a function of jet exit 
velocity.149 The fact that many authors have not reported this effect may 
reflect on the various methods of observation and data reduction used. 

Kitamura and Takahashi129 presented data for a carbon tetrachloride-water 
system using a jet diameter of 0.118 cm. This fluid pair has a viscosity 
ratio of 0.995, a density difference of 580 kg/m3, and a surface tension of 
0.0431 N/m. With our Freon-water system, the viscosity ratio is -0.764, 
the density difference is -568 kg/m3, and the surface tension is -0.019 
N/m. Although there are some differences in fluid-dynamic properties, a 
comparison between the two results should be instructive. Figure 1.4-11 
shows the breakup lengths measured for the 0.1- and 1-cm-diameter Freon 
jets plotted against Kitamura and Takahashi's data. Error bars shown 
represent the range of oscillations observed. Note that the 0.1-cm- 
diameter Freon jet compares favorably with that of the carbon tetra- 
chloride-water system while the breakup length of the 1-cm-diameter jet is 
significantly longer. The increased breakup length for the 1-cm jet has 
not been fully explained, although the order-of-magnitude increase in jet 
diameter will surely affect the breakup length of the jet. Work and 
analysis in this area are continuing. 

Although the large-scale jets did not exhibit a distinct breakup length, 
the behavior appears similar to that of a liquid-gas system in the jet- 
atomization regime. Breakup lengths given for this region are typically 
small, especially when compared to the jet size. Even Kitamura and 
Takahashi reported that determination of breakup length was difficult in 
this flow regime due to clouds of dispersed droplets. If, however, we 
define the breakup length as a function of jet edge disturbance amplitude 
in nondimensional form, it may be possible to correlate the jet-breakup 
behavior at various scales. 
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0 Center Line Velocity 

Consider the sketch of a classical turbulent jet shown in Figure 1.4-12. 
Typically the behavior for a forced plume is broken down into three groups: 
the initial nonbuoyant region, the transition or intermediate region, and 
the main or buoyant region. The initial region can be described as a 
linearly growing boundary layer that surrounds a constant velocity, undis- 
turbed core. In the intermediate region, velocity profiles typically 
change from momentum-dominated flow to buoyancy-dominated flow. The main 
region of the jet is characterized by buoyancy-dominated flow and is 
generally described as having self-similar velocity, concentration, and 
temperature profiles as well as linear spread rates of the mixture region. 

Based on dimensional reasoning, Chen and R0di.12~ have recommended use of 
the following nondimensional depth for reporting experimental results: 

where 

xi - the nondimensional downstream distance, 
F = the densimetric Froude number of the jet under exit 

conditions, 

p o  = the jet-fluid density at the orifice exit (kg/m3), 

pa - the continuous or ambient fluid density (kg/m3), 
L = the penetration length from the orifice exit (m), 

De = the orifice diameter (m). 

Correlation of vertical turbulent gas-gas jet data further enabled Chen and 
Rodi to bound the transition region between values of 0.5 and 5 for xi. 
These limits have been plotted along with the penetration data from our 
experiments in Figure 1.4-13. Typical error bars are shown. 

Chen and Rodi have also derived velocity relationships for axisymmetric 
buoyant jets. Self-similar analysis shows that the center line velocity in 
the initial or nonbuoyant regime should behave as 

0 . 5  -1 

- [ [ ke] ’ 
ucL - 
uO 
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where 

UCL - the center line velocity (m/s), 
Uo = the average jet exit velocity (m/s), 

Aul - an experimentally determined constant, 
Po - the jet-fluid density at the orifice exit (kg/m3), 
pa = the continuous or ambient fluid density (kg/m3), 

L - the penetration length from the orifice exit (m), 
De - the orifice diameter (m). 

In the main or buoyant regime, the center line velocity should behave as 

- 1/3 
- ucL F-1/3 [ :] [ ie] - BU1 3 

0 
U 

where 

Bul - an experimentally determined constant, 
F - the densimetric Froude nuhber of the jet under the exit 

conditions. 

Based on vertical buoyant gas-gas jet data, they have also recommended the 
following values for the empirical cohstants: 

= 6.2 , 
BU1 = 3 . 5  . 

Although self-similar flow does not exist in the intermediate region, Chen 
and Rodi developed a relationship for velocity by fitting a curve between 
the equations found for the buoyant and nonbuoyant region. The resulting 
expression was given as 

9/20 - 4 / 5  
- ucL - 7.26 F [ !si] [ ke] 
uO 

Integration of these three equations yields a relationship for penetration 
as a function of time, the current form of our data. Using the initial 
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conditions of our experiments, the penetration rate can be estimated and 
compared to the data, assuming the penetration rate is representative of 
the center line velocity. As shown in Figure 1.4-13, we estimated the 
penetration rate for the experiment having an initial orifice diameter of 
7.6 cm, yielding relatively poor comparisons to the experimental data. 

An improved model for the center line velocity can be arrived at from the 
following considerations. Refer again to Figure 1.4-12 and note that if 
velocity of the core is constant over the nonbuoyant regime, the center 
line velocity can be expressed as 

Evaluation of the experimentally measured penetration data indicates that 
the actual transition zone in these experiments is small (refer to the 
earlier discussion of Figure 1.4-10). This allows us to define a transi- 
tion point or "point of jet formation," rather than the more cumbersome use 
of an intermediate region. Although this is in conflict with Chen and 
Rodi, it is supported by the work of other authors such as Abramovich.150 

Jet behavior in the main region is governed by the buoyancy of the jet 
fluid relative to the ambient fluid. Support for this conclusion arises 
from two observations: First, recall that the Froude numbers given in 
Table 1.4-5 are much less than 102, which typifies pure plume behavior. 
Second, note from Figure 1.4-13 that the penetration rates tend to parallel 
Chen and Rodi's solution for the buoyant region. Based on these observa- 
tions, a new empirical constant (Bul) can be recalculated using the large- 
scale Freon-water data. This value is 

BU1 = 2.27 . 

Using this new value, new penetration estimates for IJET-7 can be 
determined. As shown in Figure 1.4-13, this model yields much better 
results. The "goodness" of the proposed model is better displayed in 
Figure 1.4-14 where penetration data is plotted against model predictions 
for the large-scale tests run to date. As can be seen, accuracy is better 
than 10 percent for the most part. Symbols used are the same as defined 
for Figure 1.4-13. A typical error bar is shown. 

One final point should be made. Since the jet is immiscible, droplets of a 
finite size are being formed. If the water tank were deeper and larger in 
cross section, a third type of velocity behavior probably would have been 
observed; this would have occurred when the drop-to-drop separation in- 
creased to the point that independent behavior would arise. Furthermore, a 
drop with a characteristic diameter would be expected to form based upon 
the critical Weber number and fall at its terminal velocity. 
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0 Jet Spread 

The 4- and 8-cm-diameter jets have shown that linear spread occurs in the 
main or buoyant regime of the jet, as might be expected for self-similar 
flows. To quantify the actual spread, jet width measurements were taken at 
various depths and times. As shown in Table 1.4-5 and Figure 1.4-15, a 
least-squares fit of this data yielded the effective spread rates. The 
error bars shown in Figure 1.4-15 represent the range of the jet-edge 
disturbances and oscillations. 

From this data, we find that the jet spread increases with increasing exit 
velocity. This is in direct contrast to the "generic" results presented by 
various authors, 124,146 150 where spread rates are typically given as a 
constant for each flow condition (i.e., planar, round, plume, nonbuoyant, 
etc.). However, we should note that most of these observations were 
primarily based upon gas-gas systems and may not hold true for liquid- 
liquid systems, even though the density and viscosity ratios are equal. As 
an example of the different spread rates reported, Chen and Rodi.124 recom- 
mended using a value of 0.112 for the velocity profile half-thickness in 
round plumes, Turner146 recommended using a value of 0.12 for a plume, and 
Abramovichl50 reports a value of 0.22 for the spread rate of an axisym- 
metric turbulent jet, injected under both quiescent and counterflow 
conditions. 

Abramovich also reports that variable spread angles have been observed for 
co-flowing jets. In his book he presented data from several researchers, 
including Yakovlevskiy, Zhestkov et al., and Abramovich and Vafin. This 
compiled data is reproduced in Figure 1.5-16. The term b/b3 represents the 
ratio of the observed jet's half-thickness to the reference case (external 
stream velocity of zero). The independent variable, m, is the ratio of the 
external velocity of the stream to the velocity of the jet. The 
relationship between these variables was given as 

b 1 - m  
b3 l + m  * 

= 

Comparison was made with the IJET series by assuming that IJET-3 satisfied 
this relationship. This allowed for calculation of a reference velocity 
that was in turn used in mapping the spread values of IJET-2 and IJET-4, as 
shown. 

Limited work has also been carried out in the study of liquid jets that are 
operating in the atomization regime. Reitz and Braccol51 have found that 
spread angles vary, for a liquid-gas system, with changes in entrance jet 
velocity, density ratio, surface tension and viscosity. A further review 
of their work is necessary before any correlation can be made. 
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Figure 1.4-16. Comparison of Spread to Colinear Flow Data 

d. Conclusions From the IJET Series 

Although only a portion of the isothermal jet tests have been completed, 
some preliminary conclusions can be drawn. These observations are valid 
only for systems that are dynamically similar to the isothermal Freon-water 
system used in these experiments. 

1. Small scale liquid-liquid jet studies do not provide meaningful 
data for understanding large-scale jet behavior. At this point, 
only the flow regime can be depicted (i.e., laminar breakup, turbu- 
lent breakup, or atomization). 

2 .  Incompressible gas-gas jet data provide an indication of macro- 
scopic flow characteristics for large scale liquid-liquid jets, 
given similar density ratios. 

3 .  The center line velocity of the jet is constant in the initial or 
nonbuoyant regime. 

.4. Transitional flow regions are small for incompressible jets and can 
be neglected for these large-scale experiments. 

5. The center line velocity profiles of the Freon jet follow the 
behavior observed for self-similar buoyant gas-gas flows in the 
bouyancy-dominated regime, provided a new empirical constant is 
calculated. 
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6. Large-scale liquid-liquid jets exhibit linear spread rates in the 
main or bouyancy-dominated flow regime, as would be expected for a 
self-similar flow. 

7. Gas-gas plume spread rates only approximate the variable spread 
rates observed in the liquid-liquid system. Boundary layer 
interaction in an immiscible liquid-liquid system is not properly 
characterized by gas mixing lengths and requires further study. 

8 .  Large-scale gravity pours of Freon into water provide isothermal 
jet breakup data at Reynolds and Ohnesorge numbers estimated 
appropriate for prototypical reactor conditions. 

9 .  Penetration and spread rate behavior indicates that self-similar 
profiles might be used to describe macroscopic jet structure, 
although more work is needed to verify this observation. 

1.4.2.5 Preliminary Conclusions From the Jet-Mixing Experiments 
(B. W. Marshall, Jr. and D. F. Beck, 6427) 

Contrary to the previous picture of a large coherent melt-pour, the reloca- 
tion of molten core material into the lower plenum is now believed to 
involve multiple streams or jets. The described jet-mixing experiments 
provide insight into the complicated mixing phenomena of boiling and 
isothermal jets. From a reactor safety point of view, there are at least 
two potentially benign jet-mixing configurations: (1) The jet will not mix 
significantly with water (it resembles a jet that can be described by 
liquid-air data); thus the possibility of a large coherent steam explosion 
is reduced.128 (2) The jet will fragment so extensively and rapidly that 
either the fuel or the coolant will be swept away (fluidized) from the 
mixture region preventing a coherent, large steam explosion. 142 , 152 9 153 

We have learned from our experimental results that if the temperature of 
the jet material is well above the saturation temperature of the water, the 
jet breakup is affected by the generation of steam. Also, the water sub- 
cooling appears to affect the timing and rate of jet fragmentation: 
Saturated water results in extensive steaming rates and fragmentation as 
the melt enters the water whereas highly subcooled water allows the melt to 
penetrate further into the water before significant steaming occurs. Com- 
parison of the isothermal- and boiling-jet data shows that very different 
breakup mechanisms can occur in boiling-jet systems that cannot be ascribed 
to hydrodynamics alone. Therefore, when reactor safety analyses are per- 
formed, neither liquid-gas or isothermal liquid-liquid jet data should be 
directly extrapolated to predict the fragmentation behavior of molten jets 
falling through water. We are currently working on two tasks: To develop 
a more extensive understanding of the complex mixing of molten fuel jets 
falling into a water pool and to model the action of the jets. 



1.4.3 Integrated Fuel-Coolant Interaction Code Development 
(M. F. Young, 6 4 2 5 )  

A problem of major concern in the field of reactor safety is the 
possibility of energetic fuel-coolant interactions occurring during 
postulated core meltdown accidents. Considerations of this problem are 
usually couched in the form of a question asking whether or not a possible 
FCI might be strong enough to breach the reactor containment. Unfortun- 
ately, not enough is known about the basic physical processes involved in 
an FCI to give a definitive answer to this question at the present time. 

There have been two major lines of approach taken in attempting to deal 
with the FCI safety question. The first involves the observation that 
there are several conditions that make an FCI more likely to occur. So, 
one approach to addressing the FCI safety question has been to try to 
determine whether these conditions are likely to be reached during a core 
meltdown accident in a reactor. If the necessary conditions cannot be 
achieved, then there is no FCI problem in reactor safety. Another approach 
to the safety question has been to attempt to predict the efficiency that 
can be achieved during an FCI, that is, how much of the thermal energy in 
the reactor fuel can actually be converted into potentially damaging work 
if an FCI occurs? 

Research along these two lines of approach has been both experimental and 
theoretical in nature, but has not totally succeeded in answering the basic 
question. The experiments, for instance, have provided much useful 
information, but must, because of economic necessity, be much smaller than 
reactor scale, and FCIs are known to be scale-dependent processes. On the 
theoretical side, lack of data makes choosing the correct model from among 
competing models very difficult; without an accurate model of the physical 
phenomena occurring during an FCI, the experimental results cannot be suc- 
cessfully extended to reactor scale. 

A major roadblock to both extending experimental results to reactor scale 
and to studying the experiments themselves has been the lack of an inte- 
grated model capable of realistically simulating all aspects of an FCI. In 
our view, the desired approach is to develop a tool capable of providing a 
best estimate of the postulated FCI, based on known physical laws and 
verifiable models. Because of the current lack of understanding about 
FCIs, the safest approach (from the viewpoint of confidence in the results) 
is to carry out the entire calculation using a model based as much as pos- 
sible on established descriptions of physical phenomena (for instance, the 
Navier-Stokes equations and accepted heat transfer correlations). The 
integrated model should ideally also provide the initial conditions for a 
possible FCI in a reactor meltdown situation. 

Because of these needs, a project to develop an integrated tool to be used 
in FCI calculations was started. The proposed code was dubbed the Inte- 
grated Fuel-Coolant Interaction (IFCI) code, and was envisioned as being 
able to calculate the FCI process from start to finish, including the 
initial conditions. 
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This section describes the current state of development of the IFCI code, 
the key models in the code, notably the dynamic fragmentation model and the 
surface area transport model, and the use of the code to simulate a repre- 
sentative FCI experiment in the Fully Instrumented Test Series, or FITS.154 
This experiment series collectively represents the largest body of data on 
medium-scale FCIs (medium-scale is the closest to full-reactor scale 
presently available). 

1.4.3.1 The FCI Process 

The FCI process can be roughly divided into four phases: the initial 
coarse-mixing phase, the trigger phase, the reaction propagation phase, and 
the hydrodynamic expansion phase. These four phases are useful concep- 
tually, although in reality they all may be occurring simultaneously in 
different spatial locations in the FCI region. 

The coarse-mixing phase is characterized by entry of molten material (fuel) 
into a coolant (water), with accompanying vapor generation, intermixing of 
the fuel, water, and vapor, and breakup of the fuel into smaller diameter 
drops (smaller meaning 1 to 10 cm); this phase occurs on a timescale of 
0.10 to 1 s .  During this phase, the fuel and water are insulated from one 
another by a vapor film, which serves to maintain the fuel temperature 
close to its initial temperature throughout the entire coarse-mixing pro- 
cess. Breakup of the molten fuel is thought to be governed by hydrodynamic 
instabilities, notably the Rayleigh-Taylor and Kelvin-Helmholtz insta- 
bilities. These breakup processes are driven by relative velocity dif- 
ferences between the fuel and the other two "fields," water and steam. 

The trigger phase occurs when some local disturbance collapses the vapor 
films around the fuel; this collapse allows direct water-fuel contact, high 
heat transfer rates to the water, rapid increase in pressure, and high 
relative velocities in the vicinity of the trigger. If the triggering 
event is sufficiently strong, the mixture will enter an explosive propaga- 
tion phase. The trigger event is not well understood, but is typically 
observed to occur quickly, on a timescale of around 100 p s ,  and is fre- 
quently initiated by contact of the fuel with a solid surface. 

The explosive propagation phase is characterized by a "reaction zone" that 
propagates through the mixture region. Within this reaction zone, the 
coarsely mixed fuel is rapidly fragmented into particles in the 10 to 
100 pm size with accompanying rapid increase in fuel surface area, release 
of heat to the water, and generation of shock waves. The time scale for 
reaction zone processes is the same as that for the trigger phase, on the 
order of 100 p s ,  and typical propagation speeds are in the 50 to 300 m/s 
range. The same hydrodynamic instabilities operative during the coarse- 
mixing phase could also be responsible for the fine fragmentation occurring 
during the propagation phase, although other mechanisms are 2ust as pos- 
sible (for instance, jet penetration of the fuel by the water1 5 ) .  

The expansion phase, wherein the steam-water mixture turns its increased 
thermal energy into work on the surroundings, is more tractable to analysis 
using existing hydrodynamic codes than the other FCI phases and, conse- 
quently, has been treated in some detail by various researchers. 156 3 
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The most recent study was that of Bohl,158 which also included some 
modeling of the processes occurring during the coarse-mixing and propaga- 
tion phases. The expansion phase generally occurs on a time scale of 10 to 
100 ms, 

1.4.3.2 Previous FCI Predictive Models 

As stated in Section 1 . 4 . 3 ,  a major obstacle to the further understanding 
of FCIs and to the analysis of experimental data has been the lack of a 
psol capable of calculating all important aspects of the FCI process. 
These important aspects include such phenomena as film boiling heat 
transfer, fragmentation and mixing of the fuel, and shock wave propagation. 
In the context of reactor safety, a further phenomena of interest is the 
generation of hydrogen by chemical reaction between the fuel and the steam. 
Hydrogen generation is important to reactor safety because of the pos- 
sibility of burning or detonation of the hydrogen posing a threat to the 
reactor vessel or containment. 159 

Various models have been used to study isolated aspects of the whole FCI 
problem, but the results of these efforts have generally been less than 
satisfactory because of assumptions that simplify or ignore various key 
phenomena. The most common of such assumptions include using a constant 
particle size during the coarse-mixing phase,158 setting limits on the 
spatial extent of mixing based on one-dimensional countercurrent flow cor- 
relations, 152 or simply limiting mixing based on "physical intuition. " 
These assumptions tend to limit the extent of coarse mixing, that is, the 
amount of fuel and water mixed together; if not much mixture is formed, 
then an FCI cannot generate enough energy to damage a reactor vessel or 
containment building, even at maximum theoretical (Hicks-Menzies160) 
efficiency. This procedure, unfortunately, does not provide a conservative 
estimate of the possible effect of an FCI during a reactor accident. 
Taking the other extreme of total mixing and maximum efficiency does not 
provide a useful approach either, as this will almost certainly result in a 
calculated FCI strong enough to breach the containment. Such severe condi- 
tions are thought to be unlikely, but again, we are not yet in a position 
to decide h o w  unlikely. 

1.4.3.3 A Predictive Model for FCIS 

The current state of knowledge about the physical processes occurring in 
FCIs,  characteristics of existing hydrocodes, and the necessity of cal- 
culating FCIs in a reactor safety context were all considerations in the 
design of the IFCI code. 

Because of the radically different time scales associated with the 
different phases of an FCI, an implicit numerical hydrodynamics method is 
desirable for its ability to exceed the Courant limit,l61 thereby reducing 
computation time. The presence of at least three separate material fields 
in the FCI problem (water, vapor, and molten fuel), all at different 
temperatures and moving at different velocities, also suggested the use of 
a multifield method. The presence of shock waves during the propagation 
phase requires use of a compressible hydrodynamic method. 
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The SETS162 method was chosen as an appropriate hydrodynamic method that 
satisfied the above criteria. This selection was also motivated by the 
existence of MELPROG/MODl, a severe reactor accident code using the SETS 
method, which features a two-dimensional, four-field fluids compressible 
hydrodynamics module with many necessary models already incorporated. 

MELPROG/MODl is designed to calculate the events occurring during a 
hypothetical core meltdown accident in a light-water reactor (LWR). This 
code already includes a phase change model, a sophisticated heat transfer 
model with complete boiling curve, an equation-of-state for steam and 
water, a flow regime map for both vertical and horizontal flow, and models 
for both interphase and field-structure drag. As such, MELPROG/MODl could 
be used as the basis for IFCI, with the addition of models for FCI 
phenomena not covered by the existing MELPROG/MODl models. MELPROG/MODl as 
a basis for IFCI has the additional advantage that it already calculates 
the core meltdown and water boiloff; thus,the goal of providing initial 
conditions for an FCI in the reactor geometry is achieved. Conversely, the 
IFCI models would also be available as part of MELPROG, thereby expanding 
the MELPROG reactor analysis capabilities. 

1.4.3.4 IFCI Code Description 

The following sections will first describe the general structure and 
features of MELPROG/MODl and then describe the models added to allow 
calculation of FCIs. 

General Code Structure 

MELPROG/MOD1 consists of six major modules, divided according to 
responsibility for calculating different physical processes: FLUIDS, CORE, 
STRUCT, RMIM, DEBRIS, and VIKI, which respectively handle fluids transport, 
core structure behavior (pins, can walls, control blades), vessel structure 
mechanical and thermal response (vessel wall, vessel head), thermal radia- 
tion transport, debris bed behavior, and fission-product chemistry. 
Several additional modules are under development, including IFCI, for FCI 
behavior, and EJECT, for blowdown to the containment. Output data is 
available as printed output, a graphics file compatible with the TRAC163 
graphics postprocessor, TRAP, and as an interface file to the CONTAIN 
containment response code. Also, MELPROG may be run either in stand-alone 
mode, using applied boundary conditions, or coupled to the TRAC reactor 
systems code. 

IFCI actually consists of extensions and additions to the models in the 
FLUIDS module. The FLUIDS module presently provides a two-dimensional, r-z 
geometry, four-field hydrodynamics model, whose fields consist of vapor 
(steam plus hydrogen), water, solid corium debris, and molten corium, or 
melt. A "field," in the context of the SETS method, means a set of 
momentum, mass continuity, and energy equations; a separate set of these 
equations is solved for each "field." Coupling between fields is repre- 
sented by coupling terms in these equation sets. 

The key additional models for IFCI are (1) a dynamic fragmentation model 
and (2) an advection model for melt surface area. The fragmentation model 
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calculates the breakup of the melt based on local hydrodynamic conditions 
(densities and velocities). The advection model handles the transport of 
surface area in the finite difference mesh when melt in a mesh cell, having 
some specific surface area, crosses into a neighboring cell containing melt 
with some other specific surface area. 

Other extensions to the MELPROG fluids treatment necessary to implement 
IFCI include providing the interfield constitutive relations between the 
fourth field (molten fuel, or melt) and the other three fields and 
extending the equation-of-state package for water-steam to allow super- 
critical pressures and temperatures. 

0 Fragmentation Model 

The idea of a dynamic fragmentation model, which calculates the character- 
istic melt diameter as a function of instantaneous hydrodynamic conditions, 
was first proposed by Young.164 A model using this idea was later incor- 
porated into a version of the TEXAS one-dimensional FCI code by Chu,I65 
using an empirical correlation derived from data obtained in the FITS 
experiments. Another version of a dynamic fragmentation model was 
developed by Pilch" based on correlations to the existing body of drop 
breakup data at that time.80 The melt fragmentation model in IFCI is 
adapted from the Pilch model. 

The original Pilch model, as implemented in TEXAS, can be expressed as 

1 

where 

D drop diameter (m), 

t - time ( s ) ,  

Vr = relative velocity between the drop and surrounding fluid (m/s), 

pf = fluid density (kg/m3), 

pd = drop density (kg/m3), 

Co = a constant = 0.245. 

*Personal communication, Martin Pilch, Sandia, Div. 6425, November 14, 
1986. 
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This formulation was developed as an extension of correlations to the data 
from droplet breakup experiments. 80 The original correlations describe 
drop breakup in terms of initial conditions (initial relative velocity and 
droplet diameter), with the results of the correlations being the final 
drop size and the total time to reach that final size. The correlations 
were rederived in terms of instantaneous drop size and velocity to arrive 
at a dynamic breakup model. 

In TEXAS, the fragmentation model is set up in terms of a drop described by 
Lagrangian field equations moving through a two-phase fluid described by 
Eulerian field equations. The fluid velocity and fluid density used in the 
breakup model are taken to be the mass-weighted averages of the water and 
vapor fields, and the change in drop size is given directly by the breakup 
model. 

In IFCI, the drop is described by an Eulerian melt field interacting with 
the other three fields, also Eulerian. The drop may either be smaller than 
a finite difference mesh cell or extend over many of them; melt material in 
the drop may be advected from one mesh cell to another, and fragmentation 
takes place only on the drop surface, that is, in cells containing both the 
melt field and at least one other field. These are the differences that 
must be considered in going from a Lagrangian description of the drop to 
one based on an Eulerian description. 

The modified Pilch fragmentation model in IFCI is formulated in terms of 
rate-of-change of surface area, rather than rate-of-change of drop 
diameter; this is because the quantity that is advected with the melt on 
the Eulerian finite difference mesh is the surface area per unit volume, or 
volumetric surface area. A surface area formulation also allows treatment 
of jets and other more general flows, an important advantage for a general 
predictive tool such as IFCI. The advection algorithm for volumetric sur- 
face area is discussed in detail in the next section. The volumetric sur- 
face area, A,, and the drop diameter, D, are related, for spherical drops 
smaller than a mesh cell, through the melt volume fraction, am: 

m V 

v D ’ m V  
a = -  

m 6a 
A = -  , 

where 

A, = volumetric surface area of the melt (m*/m3), 

am = melt volume fraction, 

Vm = melt volume in a cell (m31, 

v - cell volume (m3). 
Differentiating the expression for volumetric surface area leads to an 
equation for rate of change of A, in terms of the rate of change of 
diameter: 
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m dD 1 dD 6a 
&V 

A v D d t  ' 
= - = - - - - -  

'A dt D2 dt 

where r A  = surface area source (l/m/s) 

This expression is used as a surface area source term in the continuity 
equation for Av. 

The numerical formulation of the surface area source must be done carefully 
so that the relation between surface area and melt diameter is preserved. 
In IFCI, a "staggered" mesh cell is used, where the velocities are defined 
on the cell edges, and densities, volume fractions, drop diameter, and the 
volumetric surface area (and hence the surface area source term) are 
defined at the cell center (see Figure 1.4-17). 

Another numerical consideration peculiar to the SETS method in IFCI is that 
there is a minimum volume fraction in a cell for each field, even if the 
field is not actually present. This minimum volume fraction must be taken 
into account when forming averages on cell boundaries of field densities 
and volume fractions for use in the breakup model so that the actual 
property values are not swamped by spurious residual values in the empty 
cells. 

The fragmentation model is set up in IFCI by first calculating the rate of 
change of diameter on each edge of the cell. The rate is calculated only 
if both the melt field and at least one other field are present in the two 
cells adjoining a given edge. The cell-centered quantities are averaged so 
that the averaged quantity will go to the correct limit under bounding 
conditions, for instance, one cell full of melt and the adjoining cell full 
of water. 

The following description of the finite difference formulation for the 
averages is written in terms of averages on the top cell edge; averages in 
the radial direction are done in a completely analogous fashion. 

The volume fractions on the edge are formed as the simple arithmetic 
average; 

2ij+l + a  

2 
2ij + a  a 

lij lij+1 - - 
t a2 - 

a - 
a1 = 2 9 

where 

Z1 = average volume fraction for field 1 (vapor) on the top edge 
of cell (i,j), 

E2 = average volume fraction for field 2 (water) on the top edge 
of cell (i,j), 

i = radial cell index, 
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Figure 1.4-17. Finite Difference Mesh Cell and Variable Location in IFCI 

j = axial cell index, 

Qkij = cell volume fraction for field k in cell (i,j) 

The water and vapor field densities are first averaged separately by 
weighting with the cell volume fractions in the two cells to give effective 
water and vapor densities on the cell edge: 

kij +lPkij +1 - aki.pki. + a 
'k a 

= 
+ a  kij kij+1 

The effective fluid density for use in the breakup correlation is then 
formed by weighting the effective edge densities with the respective edge 
volume fractions: 

This procedure is used so  that if, for instance, one cell is full of water 
and the other contains melt, the fluid density calculated will be equal to 
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the water density, rather than one-half the water density. The effective 
fluid velocity is calculated as the effective-mass-weighted velocity normal 
to the edge, so that, for the example case, the axial velocity is the one 
used. This choice is the correct one for the present Rayleigh-Taylor 
model, which is driven by accelerations normal to the interface between the 
melt and fluid, whereas other instabilities, such as Kelvin-Helmholtz, 
would be driven by tangential velocities. The fluid velocity is given as 

where 

vf = fluid velocity (m/s), 

vzk = axial velocity for field k on top edge of cell (m/s). 

The effective melt diameter used in the rate model on the cell edge is 
formulated as 

a I-' . - amij + mij+l 
D = (amij + amij+l)[ D.. 1J Dij+l 

This formulation is appropriate for the transported quantity, volumetric 
surface area, which is proportional to 1/D, and also allows handling of the 
minimum volume fraction cutoff used in the IFCI numerics. The minimum 
volume fraction is typically 10-5; cells that are turned off are set to a 
minimum 10 times smaller. This means that cells also have a minimum volu- 
metric surface area, whether there is actually any melt in them or not. We 
would like this residual surface area to be a small number; in particular, 
the residual area should be small in comparison to the amount of surface 
area fluxed into an empty cell during one time step. If these conditions 
are not met, then the incoming surface area can be swamped by the residual 
amount in the receiving cell. 

As an example, for the present problem, the initial melt diameter is 20 cm; 
this results in a volumetric surface area for a full cell of 30 m-1. If 
empty cells were initialized to have a melt diameter of 20 cm (a reasonable 
procedure in a hydrocode), then the empty cells would contain at least 
3 x m-1 of surface area. At a relative velocity of 1 m/s, this means 
that the flux of melt into a previously empty cell during one time step 
equals the amount of residual surface area when the time step is 10 p s .  
The time step is frequently of this size or smaller during parts of a FCI 
calculation, and the residual area could then swamp the influx at small 
time steps. This is prevented in IFCI by setting the initial diameter in 
empty cells to a large number, 105 m. This reduces the residual area to 
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6 x 10-10 m-1, corresponding to a minimum time step of 2 x 10-11 s for this 
example, which is smaller than would ever be used in IFCI. 

Setting D in empty cells to a large number is another good reason for the 
geometric averaging procedure, as a simple average would be swamped by the 
large value. If one cell is full and the adjoining one is empty on an 
edge, the geometric average goes to the melt diameter of the full cell, 
which is the desired result. 

The quantity calculated on the cell edges is actually the rate-of-change of 
diameter divided by the effective diameter; this quantity is weighted by 
the effective melt volume fraction for each edge and used to form an 
effective rate of change for the cell: 

where the sum on 1 goes over the four cell edges 

The above expression for rate-of-change of volumetric surface area in a 
cell due to Rayleigh-Taylor instabilities is then used as a source in the 
surface area transport equation. After calculation of the new surface area 
using the transport equation, the new melt diameter is obtained using the 
relation between diameter, volume fraction, and surface area. 

If the melt extends over more than one cell, the formulation of the frag- 
mentation model must be modified because fragmentation is assumed to occur 
only in cells containing the interface between the melt and the other 
fields, and the original formulation is for global breakup of one drop. 
The global model, derived for the entire mass of melt and for the fluid 
conditions surrounding the melt, must be expressed in terms of local cell 
conditions. One way to accomplish this is to note that the total rate-of- 
change of diameter, given by the Pilch model, is equivalent to the volu- 
metric surface area source multiplied by the volume of the melt mass, or 
total rate-of-change in surface area. The same total rate-of-change in 
surface area must then be generated by those cells on the melt surface; 
this will be true if the surface source in those cells is increased by a 
factor, fs, relating the total melt volume to the melt volume in the sur- 
face cells. The factor fs has somewhat different values depending on the 
assumed melt shape and what geometry the finite difference cells have. 
Assuming a spherical melt drop, uniform-sized cells with cell length Ax, 
Cartesian x-y-z geometry, and Ax << D, the ratio is equal to 

D 
s 6 A x  * 

f c- 

In practice, the value of D available is a local value that may vary from 
cell to cell. The cell dimensions are also not necessarily uniform, and 
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the drop may not be spherical. The procedure used in IFCI is to divide the 
rate of change of diameter calculated on the cell edges by the length of 
the cell edge, rather than by D. This gives a correction that differs from 
the above equation for fs by a factor of 6 ,  but goes to the limit for 
D I A x  as D + Ax. A more elegant expression for fs will be incorporated in 
IFCI at a later time so that the correct limit is obtained both for D = Ax 
and for D >> A x .  

e Surface Area Transport 

A consideration arises in an code using an Eulerian finite difference mesh 
that is not present in one using a Lagrangian description in that the melt 
material and its properties must be advected and conserved as the melt 
moves across mesh cell boundaries. In particular, the surface area per 
unit volume is advected and conserved in IFCI. The surface area transport 
equation is formulated as 

+ V  v A  aA, 
at m v - r ~  9 

where vm is the melt velocity vector. The surface area transport equation 
is solved in IFCI after the mass and energy stabilizer step in the SETS 
method.165 The new values of the characteristic melt diameter are then 
calculated from the new volumetric surface areas as 

6 a  

A 
m I)=- 
V 

e Heat Transfer and Equation of State 

Heat transfer from the melt to the water and steam fields is handled by the 
HTMELT routine. HTMELT contains models for the complete boiling curve, 
including nucleate, transition, and film boiling, plus single-phase free 
and forced convection to the steam and water fields. At the present time, 
the bulk-flow regime of the water and vapor fields, as seen by the melt, is 
considered, for purposes of calculating the heat transfer coefficients from 
the melt to the water and vapor fields, to be either bubbly or droplet flow 
with a transition region. The pure bubbly flow regime exists for vapor 
fractions a, 50.5; the transition region extends over 0.5 < a, 50.75, and 
pure mist flow is assumed for av > 0.75. The boiling curve is used for 
av I 0.75 and for melt temperatures greater than the local saturation 
temperature. If the local pressure is greater than the critical pressure 
for water, then single-phase convection coefficients are used without 
boiling. The single-phase convection coefficients and boiling-curve heat 
transfer coefficients are merged smoothly over a range of temperatures and 
vapor fractions so that sudden discontinuities do not occur in the  transfer 
terms in the fluids field equations, which can cause convergence problems. 
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The film boiling model used originally in HTMELT was replaced by one from 
the TEXAS fuel-coolant interaction code. This film boiling model is based 
on experiments by Dhir and Purohit166 on film boiling around a sphere under 
free and forced convection conditions. 

The changes to the MELPROG equation-of-state package for water consisted of 
(1) installing the equation-of-state (EOS) package from the TRAC systems 
code, which is an improved version of the MELPROG package; and (2) adding 
analytic extensions at the limits of the TRAC package. The EOS package, 
which is collectively referred to in MELPROG and TRAC as the THERMO 
routines, consists of a series of analytic fits to the steam tables. In 
normal operation, THERMO returns water and steam properties, plus property 
derivatives with respect to the independent variables, which are the water 
and vapor temperatures and the total and steam partial pressures. When the 
input variables exceed the limits of the regions over which the analytic 
fits are valid, THERMO returns the properties and derivatives at the 
limits. Unfortunately, the pressure iteration step in the SETS method now 
has nonzero derivatives for properties that are actually not changing; as a 
consequence, the pressure iteration will either fail or reduce the timestep 
drastically. Adding the analytic extensions to the THERMO package allows 
the properties to continue to change in agreement with the derivatives. 
The extensions were added because of the likelihood of generating super- 
critical conditions during the FCI explosion phase. They are also useful 
when superheated temperatures occur in water or vapor. 

The limits in the current TRAC version of the THERMO package are shown in 
Table 1.4-6. 

Table 1.4-6 

TRAC Water Equation of State Limits 

Minimum 
Minimum 
Maximum 
Minimum 
Maximum 
Minimum 
Maximum 
Maximum 

hydrogen partial pressure 
steam partial pressure 
steam partial pressure 
vapor temperature 
vapor temperature 
water temperature 
water temperature 
saturation temperature 

1 x 10-5 Pa 
1 Pa 
45 MPa 
273 K 
3000 K 
273 K 
713.9 K 
647 K 



These limits are extended as follows: 

1. If either the vapor temperature or pressure is off the table limits, 
then the vapor equation of state is extended assuming ideal gas 
behavior. The equation used is 

S 
P 

- RT 3 s v  

where 

- ideal gas law steam density (kg/m3), 
Ps - steam partial pressure (Pa), 
Rs - gas constant for steam - 462 J/kg/K, 

Tv - vapor temperature (K). 
This equation is joined smoothly to the table value at the limit by adding 
an offset, 

i 
Ap = p o  - - - P s + A P  I s R To ' 's s v  

where the superscript 'lo'' refers to the table edge values. The derivatives 
of vapor density with respect to temperature and pressure are replaced by 
the ideal gas law derivatives if the independent variable is outside the 
table limits. The pressure derivatives are 

, P > P o  ps 

pS 

- P -  

S s '  a? 

or 

The temperature derivatives are 

T > T G  , P S  

aTV V 

- - _ -  
T '  V 
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or 

Po aP - =  - -  P S  + -p S + [<(Tv, .;,I, Tv 5 To * 

V 
s v  aTV TV 

The internal energy is extended using first order Taylor series expansions 
in T and P: 

0 0 

U S = Uo S + E] ATv + E] AP, AP = P S - Pi, ATv = T V - To V . 

2 .  If either the liquid temperature or the pressure are off the table 
limits, then the liquid internal energy and density are extended using 
Taylor series in T and P: 

0 0 

au 
U1 == uo 1 + [g] AT1 + E] AP , AT1 - T1 - Ti; 

p 1  = P: + [?] AT1 + [$] AP . 

0 0 

The enthalpies of water and steam at saturation and the saturation 
temperature must also be extended in pressure, as the derivatives of these 
quantities, as calculated by THERMO, do not quite go to zero in the table 
at the critical point. In the IFCI extension, they are allowed to keep 
changing slowly with pressure and multiplied by a function that gradually 
decreases the change in the properties and the property derivatives to 
zero. The actual expressions for the enthalpies at saturation are 

6 1  1 h = h o f  = h" f h 9 f h = l + l o  (2 - 9) 9 sv sv h ' hsl 
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and the derivatives are given as 

Some modification of the TRAC liquid density routine was also required 
because the fit used for the liquid density had a positive derivative with 
respect to temperature near the critical point; this was completely 
nonphysical and caused the heat transfer routines to calculate a negative 
Grashof number. 

1.4.4 Explosion Propagation Modeling 
(L. T. Pong and B. W. Marshall, Jr., 6427; M. F. Young, 6425) 

The objective of this work is to model the propagation of a steam explosion 
through a one-dimensional array of particles. Currently, we plan on in- 
vestigating, numerous variables believed to be related to the explosion 
propagation. These include, but are not limited to, (1) the influence of 
particle spacing and diameter, (2) the influence of noncondensable gases 
(i.e., hydrogen) present in the vapor blanket, ( 3 )  the difference between 
currently available fragmentation models, and (4) the influence of other 
parameters such as subcooling, fuel volume fraction, initial void fraction, 
etc. By controlling each of these variables, we plan on investigating the 
escalation time for a pressure wave to reach a self-sustaining, steady- 
state detonation-like wave that propagates through the coarse mixture of 
particles, if such a condition exists. We will also be interested in the 
magnitude and duration of the pressure pulse as a function of these 
variables in addition to the speed at which the "detonation wave" pro- 
pagates through the mixture. Finally, we will look at the relationship 
between the "detonation wave" and the rapid increase in the void fraction 
during the expansion phase. 

1.4.4.1 Code Development 

The TEXAS (Thermal Explosion Analysis System) code167 was originally 
developed to provide a tool for the analysis of fuel-coolant interaction in 
the LMFBR program. TEXAS solves a set of one-dimensional, three-field 
hydrodynamic equations in which two fields are Eulerian, representing the 
coolant as liquid and vapor, and the third field is Lagrangian, used to 
represent discrete fuel particles. Slip and heat transfer are allowed 
between all fields, and phase changes between liquid and vapor are 
accounted for. 

We have also added four different fragmencation models to the code. The 
first is a dynamic model, developed by M. Pilch.80 The second, also devel- 
oped by Pilch, is a dynamic model similar to the first but includes surface 
entrainment.* The third available model was developed by Chu and assumes 

*Personal communication, Martin Pilch, Sandia, Div. 6425, November 14, 
1986. 
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that the fragmentation process is exponential in nature.165 The last model 
is a linear fragmentation model in which the final particle size and 
fragmentation time are inputs into the code. In this case, the frag- 
mentation process is assumed to be a linear relationship between the 
decrease in particle size and the specified fragmentation time. 

When we began this work, there were two existing versions of the TEXAS 
code; one version modified and used by Chu at the University of Wisconsin 
(UW-TEXAS)168 and a second at Sandia (Sandia-TEXAS) .I67 Therefore, we 
began this work by combining the best models each version had to offer into 
a single version, hereafter referred to as TEXAS-2.0. In this upgrade, a 
new heat transfer package was incorporated into TEXAS-2.0 and is a modified 
version of that used in the MELPROG c0de.1~~ Also, routines developed by 
Chu for the interfield friction factors, wall friction, and heat transfer 
at the walls were included. 

Checkout calculations using TEXAS-2.0 were performed and compared to those 
obtained using the previous version to insure the operability of the code. 
Also, preliminary calculations using a one-dimensional array of molten 
particles were performed and are discussed in the following section. 

1.4.4.2 Results of Preliminary Calculation 

The problem geometry is shown in Figure 1.4-18. Here, Df represents the 
fuel-particle diameter and Sf represents the center-to-center spacing be- 
tween the particles. The chamber had constant pressure boundaries at each 
end and was divided into several grid cells. The number of particles in 
each cell can range from zero to several, all with equal masses. In these 
preliminary calculations, the chamber length was 0.5 m and had a cross- 
sectional area of 0.01 m2. Particles had an initial diameter of 1 cm, were 

\ \ 'WATER 

Figure 1.4-18. Explosion Propagation Geometry 
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located between the 0.1- and 0.4-m location of the chamber length, and had 
a 1.5-cm spacing. The remainder of the chamber was filled with water at a 
temperature of 368 K. We triggered the explosion at a predetermined time 
(1 ms) by "loading" a boundary with a pressure pulse having a 100 bar peak 
and a 0.1 ms width. The initial conditions used in each of the 
calculations are listed in Table 1.4-7. 

Table 1.4-7 

Initial Conditions for the Three Explosion 
Propagation Calculations 

Fuel material ........................ iron-alumina 
Mass of fuel ......................... 1.28 kg 
Mass of water ........................ 4.39 kg 
Fuel temperature ..................... 2700 K 
Water temperature .................... 368 K 
Particle diameter, Df . . . . . . . . . . . . . . . .  1 cm 
Particle spacing, Sf . . . . . . . . . . . . . . . . .  1.5 cm 
Number of grids with particles . . . . . . .  20 
Number of particles/cell . . . . . . . . . . . . .  32 
Fuel volume fraction . . . . . . . . . . . . . . . . .  0.11 
Water volume fraction . . . . . . . . . . . . . . . .  0.89 

In the first calculation, we used the linear fragmentation model. We 
assumed that the particles did not fragment until a threshold pressure (13 
bars) was achieved at which point they fragmented from 1 cm diameter down 
to 300 pm over a 200 ps time interval. At the time of the trigger, the 
void fraction of the system was -2 percent. The calculated pressures at 
various times are shown in Figure 1.4-19. The trigger pressure propagated 
down the chamber at a velocity of about 300 m/s. A second, somewhat 
smaller peak at -1.4 ms followed the trigger pressure and represents the 
pressurization of the system due to the rapid increase in surface area and, 
therefore, heat transfer to the coolant. The FCI pressure wave propagated 
and continued to build as the particles in each cell fragmented. After 
2.4 ms, all of the particles had fragmented to 300 pm and the pressure wave 
had begun to decay. Figure 1.4-20 shows the void fraction versus distance 
down the chamber. The curves at 1.8, 2.0 and 2.2 ms clearly show the com- 
pression wave propagated down the chamber as the pressure wave passed. 
Behind the FCI pressure wave, the void fraction began to increase due to 
the rapid increase in heat transfer and, therefore, steam generation. 

In the second sample problem, we used Pilch's dynamic fragmentation model: 

R(t + dt) - R(t) - 0.1225 dt (UP - U) (p/pp)o.5 , 

- R(t) (1 - 0.245 AT) , 

R(t) - dR(t) , 
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Figure 1.4-20. Spatial Void Fraction for the Linear Fr,agmentation Model 

where 

Up = particle velocity, 

U - mixture velocity, 
pp = particle density, 

p = mixture density, 

AT = the dimensionless time step in terms of the relative velocity 
and density ratio of continuous and dispersed phase, i.e, 

AT = k t  (Up - 

Using identical initial and boundary conditions as the first calculation, 
the results using this model are shown in Figure 1.4-21. Obviously, there 
is a significant difference between the first sample problem and these 
results. The Weber number of the system induced by the trigger pressure is 
on the order of hundreds. Instead of an escalation of the pressure wave 
throughout the mixture as in the first problem, the pressure wave eventu- 
ally decayed and was unable to sustain the propagation. A s  in the previous 
example, the smaller peaks in the pressure curves represent the particle 
fragmentation. However, at about 2.4 ms, the particle radius was still 
4.6 nun. Furthermore, the system void fraction had increased to only about 
6 percent, which was smaller than observed in the first calculation. 
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In the third sample calculation, the fragmentation model developed by Chu 
was incorporated. Its basic form is 

R(t + dt) = R(t) (1 - Co AT We0-246) and 

= R(t) - dR(t) , 

where 

Co = 0.1093 - 0.078 *(p/pp)o-5, 

AT - the dimensionless time step, 
We - the Weber number. 

In this particular problem, the results from both Pilch’s and Chu’s model 
are about the same, since 

0.245 

dRChu Co We 
dRP i lch = 

0.246 * 

Assuming a representative Weber number of 400 and the density ratio, p/pp, 
is 0.25, the ratio [dR]/[dR] of the models is about 0.8. Therefore, we 
would expect the two models to give similar results over the time scale of 
interest. 

1 . 4 . 4 . 3  Conclusions 

We have combined two versions of the TEXAS code into a single version 
(TEXAS-2.0) and have completed the preliminary checkout calculations. We 
have also begun to study the FCI explosion propagation process by using 
three different particle-fragmentation models to described the fine frag- 
mentation process. From these preliminary calculations, the linear frag- 
mentation model gave the highest peak pressure, although this is the least 
desirable model since it has no theoretical basis. We are currently 
evaluating Chu‘s and Pilch’s fragmentation models to ensure that both 
models are valid over the Weber numbers of interest. Furthermore, we are 
investigating fragmentation models that are in the right Weber number 
regime. Other modeling activities in the future will include more accurate 
models for film boiling to allow us to track the vapor interface around a 
droplet and hydrogen generation caused by chemical reactions with available 
steam. 

1.5 Hvdronen Behavior 
(D. W. Stamps and M. Berman, 6427) 

The major concerns regarding hydrogen in LWRs are that the static or 
dynamic pressure loads from combustion may breach containment or that 
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important, safety-related equipment may be damaged due to either pressure 
loads or high temperatures. In order to assess the possible threats, it is 
necessary to understand how hydrogen is produced, how it is transported and 
mixed within containment, and how it combusts. 

The objectives of this program are (1) to quantify the threat to nuclear 
power plants (containment structure, safety equipment, and the primary 
system) posed by hydrogen combustion, (2) to disseminate information on 
hydrogen behavior and control, and ( 3 )  to provide programmatic and 
technical assistance to the NRC on hydrogen-related matters. 

1.5.1 HECTR Analyses of the Second Part of the Standard Problem 
(C. C. Wong, 6 4 2 7 )  

1.5.1.1 Introduction 

Sandia developed the HECTR code primarily to anal ze the transport and 

Degraded Core Rulemaking (IDCOR) program uses the Modular Accident Analysis 
Program (MAAP) c0del7~ to perform similar analyses. Both of these codes 
are lumped-parameter codes, but they differ in the way that various 
phenomena are modeled, especially in the areas of (1) ignition criteria, 
( 2 )  flame propagation criteria, ( 3 )  burn time, (4) combustion completeness, 
(5)  continuous in-cavity oxidation of hydrogen and carbon monoxide, and 
( 6 )  natural circulation. These differences will give different predictions 
of pressure and temperature loadings imposed on the containment and equip- 
ment by the accumulation and combustion of hydrogen and CO during a severe 
accident. We are trying to determine the impact of these differences and 
to assist the NRC in determining the acceptability of the models for per- 
forming risk assessments. 

combustion of hydrogen during reactor accidents. l? 70,171 The Industry 

A standard problem has been defined to compare HECTR and MAAP analyses of 
hydrogen transport and combustion in a nuclear reactor containment to 
assist in the resolution of differences between the NRC and IDCOR on the 
hydrogen combustion issue. The problem selected is an S2HF accident 
sequence in a PWR ice-condenser containment, Figure 1.5-1. 173 HECTR 
analyses of the first part of the problem has been presented in 
Reference 101. In this report, the second part of the problem, which 
addresses the two phenomena of natural convection and continuous in-cavity 
oxidation, will be discussed. 

1.5.1.2 Description of the Problem 

For nuclear power plants and accident sequences in which the reactor cavity 
is dry, the temperatures of the reactor cavity atmosphere and structures 
following vessel failure may be sufficiently high to promote in-cavity 
oxidation of combustible gases produced by core-concrete interactions. 
Specifically, hydrogen and carbon monoxide may react with available oxygen 
near the heated structures to form steam and carbon dioxide. Complete in- 
cavity oxidation would prevent any accumulation and subsequent combustion 
of hydrogen and carbon monoxide in the lower and upper compartments, and 
the probability of early containment failure due to combustion would be 
minimal. However, the degree of in-cavity oxidation will be limited by the 
rate at which oxygen is transported into the reactor cavity region 
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(relative to the rate at which combustible gases are produced) or may be 
precluded by high steam concentrations or low temperatures in the reactor 
cavity that may exist in flooded-cavity sequences. Most affected by this 
in-cavity oxidation phenomenon are sequences in large dry, ice-condenser 
and Mark I11 containments in which both the reactor cavity is dry and the 
igniter systems are unavailable. 

In the MAAP analysis of the problem,l74 a complete in-cavity oxidation was 
predicted. This prevented any accumulation and subsequent combustion of 
combustible gases in the upper and lower compartments. However, in the 
HECTR analyses of the in-cavity oxidation problem, we have found that the 
in-cavity oxidation process is limited by the rate at which oxygen is 
transported into the reactor cavity region. Accumulation and subsequent 
combustion of hydrogen and carbon monoxide in the upper and lower compart- 
ments generate a peak pressure of 384 kPa (56 psig) at 7.4 h. Hence we 
conclude that assuming a complete in-cavity oxidation is overly optimistic 
because a variety of phenomena, such as steam inerting and oxygen transport 
by natural convection, may influence the degree of the in-cavity oxidation 
that takes place. 

1.5.1.3 In-Cavity Oxidation Process 

To better understand the in-cavity oxidation process, two key phenomena 
need to be addressed in detail: (1) spontaneous ignition and (2) diffusion- 
flame structure. The spontaneous ignition of a combustible mixture without 
any ignition source requires a high temperature.175 The bulk gas temper- 
ature in the cavity has to be above a critical temperature, known as the 
autoignition temperature, above which molecules possess sufficient energy 
for the chemical reaction to become self -propagating and lead to flaming 
combustion. 176 A self -propagating combustion is a thermal runaway process 
when the rate of energy gain due to the chemical exothermic reaction is 
greater than the combined rate of energy losses. These losses include 
energizing more fuel-oxygen molecules to form activated complexes plus the 
heat loss to the surroundings including the nonreactive molecules. For 
hydrogen and carbon monoxide in dry air at normal atmospheric pressure, the 
lowest autoignition temperatures measured are 833 and 878 K, respec- 
tively. 176 Autoignition temperature, however, depends on many parameters 
such as pressure, temperature, catalysts, oxygen, and inert gas 
concentrations. 

During a severe accident such as S2HF, heat released from the molten core, 
which has slumped onto the floor of the reactor cavity after the vessel 
breach, and heat from molten metal-water and molten metal-carbon dioxide 
reactions may be sufficient to initiate a spontaneous ignition, depending 
on the initial and boundary conditions. 177 However, whether this spon- 
taneous ignition will be stable as a continuous combustion process is very 
difficult to determine. Substantial amounts of steam and carbon dioxide 
are also generated during core-concrete interactions. This provides a 
significant heat sink capacity such that a self-propagating combustion may 
be suppressed. Hence complete in-cavity oxidation may not occur. In order 
to achieve a better understanding of in-cavity oxidation, the steam- 
inerting effect on a combustible mixture at high temperature 



needs to be studied. At present, the flammability limits of a 
hydr0gen:air:steam:carbon monoxide:carbon dioxide mixture at high temper- 
atures have not been well established because of insufficient experimental 
data. 175 I 1 7 8  

Once the in-cavity oxidation begins, both HECTR and MAAP assume an 
instantaneous one-step chemical reaction. The comprehensive structure and 
characteristics of the diffusion flame are not modeled. Hydrogen and 
carbon monoxide molecules react with oxygen molecules to form steam and 
carbon dioxide molecules, respectively, as soon as they are released to the 
environment. In reality, the gas mixture released from core-concrete 
interactions will rise up as a plume. The oxidation of combustible gases 
will carry on in the outer mixing-layer of the plume as a diffusive type of 
flame, and its rate is controlled by the relative rate of diffusion of 
oxygen into the flame. An insufficient supply of oxygen for reaction or 
adding steam to the atmosphere will elongate the flame.179 High steam- 
content environment is very likely to occur during core-concrete interac- 
tions. Hence the flame will probably be longer and may exceed the height 
of the cavity and extend out into the tunnel, Figure 1.5-2. If there is 
not sufficient oxygen for reaction, the flame will probably be extinguished 
at the tip of the plume. This will result in an incomplete in-cavity 
oxidation of hydrogen and carbon monoxide. Other considerations like the 
instability of flame, which may also prevent a complete in-cavity oxida- 
tion, have not been addressed. 

Since our objective is to study the impact of  in-cavity oxidation on 
containment loadings and HECTR does not model such a complex phenomenon in 
detail, we have performed parametric studies and bounding calculations. A 
12-compartment model has been set up and bounding calculations have been 
performed such that (1) incomplete in-cavity oxidation will take place if 
there is insufficient oxygen (less than 5 percent) to support in-cavity 
oxidation or excess steam (more than 55 percent) to inert the environment 
or (2) complete in-cavity oxidation will occur if sufficient oxygen exists 
in the reactor cavity (Part I in Table 1.5-1). The criteria used in the 
first bounding calculation are based on the results of  experiments to study 
the flammability of hydrogen:air:steam at a temperature less than 
400 K.178,180,181 At a higher temperature (more than 800 K) the flam- 
mability limits will probably expand and cover a larger range; hence using 
the limits at a lower temperature is a conservative approach. On the other 
hand, excluding the effect of steam inerting would be an optimistic 
approach. 

The results of the bounding calculations showed that in both cases 
combustible gases built up in the lower and upper compartments, which led 
to one or more global burns. These burns were all initiated in the lower 
compartment and eventually propagated into the upper compartment. Each of 
these global burns generated a substantial peak pressure above 285 kPa 
(41 psig). 

In the first HECTR calculation (Case a of Part I in Table 1.5-l), the 
problem was set up such that in-cavity oxidation would take place as long 
as the oxygen concentration was above 5 percent and the steam plus C02 
concentration was less than 55 percent in the cavity. With these con- 
straints, HECTR predicted that a high-steam concentration existed in the 
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cavity at 5.29 h and it terminated the in-cavity oxidation at this time. 
Because of this steam inerting effect, HECTR estimated that less com- 
bustible gases would be reacted in the cavity and more combustible gases 
would build up in the lower and upper compartments. Three global burns 
were predicted, and their corresponding peak pressures were 285 kPa 
(41 psig) at 6.32 h, 371 kPa (54 psig) at 6.98 h, and 411 kPa (60 psig) at 
9.12 h, respectively, Figure 1.5-3. 

The second case (Case b of Part I in Table 1.5-1) was set up such that the 
steam inerting effect on in-cavity oxidation would be neglected. By 
neglecting steam inerting, more combustible gases would be reacted in the 
cavity. However, HECTR predicted that insufficient oxygen was transported 
into the cavity from the lower compartment to support complete in-cavity 
oxidation after 5.56 hours. Continuous oxidation still occurred in the 
cavity after this time, but less complete. Combustible gases reacted with 
oxygen when it was available in the cavity. Since not all combustible 
gases reacted in the cavity, they accumulated in the lower and upper com- 
partments. Ignition occurred at 7.36 hours and generated a peak pressure 
of 384 kPa (56 psig), Figure 1.5-4. 

What the bounding calculations have shown is that, even without any 
detailed modeling of the chemistry and diffusion-flame structure, for the 
given conditions, combustible gases are predicted to accumulate in the 
lower and upper compartments. This eventually leads to ignition in the 
lower compartment and flame propagation to the upper compartment. HECTR 
results also imply that the effect of steam inerting can be very important 
under certain conditions; it was relatively minor for these calculations 
because the rate of the in-cavity oxidation was controlled by the rate at 
which oxygen was transported into the cavity. The only difference between 
the two bounding calculations was that repetitive burns were predicted in 
the lower and upper compartments when steam inerting was considered instead 
of a single burn. However, the outcome could be totally different if there 
were sufficient oxygen in the reactor cavity to support a complete oxida- 
tion. For the case considering the steam inerting effect, in-cavity oxida- 
tion would be terminated by the excess amount of steam that existed in the 
reactor cavity. For the case neglecting the steam inerting effect, a com- 
plete in-cavity oxidation would occur. Accumulation and subsequent combus- 
tion of hydrogen and carbon monoxide would not be predicted in the upper 
and lower compartments. Hence the difference would be substantial; the 
calculated peak pressure would be much higher for the case including the 
steam inerting effect, 411 versus 250 kPa. In summary, the effect of steam 
inerting on in-cavity oxidation cannot be totally neglected. 

1.5.1.4. Natural Convection 

As discussed in Section 1.5.1.3, the rate of the in-cavity oxidation can be 
controlled by the rate of oxygen being transported into the reactor cavity 
region. Buoyancy-driven flow is the dominant gas transport mechanism 
between the reactor cavity and the lower compartment. During the period of 
core-concrete interactions and in-cavity oxidation, a hot mixture of com- 
bustion products and steam rises up through the tunnel into the lower com- 
partment. To complete the natural recirculation loop, cooler air is 
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Table 1.5-1 

Criteria for Recombination in the Reactor Cavity 
Used in HECTR Analyses 

Case Description Mole Fraction 

Completeness Combustible D i luents 
Gases 
(H2+CO) 02 (H20+C02) 

Part I 

a. 12-Compartment 100% 
Mode 1 

b. 12-Compartment 100% 
Model 

Part I1 

a. 12-Compartment 100% 
Mode 1 

b. 6-Compartment 100% 
Model 

> 0% > 5% 

> 0% > 0% 

< 55% 

< 100% 

> 0% > 0% < 100% 

> 0% > 0% < 100% 

entrained down into the cavity through the reactor annular gap. Since 
HECTR and MAAP use the lumped-volume technique, the choice of noding system 
becomes very important in determining the natural circulation flow rate. 

The recirculation flow between the reactor cavity and the lower compartment 
is primarily driven by the density gradient along the flow path. The hot 
gas inixture (steam, hydrogen, carbon monoxide, and carbon dioxide) escapes 
through the tunnel into the lower compartment. Cold air is entrained into 
the cavity from the reactor service area through the annular gap between 
the reactor vessel and the shielding concrete. Since the air-return fans 
are operating in the S2HF accident sequence, the hot plume rises up along 
the forced-convection flow path through the ice region into the upper com- 
partment. This minimizes the mixing in the lower compartment. Hence it is 
important to model the lower compartment correctly. In MAAP, a single 
control volume is used to represent the lower compartment. Setting up the 
noding system in this way introduces an artificial, instantaneous mixing 
mechanism within the lower compartment. Since the natural circulation flow 
rate depends on the density gradient along the flow path, the resulting 
inaccurate density distribution leads to an inaccurate prediction of the 
flow rate. 
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Using a 12-compartment model, which has five control volumes representing 
the lower compartment, Figure 1.5-5, HECTR predicted that when in-cavity 
oxidation was taking place, the temperature and density distributions in 
the lower compartment were not uniform, Figure 1.5-6. The region near the 
exit of the tunnel (control volume 3 )  was the hottest, while the other 
region in the lower compartment (control volumes 5 and 6) was relatively 
cool. Thus, along the natural-circulation flow path, the density gradient 
in this case was smaller than the case with uniform density distribution in 
the lower compartment. 

In the 6-compartment model, Figure 1.5-5, a single control volume was used 
to represent the lower compartment. This implied uniform temperature and 
density distributions within the lower compartment, and it produced a 
higher density gradient along the flow path. A s  a result, a higher natural 
circulation flow rate was predicted, Figure 1.5-7. A larger flow rate 
between the lower compartment and the reactor cavity provided sufficient 
oxygen to support complete in-cavity oxidation. Since most of the com- 
bustible gases were reacted in the cavity, no accumulation of the com- 
bustible gases in the lower and upper compartments was calculated at the 
early stage of transient (i.e., 3 h after the vessel breach.) Later, after 
most of the oxygen in the containment had been depleted, combustible gases 
started to accumulate. Wi%hout any discrete burning in the lower and upper 
compartment, the pressure gradually increased to 332 kPa (48 psig) at the 
end of the problem, about 18 h, Figure 1.5-8. 

In summary, HECTR analyses using 6- and 12-compartment models show the 
importance of using proper compartment nodalization. Use of too few 
compartments yields inaccurate gas transport information; however, too many 
compartments can lead to a long code execution time and higher cost. To 
determine the natural circulation loop between the lower compartment and 
the reactor cavity, a single control volume representing the lower compart- 
ment is not sufficient. In our analyses, HECTR predicted a different re- 
sult from a multicontrol volume model. By using a single control volume to 
represent the lower compartment as in MAAP, a substantial natural con- 
vective flow between the cavity and lower compartment was calculated. This 
natural convective current provided sufficient oxygen into the cavity to 
sustain complete in-cavity oxidation. Hence no accumulation and subsequent 
combustion of  combustible gases in the upper and lower compartments were 
calculated, and there was no early threat to containment integrity. How- 
ever, when five control volumes were used to represent the lower compart- 
ment, HECTR predicted that the condition in the lower compartment was not 
well mixed. In addition, the natural convective current into the cavity 
was lower than the prediction of the model using a single control volume 
representing the lower compartment. As a result, there was not sufficient 
oxygen in the cavity to sustain a complete in-cavity oxidation. This led 
to a buildup of combustible gases in the upper and lower compartment. At 
7.4 h into the transient, a severe burn was initiated in the lower compart- 
ment and propagated into the upper compartment. This global burn generated 
a peak pressure of 384 kPa (56 psig) , which the model using a single con- 
trol volume representing the lower compartment and MAAP174 did not predict. 
This pressure compares to the failure pressure for an ice-condenser 
containment at about 448 kPa (65 psig). 
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1.5.1.5 Conclusions 

HECTR analyses of the containment responses of an ice-condenser plant for 
an S2HF drain-closed-accident sequence have shown that assuming a complete 
in-cavity oxidation may be overly optimistic because a variety of phenomena 
may occur, which will reduce the degree of in-cavity oxidation that takes 
place. Bounding calculations were performed to consider the effect of 
uncertainty in modeling some of these phenomena (e.g., steam inerting). 

The effect of steam inerting could be very important under certain condi- 
tions, even though HECTR results of two bounding calculations did not 
directly prove it. For example, if there is sufficient oxygen being trans- 
ported into the reactor cavity to support complete oxidation of the 
combustible gases, the effect of steam inerting would become important. 
For the case ignoring the steam inerting effect, a complete in-cavity 
oxidation would be predicted and no accumulation and subsequent combustion 
of hydrogen and carbon monoxide would happen in the upper and lower com- 
partments. However, for the case including the steam inerting effect, an 
incomplete in-cavity oxidation and a global burn could occur. This would 
lead to a much higher peak pressure than the case excluding the effect, 411 
versus 250 kPa. Thus the steam inerting effect could be substantial. 

It is very important to model the lower compartment correctly. Using a 
single control volume to represent the lower compartment, HECTR over- 
predicted the natural convective flow between the cavity and lower compart- 
ment and predicted complete in-cavity oxidation. However, using five 
control volumes to represent the lower compartment, HECTR results show that 
the lower compartment was not well mixed and the natural convective current 
into the cavity was lower than the prediction of the case with one control 
volume representing the lower compartment. An incomplete in-cavity oxida- 
tion was predicted. This led to an accumulation and subsequent combustion 
of combustible gases in the upper and lower compartment at 7 . 4  h. This 
global burn generated a peak pressure of 384 kPa (56 psig), that the 
single-volume model did not predict. 

1.5.2 Modeling of Large-Scale Flame Acceleration Experiments 
(K. D. Marx, 8363) 

The formulation of a new computational model for large-scale flames has 
been completed. It has been applied to the simulation of flame accelera- 
tion experiments. The primary objective was to circumvent the necessity 
for resolving turbulent flame fronts on the relatively coarse computational 
grids that are necessary in engineering calculations. The essence of the 
model is to artificially thicken the flame by increasing the appropriate 
diffusivities and decreasing the combustion rate, but to do this in such a 
way that the burn velocity and flame thickness varies with pressure, 
temperature, and turbulence intensity according to prespecified phenomeno- 
logical characteristics. The model is particularly aimed at implementation 
in computer codes that simulate compressible flows. In this work, an 
appropriate modification of the CONCHAS-SPRAY code182 is used. It has been 
applied to the two-dimensional simulation of hydrogen-air flame accelera- 
tion experiments in which the flame speeds and gas flow velocities approach 
the speed of sound in the gas. It has been shown that many of the features 
of the flame trajectories and pressure histories in the experiments are 
simulated quite well by the model. 
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The simulation of combustion processes in large experiments presents 
extreme demands on the capabilities of even the largest and fastest 
computers. In the problems considered here, it is necessary to give up the 
idea of resolving the flame thickness on the computational grid. We must 
artificially thicken the flame so that the flame thickness is equal to a 
few grid spacings. 

Such flame thickening has been done previously by a method known as the the 
j?-transformation,l83 which involves changing the length scales in the pro- 
blem by artificially increasing the thermal diffusivity and diffusion coef- 
ficient and decreasing the combustion rate. We have retained this 
essential idea. However, the original j?-transformation did not work well 
with mixing-limited combustion models such as the Magnussen-Hj ertager184 
model. Hence, it was decided to effect the flame thickening in a different 
way. It is desirable that the burn velocity vary realistically with flow 
parameters such as turbulence intensity, pressure, and temperature. Our 
model represents an attempt to adhere to properties of turbulent flames 
given, for example, in Reference 185. 

The approach used in this work is to endow the gas with minimum values o f  
turbulent kinetic energy, k, and turbulent length scale, L. These minimum 
values, denoted km and L,,,, are used for the computation of thermal conduct- 
ivity and diffusivity only. In that way, there will be minimum values o f  
burn velocity and flame thickness. 

The end result is a turbulent burn velocity, ST, which approximately 
satisfies 

ST = (ASL t Bfi)pm Tn u )  

where SL is laminar flame speed, p is pressure, Tu is unburned gas 
tenperature, and A and B are constants chosen on the basis of experimental 
data. 

The specific configurations to which this work has been applied are experi- 
ments performed in the FLAiiE facility.186 This facility consists of a 
reinforced concrete channel 2.44 m high by 1.83 m wide by 30.5 m long. A 
comparison of the results of one calculation with the corresponding experi- 
mental data taken for a mixture of 14.5 percent hydrogen in air i s  given in 
Figures 1.5-9 and 1.5-10. 

Considering the size of- the experiment and the complexity of the computa- 
tional problem, che agreement is quite good. It will be noted that there 
are some significant discrepancies in the flame trajectory. To some 
degree, these must be viewed in lighc of the fact that the flame velocity 
is extremely sensitive to the burn velocity. (Because of the geometrical 
factors and the feedback loop involving gas flow velocities, turbulence 
intensities, and combustion rates, the dependence is nonlinear.) 

At a time of about 250 ms into the calculation, the computed flame 
trajectory begins to exhibit rapid acceleration. Eventually, it 
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Figure 1.5-9. Comparison of Computed and Experimental Flame Trajectories 
for FLAME Experiment F-23. The experimental data have been 
shifted in time to facilitate comparison. (In view of the 
lack of a detailed simulation of ignition, the relative 
origins of the computational and experimental time scales is 
somewhat arbitrary.) The horizontal dotted lines show the 
location of the pressure transducers (at approximately 14.6, 
18.6, 21.5, and 25.6 m down the channel) that provided the 
data discussed in Reference 187. (The complete array of 
experimental pressure data is not restricted to these 
locations.) 
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Figure 1.5-10. Pressure Histories at 18.6 m From the Calculation and 
Froin One of the Transducers in the Experiment. (See 
Figure 1.5-9 for a more precised description of transducer 
location. ) A s  in Figure 1.5-9, the experimental signal has 
been shifted in time so that the times at which the flame 
passes the pressure transducer agree with that obtained 
from the computation. 
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essentially parallels that of the experiment, while the flame traverses 
through axial positions from about 17 through 23 m. In this region the 
computed pressures agree reasonably well with those measured experi- 
mentally. The reason for this is that the structure of the pressure 
history is characterized by the timing of the burnout of the gas in the 
successive chambers. The fact that the flame velocities approximately 
agree means that the chambers are burning out at about the correct rate. 
It should be noted that the flame velocity of about 500 ms is roughly the 
sound velocity in the burned gas. Since the gas flow velocities through 
the constrictions are of the same order of magnitude as the flame velocity, 
this is expected as a manifestation of choked flow. 

Figure 1.5-11 shows the pressure in a series of three-dimensional plots 
over seven of the chambers at five different times. Because of the afore- 
mentioned choking, the flame is actually not accelerating rapidly at this 
time. However, the pressures are still rising rapidly. It is important to 
note the mechanism leading to this pressure rise. As the pressure wave 
propagates down the channel, it hits the obstacles. Reflection of these 
shocks off the front face of the obstacles results in a large increase in 
pressure and some shock heating. This increases the burn rate, which feeds 
back into an increase in the overall pressure level of the wave. 

At 315 ms, the computation exhibits a deflagration to detonation transition 
(DDT). Note that a sharp pressure ridge has formed all the way across the 
channel in the uppermost plot in Figure 1.5-11, i.e., the pressure spike is 
not restricted to the region just in front of an obstacle. 

Detonation was not observed experimentally at the concentration of 14.5 
percent H2 used in this calculation. However, it was observed at 15 
percent H2. The fact is that we do not claim to be able to simulate the 
detailed physical processes that occur in DDT. But it is reasonable to 
assume that the computed trends in pressure, temperature, and turbulence 
levels are indicative of real processes, and that what is being calculated 
is the evolution of a system that is progressing toward a tendency to 
detonate. 

These computations point out the way in which the acceleration of the flame 
and its propagation in the choking regime are accompanied by large in- 
creases in the amplitude of pressure waves that reflect off the obstacles. 
This mechanism contributes to the positive feedback, which drives the flame 
acceleration in two ways: (1) It leads to an increased combustion rate by 
means of compression and shock heating; and (2) it produces increased 
turbulence through the generation of large flow velocities with high shear, 
thereby augmenting the thermal mixing. These increasing pressure and 
turbulence levels are also undoubtedly indicative of a buildup of 
sensitivity to detonation. This emphasizes the importance of a careful 
interpretation of experiments with regard to the degree of confinement of 
the gas, which has been well established experimentally. The results are 
consistent with a reduction in flame acceleration in the presence of pres- 
sure relief due to venting. (It is noted, however, that there is a 
potential for increased production of turbulence in the presence of partial 
venting, which remains to be investigated.) 



315 m s  

312 ms 

310 ms 

307 ms 

303 ms 

Figure 1.5-11. Three-Dimensional Plots of Pressure From the Calculation 
Shown in Figures 1.5-9 and 1.5-10. Only the region between 
the 7th through the 14th obstacles along the FLAME facility 
channel are shown. Coordinates are indicated in centi- 
meters, and absolute pressure is given in atmospheres. The 
configuration has a symmetry plane at x = 0. The times 
corresponding to each plot appear on the right side of the 
figure. Axial positions of pressure transducers are 
indicated by bullets ( 0 ) .  (Note: The values of the pres- 
sure have been set equal to zero in the region occupied by 
the obstacles. This is done simply to make the obstacles 
easily identifiable; the pressure is actually undefined 
there. ) 
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This work is described in detail in Reference 187. In summary, it contains 
two major contributions: the development of the numerical model and the 
use of the computer calculations to provide insight into the processes 
accompanying flame acceleration in experiments in the FLAME facility. It 
defines the attributes and limitations of current computational capabil- 
ities in this research area and suggests additional steps that could be 
taken to improve them. 

1.5.3 Heated Detonation Tube 
(D. W. Stamps, 6427; W. B. Benedick, 1131) 

The Heated Detonation Tube (HDT) , which is a cylindrical tube 13.1 m long 
and 0.43 m in internal diameter, is capable of being operated at temper- 
atures up to 100°C. The purpose of the HDT program is to develop an 
experimental data base on hydrogen-air-steam detonability. These data can 
be used to develop models to assess the possibility of a detonation inside 
a reactor containment. 

Work began on a new hydrogen-air-steam test series. Additionally, several 
changes have been made to improve the pressure transducer signals, the 
detonation cell images on the smoked foils, and the range of detonable 
mixtures capable of being tested in the HDT. 

Because of the higher detonation pressures in the current and upcoming test 
series than in previous test series, an internal safety audit by the 
Safety, Health, and Environmental Appraisal Committee required the HDT be 
requalified for higher pressures with a hydrostatic pressure test. The 
higher detonation pressures result from the desire to determine the steam 
inerting concentration at the limit of detonation propagation. The con- 
centration of steam that inerts the detonation will be determined for a 
total mixture pressure of one atmosphere and a mixture with an initial air 
density of 41.6 moles/m3. The highest concentration of steam ever tested 
in the HDT was 30 percent on a molar basis in a mixture with an initial air 
density of 41.6 moles/m3. The hydrostatic pressure test was completed suc- 
cessfully by the Pressure Safety Lab. In addition to the requalification, 
repair of weather-damaged power and signal lines and insulation was neces- 
sary before testing could begin. 

A new technique for providing a more uniform soot coating on foils that 
record detonation tracts is being employed in the current test series. The 
new technique involves narrow trays that are filled with the fuel for 
smoking and placed under the foil that is located in a fume hood. The new 
technique provides a more uniform soot covering than the previous method of 
smoking foils by hand. 

Improving cell contrast on the foil is a current area of effort. It was 
originally felt that a smooth, shiny surface would improve the contrast. 
However, the soot is removed from the slick surface as the detonation 
passes over the foil. The old method of coating the foil with silicone oil 
before smoking is necessary for the cells to be recorded, and better suc- 
cess is obtained using a roughened oiled surface. Ultimately, the foil 
with a shiny surface proves inferior to a foil with a matte finish when 
photographing the detonation cells for digital imaging processing 
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techniques. Reflections of the light sources and the camera from the shiny 
surface degrade the photographic negative used for digital imaging proces- 
sing. From the data obtained with different foils, we conclude that a 
white matte finish on a foil with an oiled surface will provide the best 
contrast and the best negatives for digital imaging processing. Foils 
sprayed with a matte-white paint and a high-temperature matte-white paint 
have been tested with and without a silicone coating. In every case, no 
detonation cells were recorded because the soot adhered too well to the 
painted surface. We are currently exploring different coatings to obtain a 
surface that optimizes cellular contrast and photographic negatives used 
for digital imaging processing. 

In an attempt to improve the pressure measurements from the HDT, new 
pressure transducer mounts are being tested in the current test series. In 
previous tests, only pressure transducer data have been used to determine 
the time-of-arrival of the detonation wave because some anomalies in the 
pressure signals make the determination of the actual detonation pressure 
difficult. These anomalies include noise prior to the arrival of the 
detonation wave at the gauge face, which is probably due to the gauge not 
being fully acceleration compensated, complex pressure variations as the 
detonation wave passes the gauge face, and what appears to be gauge 
resonant frequency noise after passage of the detonation wave. In the old 
mounts, the pressure transducer screws into the mount and is therefore 
directly coupled to it. In the new mounts, the pressure transducer and the 
mount are decoupled by an O-ring fitted sleeve surrounding the pressure 
transducer. The sleeves are composed of four different materials: brass, 
polycarbonate, nylatron GS, and polysulfone. The new mounts reduce the 
noise prior to the arrival of the detonation wave by roughly a factor of 3 
to 5, and the performance of the mount appears to be independent of the 
sleeve material. The rest of the noise, however, is not reduced signifi- 
cantly. This suggests the gauge itself and not the mount may be 
responsible for the postdetonation noise. 

Six tests, HT97-HT102, have been completed in the current hydrogen-air- 
steam series denoted as Test Series 8. The purpose of the current test 
series is to quantify the effect of steam concentration on hydrogen-air 
mixtures at 1 atm initial pressure and 100°C initial temperature. These 
initial conditions are at the lower range of initial conditions calculated 
in a local detonation study.* Test Series 8 is comprised of approximately 
25 tests with most tests at 0 ,  10, 20, and 30 percent steam concentration 
on a molar basis. Theoretical predictions of the detonation cell width 
based on chemical kinetics and a ZND mode1188 are shown in Figure 1.5-12. 
Some tests will be conducted at steam concentrations greater than 30 per- 
cent to determine the steam inerting level for the HDT. Of the six tests 
conducted, all have 0 percent steam concentration. The dominant cell re- 
corded on the smoked foils agrees closely with the theoretical predictions. 
The dominant cell, however, is difficult to determine in many cases because 
of a well-defined substructure that is approximately 1/3, 1/2, or 2/3 the 
dominant cell width. 

*Memo, S .  R. Tieszen and D. W. Stamps, Sandia, to A .  C. Peterson, Sandia, 
January 29, 1986. 
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1.6 Hvdroaen Mitiprative and Preventive Schemes 
(L. S .  Nelson and M. Berman, 6 4 2 7 )  

The primary objective of the Hydrogen Mitigative and Preventive Schemes 
Program was to provide the NRC with information to evaluate proposed equip- 
ment concepts and operational schemes to prevent or mitigate the effects of 
hydrogen combustion during hypothetical LWR accidents. To provide this 
information, we investigated the operability and consequences of operation 
of deliberate ignition systems and their components during hypothetical 
hydrogen-producing accidents in nuclear power plants. In addition (and our 
sole effort during this reporting period), we investigated the capability 
of hydrogen burns to remove simulated structural and fission-product 
aerosols previously deposited on prototypical surfaces found in nuclear 
reactor containments. The Hydrogen Mitigative and Preventive Schemes Pro- 
gram was terminated as planned at the end of FY86; this discussion con- 
cludes the reporting of the program. 

1.6.1 Experiments Related to the Resuspension of Aerosols During 
Hydrogen Burns 
(Lloyd S .  Nelson and Kenneth P. Guay, 6 4 2 7 )  

1.6.1.1 Introduction 

In a severe nuclear reactor accident in which fuel damage occurs, the 
radiological source term is governed in large part by the release of fis- 
sion products to the environment as aerosols. In a number of hypothetical 
accident scenarios, these radioactive aerosols first would be dispersed 
throughout containment. Then, after a certain time interval, the contain- 
ment might fail or be circumvented, permitting release of the aerosols to 
the environment. A s  the length of time prior to release increases, the 
concentration of suspended aerosols normally would be expected to decrease 
progressively because of the natural mitigative processes of deposition on 
surfaces within containment. Thus, if containment were to fail at some 
relatively late time, the radiological consequences would be reduced com- 
pared to early failure. Considerable experimental and theoretical 
effort189 is being devoted to studying the mitigative effects of these 
normal aerosol deposition processes on the ultimate radiological source 
term. 

The accident sequences by which the aerosols are originally generated prior 
to deposition are referred to as "primary" processes.190 Under some cir- 
cumstances, however, these aerosols may be removed from the surfaces and 
redispersed in the containment volume by means of "secondary" processes. 190 
Some possible secondary processes are hydrodynamic flow (for example, in 
the blowdown of the reactor cooling system), the occurrence of fuel-coolant 
interactions in vessel, and violent depressurization of containment. 
Another process for resuspension, the action of large-scale hydrogen burns, 
has been investigated in a preliminary way here. Compared to the primary 
processes, little effort has been devoted to studying the secondary 
resuspension processes. 

Recently, there have been unusual opportunities at Sandia to study the 
effects of large-scale hydrogen burns on aerosols. These involve the 
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studies of accelerating flames and deflagration-to-detonation transitions 
in experiments being performed in the large VGES-11191 and FLAME192 
facilities. The direct study of resuspension of aerosols--namely, collec- 
tion of once-sedimented aerosols after resuspension in the combusting 
gases--is not easy, however, especially if the effects of large scale are 
to be studied. Although this type of study would provide considerable 
information on the nature of the resuspended aerosol and its concentration, 
there are many factors that discourage resuspension studies in large-scale 
experiments; these include toxicity and inhalation hazards of the aerosol 
components to personnel, ecological effects, and the costs of fitting 
various aerosol generators and collectors to the large-scale experiments. 

A less direct, but considerably simpler, scheme for investigating the 
resuspension of aerosols involves the removal of aerosols previously 
deposited on various small, prototypical, sample surfaces by exposure to 
the large-scale burns. Although these studies are not equivalent to resus- 
pension studies, they can provide valuable information promptly and 
inexpensively for scoping the phenomena involved and for planning future 
in-depth experimentation. 

We have recently performed seven "add-on" experiments in two large combus- 
tion facilities to investigate the capability of hydrogen burns to remove 
simulated structural and fission product aerosols previously deposited on 
small planchets--in these experiments, thick metal discs threaded around 
their edges--that have surfaces prototypical of those found in nuclear 
reactor containments. Our results suggest that hydrogen combustion pro- 
vides an especially effective mechanism for removal (and, presumably, re- 
suspension) of sedimented aerosols produced in a hypothetical nuclear 
reactor core-degradation or core-melting accident. 

1.6.1.2 Experimental 

Six experiments were performed in the FLAME facility at Sandia. This 
facility is a large horizontal U-shaped channel, 30.5 m long, 2 . 4  m high 
and 1.8 m wide, made of heavily reinforced concrete; a sketch is shown in 
Figure 1.6-1. It was designed to study hydrogen combustion problems 
relevant to nuclear reactor safety, for example, flame acceleration, 
transition to detonation, simulation of combustion in reactor containment 
geometries, etc. Various amounts of transverse venting are achieved by 
moving steel plates on the top. Obstacles can be attached to the walls and 
floor. Ignition is made at the closed end by a single-point bridgewire 
igniter, a weak ignition source. The overall program carried out in FLAME 
is summarized in References 192 through 194. 

The inside walls and the floor of FLAME contain numerous 32 mm I.D. 
threaded bolt holes formed by sinking embeds into the concrete during 
pouring. We used a dozen of these bolt holes along the centerline of the 
floor near the open end of FLAME to hold threaded planchets, which had 
their upper surfaces precoated with aerosols. Photographs of a planchet 
before and after insertion into a bolt hole are shown in Figures 1.6-2 and 
1.6-3. 

In the first three FLAME experiments, one surface of each threaded metal 
planchet was exposed to aerosols of CsI or MgO condensed from the gas phase 
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in air. (The CsI simulates a fission product aerosol, while the MgO 
simulates a structural material aerosol.) The CsI was deposited by holding 
the planchet about 5 mm above a porcelain crucible containing the salt held 
at a temperature of approximately 1000°C; the MgO was deposited by placing 
the planchet about 20 mm above a burning Mg ribbon. The planchets were 
made of bare carbon steel in the first two of the three FLAME experiments; 
in the other experiment, we used both stainless steel and carbon steel 
planchets. 

The coated surfaces of these planchets were analyzed by X-ray fluorescence 
(XRF) before insertion in the FLAME combustion facility. Shortly after 
each burn, the planchets were removed carefully from the combustion chamber 
and reanalyzed by XRF. 

In the last three FLAME experiments, both stainless steel and carbon steel 
planchets were first coated with a Phenoline 305 Modified Phenolic finish 
over a Carbo Zinc 11 primer (both obtained from the Carboline Co., St. 
Louis MO). These coated planchets were then exposed to a combined CsOH and 
MnO, aerosol in the CSTF vessel of test LA-2 of the LACE aerosol behavior 
program. lg5 After return to Sandia, the surfaces of these phenolic-coated 
planchets containing the deposited aerosol layer were analyzed by XRF. 
After exposure to the FLAME shots, the surfaces were reanalyzed by XRF. 

A seventh experiment was performed in a 5-m3 chamber open at one end; it is 
designated as VGES-11. It is 5.27 m long and 1.22 m in diameter, with axis 
inclined about 20" above horizontal. The single experiment was performed 
at a composition of 30 percent hydrogen-in-air, close to the stoichiometric 
composition. Carbon steel and stainless steel planchets, coated with CsI 
or MgO as in the initial FLAME experiments, were inserted along the walls 
at the open end of the chamber. The experimental procedures and character- 
istics of the burn have been described by Cummings et a1.191 

In four of the experiments in the FLAME facility, two of the planchets were 
exposed to condensing steam for several minutes prior to and during the 
burns. This was accomplished by energizing an electric heating mantle 
surrounding a spherical boiling flask located outside the FLAME chamber for 
safety reasons. The steam was led through two insulated 6-mm stainless 
steel tubes through the chamber wall and through Erlenmeyer flasks used as 
condensation traps. The steam then exited the lines via two 75-mm funnels 
placed large end down, just above the planchets. During tests prior to the 
combustion experiments, condensing steam could be seen issuing from beneath 
the funnels and flowing over the planchet locations. 

1.6.1.3 Results 

The characteristics of the seven hydrogen burns performed in the FLAME and 
VGES-I1 facilities in which we included aerosol-coated planchets are sum- 
marized in Table 1.6-1. Note that of the seven burns, three were energetic 
(F-25, F-26 and AR-13); the other four were mild or moderately vigorous, as 
indicated by small peak overpressures and low flame speeds (F-24, F-27, 
F-28, and F-29). 



The removal of CsI and MgO aerosols from the carbon steel and stainless 
steel planchets during tests F-24, -25, -26 and AR-13 (in the VGES-I1 
chamber) is shown in Figures 1.6-4, 1.6-5, and 1.6-6, on the basis, re- 
spectively, of Cs, I and Mg reduction indicated by the XRF analyses. In 
Figures 1.6-4 and 1.6-5, the fraction of Cs and I removed from one set of 
planchets is shown; in Figure 1.6-6, a similar plot is presented for the 
removal of Mg from a second set of planchets. 

Some salient features of our results with bare metal planchets are: 

o For the vigorous burns (F-25, F-26 and AR-13), there was removal 
of over 60 percent of Cs, I and Mg. 

o For the mild burn (F-24), the amounts of Cs and I removed were 
lower, but still substantial, in the range 15-55 percent (MgO- 
coated planchets were not available for shot F-24). 

o The amounts of both aerosols removed from stainless steel surfaces 
were somewhat greater than for carbon steel surfaces. 

o A flowing, wet steam atmosphere locally enveloping two stainless 
steel planchets, one coated with CsI and the other with MgO, 
seemed to do little to reduce the aerosol removal compared to 
analogous, neighboring planchets exposed to the burn in the 
absence of steam (see solid data points in Figures 1.6-4 through 
1.6-6). In fact, there is an indication that the removal might 
even be enhanced in the presence of steam. (Note, however, that 
these comments are based on the examination of only two planchets 
in shot F-26; obviously, more data are required.) 

In Figure 1.6-7, we show Cs and Mn removal for the three FLAME experiments 
in which stainless steel and carbon steel planchets were first coated with 
phenolic finish and then exposed to a combined CsOH and MnO, aerosol195 
(shots F-27 and F-28 (repeats of F-24) and F-29 (a moderately vigorous burn 
at 18.5 percent hydrogen in air)). These analyses suggest: 

o Trends in aerosol removal similar to those observed in the four 
earlier experiments with unpainted metallic planchets. 

o Greater removals of Cs than Mn. 

o Poorer reproducibility of XRF measurements for some of the coated 
planchets caused by cracking and chipping of the phenolic finish 
coating during exposure to the LACE experimental environment. 

o Little effect of a wet steam atmosphere to enhance adherence of 
either CsOH or MnO, aerosols during the hydrogen burns (see six 
solid data points in Figure 1.6-7). 

1.6.1.4 Discussion 

In the seven "add-on" experiments described here, we have demonstrated that 
even relatively mild hydrogen burns can effectively remove sedimented 
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fission-product and structural aerosols from surfaces prototypical of those 
that might be encountered within a nuclear reactor containment during a 
hypothetical accident in which severe fuel damage occurs. Of particular 
significance in these experiments is the behavior of Cs during the burns. 
Figures 1.6-4 and 1.6-7 indicate that sizeable amounts of Cs are removed 
from the planchets even in the very mildest of burns (the smallest value 
measured was -5 percent); at the other extreme, the removal is almost com- 
plete in the most energetic burns (the largest value measured was -86 per- 
cent). Because aerosols of Cs and I isotopes have important physiological 
effects and eas atmospheric transportability over very long dis- 
tances, 196 9 197 9 191; the action of hydrogen burns on sedimented CsI con- 
taining deposits in containment seems especially important for further 
study . 

Although our scoping experiments were too incomplete to give definitive 
answers about removal mechanisms, we hypothesize that there are several 
characteristics of hydrogen burns (deflagrations, accelerated flames, 
detonations) that may contribute to the efficient removal of aerosols from 
surfaces: the presence of high velocity gases; pressure pulses (and in 
some instances rarefactions); thermal pulses, both convective and radiative 
(especially from vibrationally excited H20 molecules); and the transient 
presence of active chemical species (e.g., OH and atomic oxygen). More- 
over, in some burns, gas motion might suspend larger particulates (e.g., 
dirt, paint flakes, weld spatter), which would tend to "sandblast" aerosols 
from surfaces. In some circumstances, these characteristics may combine in 
unique ways to remove aerosols in amounts far exceeding those ex ected from 
gas motion alone, as studied, for example, in the LACE program. 11;5 

Of particular note in our work is the apparent inability of moist, 
condensing steam to cause the sedimented aerosols to adhere strongly to the 
surfaces of the planchets during the burns. Although we can only speculate 
here, it is possible that the strong infrared emission from the hydrogen- 
oxygen combustion reaction by means of the vibrationally excited H20 
molecules is absorbed with high efficiency by adsorbed water that normally 
would cause the aerosols to adhere to a surface. This selective absorption 
could heat or otherwise activate the adsorbed water, causing the adhesive 
forces to relax, and possibly in very energetic burns even to vaporize and 
drive the aerosols forcibly from the surface. There is a suggestion of 
greater removal of aerosols in the presence of steam, but the incomplete- 
ness of our data leaves the question open for further study. 

1.6.1.5 Conclusions 

On the basis of seven, simple "add-on" experiments, we have concluded that 
large-scale hydrogen burns have significant potential for resuspending 
sedimented aerosols from containment surfaces. Moreover, the presence of 
condensing steam does not seem to assure adhesion of sedimented aerosols 
during hydrogen burns. Differences are exhibited between different sur- 
faces (e.g., removal from bare stainless steel is greater than from bare 
carbon steel) as well as between types of aerosol (e.g., Cs removal is 
greater than Mn). Because of the sparseness of our data as well as those 
of other investigators, in-depth studies will be required to assess how the 
exposure of sedimented aerosols to hydrogen burns might affect the radio- 
logical source term. 

- 196 - 



2. FISSION-PRODUCT SOURCE TERM 

Modern reactor accident analyses focus very directly on the mechanistic 
determination of the release of radionuclides from the fuel and their 
subsequent behavior--the so-called fission-product source term. This 
attention is being given to the source term to redress some of the conser- 
vatisms and omissions in past analyses. Mechanistic models now available 
for predicting the release of radionuclides from the reactor fuel under 
accident conditions and the transport of these radionuclides in the reactor 
coolant system have yielded substantive insight into the natural processes 
that attenuate the amount of radioactivity available for release from the 
plant. Nevertheless, these models are known to be incomplete. Significant 
uncertainties still exist concerning these release and transport issues. 
The rates of radionuclide release must be well known to predict deposition 
in the reactor coolant system. At this juncture release data may only be 
correlated against fuel temperature and not correlated against other 
factors such as system pressure and chemical environment, which are 
expected to influence strongly the radionuclide release. Chemical forms 
adopted by released radionuclides--especially iodine and tellurium--will 
drastically affect the extent to which these radionuclides will deposit and 
be retained in the reactor coolant system. Chemical transformations of the 
deposited radionuclides will determine to a significant extent whether 
these deposited materials revaporize from surfaces and again become a part 
of the radioactivity that can be released from the plant. These issues 
require experimental data if the modern accident models are to be upgraded 
to provide reliable predictions concerning the fission-product source term. 

The High-Temperature Fission-Product Chemistry program provides 
experimental data on the thermodynamics and kinetics of chemical processes 
affecting the chemical form of released radionuclides, the interactions of 
these radionuclides with structural and aerosol surfaces, and the revapor- 
ization of deposited radionuclides. The ACRR Source Term Experiments are 
in-pile tests of radionuclide release under high-pressure, high-radiation 
intensity, and high hydrogen concentration conditions. They supplement 
out-of-pile experiments of radionuclide release being conducted elsewhere 
in the NRC-sponsored research. Both experimental programs provide crucial 
data needed for accident models. The primary thrusts of the experimental 
programs are to provide data for the development and validation of the 
NRC’s best-estimate model of fission-product behavior, VICTORIA. 

2.1 High-Temperature Fission-Product Chemistry and Transport 
(R. M. Elrick and D. A. Powers, 6422) 

The purpose of the High-Temperature Fission-Product Chemistry and Transport 
Program is to obtain data on the chemistry and processes that affect the 
transport of fission products under accident conditions. The program now 
consists of three tasks related to one another. Base line thermodynamic 
and reactivity data are being collected for compounds of fission-product 
elements of particular interest. An experiment facility has been built to 
allow the chemistry of fission products in prototypic steam-hydrogen 
environments to be studied. The interaction of fission products with 
reactor materials such as stainless steel can be examined in this facility. 
Results of these experimental studies are compared to predictions of 
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thermochemical models to determine if reaction kinetics play an important 
role in fission-product transport. 

Little of the chemistry of fission products in high-temperature, steam- 
plus-hydrogen environments is well characterized. The physical and 
chemical processes taking place can be categorized into those between 
vapors (gas-phase reactions) and those between a vapor and a condensed- 
phase surface (heterogeneous reactions). In the latter category are con- 
densation on, adsorption by, and chemical reaction with surfaces. 
Conversely, should conditions change, the fission-product species may 
evaporate, desorb, or leave a surface as the result of decomposition of a 
compound. 

If these reaction surfaces are surfaces of structural materials, control 
rods, cladding, or bulk fuel, then the fission products can be retained in 
the primary system. However, the same reactions on the same materials in 
an aerosol form can result in transport out of the primary system. 

Thermodynamic calculations~99 have shown that under some accident condi- 
tions cesium, in a steam environment, will form CsOH. In the presence of 
iodine, the more stable compound CsI may form. At elevated temperatures, 
however, CsI in steam can dissociate to form CsOH and atomic iodine. With 
a significant concentration of hydrogen, the atomic iodine can form HI. 
Because of these types of possible reactions, the stability of the com- 
pounds CsOH and CsI were studied in their relation to accident environments 
in the primary system. The studies were (1) a model to describe the reac- 
tion of CsOH with stainless steel in the primary system and (2) the 
stability of CsI in an accident environment. 

2.1.1 Model for Reaction of CsOH with Structural Material 

In the steam and hydrogen environment expected during an accident, the 
primary cesium-containing vapor species is thought to be CsOH. (Since 
there was about 10 times as much cesium as iodine in the fuel and release 
rates for the two were similar, the principle iodine species for our 
experimental studies was CsI and the principle cesium species was CsOH.) 
The CsOH vapor encountered the surfaces of the primary system. Two alloys 
were considered--Inconel-600 and 304SS. Oxide layers were formed on these 
alloys as a result of their reaction with steam. A comparison was made of 
these oxides for similar thermal histories. The oxide layer formed on 
Inconel-600200 was relatively thin and consisted largely of Cr2O3 while 
that formed on 304SS201 was much thicker and consisted of an outer layer of 
Feg04 (spinel-type) and an inner layer of Cr+Fe+Mn spinels. After 3 h at 
1270 K, the oxide on 304SS had grown to about 150 pm in thickness compared 
to the several-micrometer-thick oxide on the Inconel. 

Silicon was the minor component of both alloys that played a major role in 
our model. As the alloys were oxidized, our microprobe data indicated that 
at 1270 K Si was not incorporated uniformly into the oxide layers but was 
segregated at the grain boundaries of the Cr2O3 layer in the case of 
Inconel-600 and only in the inner oxide of 304SS. The oxide form is 
presumed to be Si02. 
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Retention of fission-product cesium can occur by its reaction with a 
component of the oxide layer. Our microprobe data for both 304SS and 
Inconel-600 show positive correlations between the cesium and silicon loca- 
tions. The correlation is particularly good for 304SS (Figure 2.1-1) and 
the quantitative agreement indicates that (1) the reaction product is 
Cs2Si4Og (Figure 2.1-2), (2) all Si02 had been consumed, and (3) no other 
cesium silicates were formed. The reaction can be represented by the 
equation 

2CsOH + 4Si02-Cs2Si40g + H20 

2CsOH + Cs2Si4OgrCC2Cs2Si205 + H20 . 

This conclusion is supported by laboratory tests in which various prepared 
cesium silicates were exposed to steam at 1170 to 1270 K. Only Cs2Si4Og 
was stable in the environment. Cs2Si205 and Cs2SiOg both exhibited a loss 
of cesium. The corresponding numbers obtained on Inconel-600 show a much 
larger variability in correlation and suggest an incomplete reaction in 
that Si/Cs > 2. 

We interpret these data to indicate that the diffusion of Cs through the 
oxide layer was very rapid through the spinel-type layers formed on 304SS 
but was impeded by the Cr2O3 layer on Inconel-600. 

The amount of cesium that diffused and reacted in the inner oxide on 304SS 
was used to calculate effective surface reaction rate constants shown in 
Table 2.1-1 at three test temperatures--1020, 1120, and 1270 K. An 
Arrhenius plot (Figure 2.1-3) of these rate constants gives an activation 
energy for the reaction of 15 kcal/mol. 

Little is known about the effect of oxygen potential, temperature, and time 
on the compositional changes in the formation of the stainless steel oxide 
and how these changes might influence the cesium reaction. Some of our 
studies, 201 however, have shown changes in surface oxide characteristics 
with changes in the H2/H20 molar ratio. Within the range studied (H2/H20 
from 0.1 to 2), the compound Cs2Si4Og formed from CsOH vapor and the stain- 
less steel oxide was unchanged. As shown in Figure 2.1-4, the surface 
composition of the oxide formed on 304SS appears to be influenced by the 
hydrogen to steam ratio. The dashed lines connect composition points for 
tests at the same temperature (1270 K), but different H2/H20 ratios. 
Points at H2/H20 ratios 2 1 were from a test in which argon was the main 
carrier gas. The other 1270 K test had H2 to H20 ratios that (time) 
averaged between 0.13 and 0.3 depending on the location of the coupon in 
the reaction tube. Compositions for a test at 1020 K and one at 1120 K 
with H2/H20 ratios in this lower range are placed on the graph, but none of 
the points are differentiated by test. We conclude from Figure 2.1-4 that 
at 1270 K, the surface content of Fe decreased while that of Cr and Mn 
increased with increasing H2/H20 ratios. We have no evidence to predict 
the influence of H2/H20 on the subsurface composition, which will probably 
be more strongly influenced by time and temperature than is the surface 
composition. The temperature change, at least from 1020 to 1270 K, has 
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Figure 2 .  

0 10-2 
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1-3. An Arrhenius Plot of Surface Reaction Rate Constants for the 
Reaction of CsOH Vapor with 304SS 
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Figure 2 . 1 - 4 .  Surface Composition of Oxide Formed on 304SS in Steam and 
Hydrogen Mixtures at 1270  K 
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little effect on the surface composition for similar H2/H20 ratios (0.13 to 
0.3). It is interesting to note that analysis of surfaces of control rod 
lead screws taken from the TMI-2 core gave surface compositions202 ranging 
from 10 to 40 w/o for Fe and 1 to 20 w/o for Cr. Figure 2.1-4 data in- 
dicate similar surface compositions would result from H2/H20 ratios of 
about 0.5  to 5. There are data from TMI-2 analyses202 that show a correla- 
tion between the elements cesium and silicon in the inner oxide on 
stainless steel lead screws, which indicates that there was probably a 
cesium-silica reaction product formed. 

Our reaction model assumes that retention of fission-product cesium is due 
to formation of Cs2Si4Og and thus is limited by the Si02 content of the 
oxides formed on metal alloys. The model further assumes that Si does not 
preferentially diffuse across the metal/oxide interface so that the amount 
of available Si02, i.e., the retentive capacity of the oxide layer, is 
directly related to the extent of oxidation. A surface that has been more 
severely oxidized has a larger capacity for C s  retention. It does not 
matter if the oxidation occurs concurrently with or occurred prior to 
fission-product cesium release. 

Thus, given the thermal history of an alloy and data for the oxidation rate 
of that alloy, the retention capacity of the oxide layer for cesium (or 
alternately stated, the maximum amount of Cs that could be retained in the 
oxide) can be calculated. Whether this capacity is achieved depends on 
several parameters. One is the arrival rate of cesium at the oxide sur- 
face. A second parameter is the diffusion rate of cesium through the oxide 
layer. This parameter is dependent on oxide structure--spinel-type phases 
appear to facilitate diffusion while the Cr2O3 layer (on Inconel-600) may 
impede or restrict diffusion. A third parameter is the reaction rate of 
cesium with silica. Any of these parameters may be controlling the overall 
reaction at any specific time. 

The various limiting reaction steps are illustrated in Figure 2.1-5. For 
simplicity, the case depicted is assumed to be isothermal. The parabolic 
curve is the calculated cesium retention capacity of the oxide. It is 
proportional to the accumulated amount of oxide present (or to the accumu- 
lated amount of Si02 present in the oxide). 

Curve A depicts the maximum production of Cs2Si4Og that could occur from 
the reaction of a diffusing cesium species with silica. It assumes that 
the resupply rate of either reactants is not a limiting step in the reac- 
tion mechanism. When Curve A intersects the parabola, the formation of 
Si02 becomes the limiting step in the reaction process. 

Curves B and C depict the integrated flux of CsOH arriving at the oxide-gas 
interface. These curves are proportioned to the partial pressure of CsOH 
at the interfaces. As B lies above A ,  the arrival flux of cesium vapor 
species at the surface is greater than the intrinsic reaction rate of a 
diffusing cesium species with silica; therefore, Curve A is the limiting 
reaction step. 

However, when the partial pressure of CsOH is smaller as in Curve C ,  then 
the intrinsic reaction rate of cesium with silica is greater than the 
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Figure 2.1-5. Schematic of a Cesium Hydroxide - Stainless Steel Reaction 
Model 

arrival rate. Hence the limiting step is the arrival rate of CsOH at the 
oxide-gas interface. Other possible limiting steps could also be depicted. 
Ultimately, the amount of cesium in the oxide is the lower envelope of 
these potential reaction steps. 

In our experiments, some limiting steps can be identified. For the 1270 K 
test, the limiting step by the end of the run was the oxidation rate 
sincethe reaction had gone to completion, allowing the reaction species to 
be identified. At the other two test temperatures--1020 and 1120 K--the 
limiting rate was probably not the oxidation rate (since reaction species 
could not be identified) but the rate at which the CsOH could react with 
the oxide (Curve A), given no other limitations. An adequate supply of 
CsOH vapor was present for all the tests. The rate constant for CsOH vapor 
in contact with Si02 was recently measured as 5 x 10-3 4s.203 This rate 
is considerably larger than the rate of 2.5 x 10-4 m/s measured in the 
1270 K test, so the reaction with the larger CsOH/Si02 rate would not be 
limiting. An estimate of the reaction rate between CsOH vapor and the 
oxide at 1270 K, with no other limitations and corresponding to Curve A, 
could be made by extrapolating the similar data from 1020 and 1120 K in 
Figure 2.1-3 to 1270 K. This gives a value of 5 x 10-4 m/s instead of 
2.5 x 10-4 m/s. This new value is probably a better estimate for the rate 
at which the cesium species traveled through the outer oxide to the 
reaction site at 1270 K and reacted with the silica. 
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The gaseous environment could also affect the oxide structure or its 
composition as previously discussed. For instance, the "steam-starved" 
environment in which H2 is the predominant gas can have a low oxygen 
potential. Under such conditions, the iron in 304SS could not be oxidized 
and a surface enhanced in Cr oxides would result. This might, as appears 
to happen with Inconel oxidation, inhibit the rate at which the CsOH 
reacts. 

2.1.2 Stability of CsI in an Accident Environment 

The stability of CsI in a steam and hydrogen environment was demonstrated 
in both a 304SS and Inconel-600 lined system at 1270 K. Levels of reacted 
cesium and iodine on the surface of 3 0 4 S S  coupons were less than the detec- 
tion limit for the electron microprobe (-0.1 pg/cm2), giving a reaction 
rate constant of less than 3 x 10-7 m / s  for cesium iodide. (See 
Table 2.1-1 for a summary of all reaction rate constants.) 

A cross section of a coupon from the reaction tube showed an oxide 
structure that resembles that found on 3 0 4 S S  from the CsOH tests. No 
cesium or iodine was detected within these oxides by microprobe so there 
was no significant diffusion of CsI (or cesium or iodine alone) into the 
oxide. Analysis of the steam condensate samples confirmed the conclusion 
that there was essentially no preferential holdup of cesium or iodine in 
the system since the cesium-to-iodine mass ratio was 1.06 2 0 . 0 4 .  

In the case where CsI vapor was exposed to oxidizing Inconel, the cesium 
preferentially reacted with the oxide as determined from microprobe scans 
of the oxide surface (Figure 2.1-6). There was no indication that iodine 
was similarly retained. Corresponding rate constants were 2.5 x m/s 
for cesium and 3 x 10-7 m/s for iodine. 

This same chemical system, that of cesium iodide vapor with 304SS in steam 
and hydrogen, was examined to see if its behavior could be influenced by 
the presence of a radiation field. The steam facility used for the 
irradiation experiment was configured to fit the Gamma Irradiation Facility 
(Figure 2.1-7). The radiation source consists of an array of 6oCo pins 
stored in a water pool below the experiment room and raised on an elevator 
to irradiate experiments. The radiation field was measured in the vicinity 
of the reaction volume by placing thermoluminescent dosimeters on the 
reaction tube and exposing the steam system to the 6OCo source for 10 min. 
The dose rate varied along the reaction tube from about 1000 to 1600 
rad/min. This level is about one thousandth of that in the reactor core 
during an accident. 

The test was run by cycling the ionizing field on and off to compare the 
field and no-field effects. This was accomplished by running the test in 
the GIF, first with the source down (no field) for a period of 3 h and then 
with the source up for 3 h. This complete cycling of the source was 
performed twice over a 12 hour period. The steam condensates were sampled 
periodically during the test and analyzed for concentrations of cesium and 
iodide. 
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To check the analytic results, cesium was measured by both atomic 
absorption and ion chromatography (IC) and the idodide by ion selective 
electrode and IC; comparable measurements agreed within 7 percent in 11 out 
of 12 cases. IC measurements of and I--on a blind standard--agreed to 
within 4 percent of actual values. The ratio of cesium to iodide in the 
condensates is shown in Figure 2.1-8 as a function of time. Two observa- 
tions are noted from the figure. First, the cesium iodide is initially 
unstable as shown for a Cs/I molar ratio of less than 1 indicating that 
more of the cesium than iodine was retained in the system. Second, the 
instability increased monotonically during the 12 h beginning with a Cs/I 
ratio of 0.78 and decreasing to a Cs/I ratio of 0 . 6 3 .  

Instability of cesium iodide determined from condensate analysis was first 
observed in a similar CsI experiment exposed to ionizing radiation. This 
instability was solely attributed to radiation although the field was too 
weak for the effect to be caused by a gas phase reaction. 

In stronger ionizing fields, more CsOH would exist in equilibrium with CsI 
and could react with stainless steel to produce the degree of instability 
observed. There is evidence from earlier ionizing field experiments that 
some of the cesium, but none of the iodine from CsI, reacted in the inner 
oxide and that the cesium is coincident with the silicon as seen in 
Figure 2.1-9. This observation indicates a cesium reaction similar to that 
observed between CsOH and stainless steel. 

In two subsequent tests, CsI instability was again observed but this time 
in the absence of a radiation field. A program was initiated to analyze 
the steam system and its contents during a CsI test to determine the level 
of any contaminants. With the exception of 200 ppm of C1- (higher for the 
cycled test just discussed), levels of other impurities were on the order 
of several ppm. Chlorine was attributed to HC1 used in the cleaning proc- 
esses. The HC1 has since been removed. In a test performed with the new 
cleaning procedure, the level of C1- was considerably reduced and the CsI 
instability was also less. However, the case for chlorine playing a role 
in the stability of CsI is not strong. The greatest instability did not 
occur with the highest level of C1-. In the cycling test the instability 
increased as the C1- level decreased during the 12 h. With the exception 
of the presence of chlorine from an earlier cleaning process, the system 
probably contained only those elements proposed for the study: CsI vapor 
with stainless steel (or Inconel) in a steam environment. 

It seems certain that under the conditions of these experiments, CsI was 
unstable to varying degrees both in the presence and absence of ionizing 
radiation. The causes of the instability without a radiation field and 
their relevance to reactor accidents must be determined before radiation 
effects are studied. The present interpretation for the CsI stability is 
that (1) CsI or a cesium-bearing species in equilibrium with CsI, perhaps 
CsOH, reacts with 304SS as well as with Inconel, (2) this species reacts 
with the Si02 in the oxide formed, and ( 3 )  the rate and extent of reaction 
depend on the thermodynamic conditions of the experiment and the 
accessibility of the reacting material, which is a function of the initial 
oxide thickness and the physical defects in the oxide. 
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2.2 ACRR Source Term ExDeriments 
(M. D. Allen, 6422; H. Stockman, 1543; C. Fryer, 6454; 
K. 0. Reil, 6423) 

Understanding the release of radionuclides during fuel degradation in a 
core uncovery accident is the first stage in determining the amount and 
nature of the overall radioactive release from the damaged nuclear plant. 
Current estimates of the release of the principal fission products over the 
range of relevant accident conditions are subject to significant 
uncertainty (e.g., the QUEST study). A key element in reducing the 
uncertainty in predicted overall releases is an improved understanding of 
the release of fission products from the fuel under severe fuel damage 
conditions. Major progress is being made in the development of mechanistic 
release models (e.g., MELPROG’s VICTORIA model) to significantly decrease 
these uncertainties. The ACRR Source Term (ST) program is being conducted 
to provide a data base for fission-product release over a range of fuel 
temperatures, system pressures, and fuel damage states. Significantly, 
these experiments will be performed in well-controlled, well-known in-pile 
conditions and in the presence of ionizing radiation, where little or no 
data currently exist, to allow the validation of these improved fission- 
product release models. 

2.2.1 Introduction 

Major activities during this period involved completion of development 
testing and qualification of the fission-product filter samplers, continued 
development of posttest analytical methods, completion of the hot cell 
plant modifications, fabrication and procurement of components for the ST-1 
experiment, and the beginning of the assembly of the ST-1 experiment 
package. 

2.2.2 Fission-Product Filter Sampler Development 

2.2.2.1 Requirements 

The goals for the aerosol and vapor sampling system for the ACRR Source 
Term Experiments are to (1) measure the quantity of each primary fission 
product released from the fuel bundle, (2) determine the release rates as a 
function of time and temperature, and (3) qualitatively establish some of 
the chemical species that exist close to the fuel bundle under high-temper- 
ature accident conditions. 

A functional diagram of the fission-product gas and aerosol sampling system 
for the ST experiments is shown in Figure 2.2-1. Seven identical filter 
thimbles are arranged vertically in a concentric arc over a zirconia mixing 
plenum. The upstream end of the filter thimbles are located approximately 
10 cm above the irradiated fuel bundle. The filter thimbles are plumbed in 
parallel between the mixing plenum and a gas manifold. The entire exhaust 
stream carrying fission product vapors and aerosol will flow through the 
selected filter sampler. The samplers will be changed sequentially using 
solenoid valves located on the outlet end of the filter thimble. The 
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sampling schedule will be as follows unless conditions during the experi- 
ment dictate otherwise: Filter assembly 1 will be open from the start of 
the experiment until the fuel temperature reaches 2100 K, which is just 
below the melting temperature of zircaloy-4 cladding; filter assembly 2 
will be open from 2100 K until 2300 K; filter assemblies 3, 4 ,  and 5 will 
be open for 10 min apiece on the 30 min temperature plateau at 2300 K; 
filter assembly 6 will be open during the temperature ramp down from 
2300 K; and filter assembly 7 will remain closed to serve as a "blank." 
There are also five grab sample cylinders connected to the manifold that 
will sample inert gases and control the pressure in the recirculating 
closed loop. 

The filter thimbles were designed and tested to meet the following 
requirements: (1) 61 cm long with an outside diameter of 1.6 cm to fit 
inside the pressure boundary, (2) high overall collection efficiency 
(> 99 percent) for fission-product vapors and particles, ( 3 )  capable of 
sampling at high pressures (the nominal pressure in the ST-2 experiment 
will be 30 atm) and in large temperature gradients (calculations indicate 
that the temperature of the filter thimble near the zirconia mixing plenum 
will be approximately 1130 K and the downstream end will be less than 
400 K), (4) posttest analyses of each filter thimble must provide data on 
fission product mass and chemical species; and (5) disassembly and post- 
test examination must be performed remotely using manipulators in a hot 
cell. 

The final design of the filters that will be used in the ACRR Source Term 
Experiments has evolved from a series of seven filter qualification tests. 
In these experiments the collection efficiency and pressure response of the 
filters were measured to help refine the design so that the filters would 
meet the requirements listed above. These out-of-pile experiments involved 
generation of controlled amounts of fission product simulants in a H2/Ar 
stream, equilibration at 1370 K, and passage of the stream through a single 
filter assembly. The filter was then disassembled and analyzed. The first 
four filter assembly qualification tests were described in Reference 101, 
and the final three tests will be described in this report. 

The filter design that was used in the final three filter qualification 
tests and that will be used in the Source Term Experiments is shown in 
Figure 2.2-2. Each filter thimble is made of stainless steel with a nozzle 
at the upstream end that is about 1 cm in diameter and 5 cm long. The body 
of each filter thimble will have a diameter of approximately 1.6 cm and 
will be 6 1  cm long. The first section in the body of the filter thimble 
will be a 32-cm-long thermal gradient tube, similar to the one used in the 
Oak Ridge National Laboratory (OWL) VI test series. The temperature of 
the thermal gradient tube at the upstream end will be approximately 1100 K 
and will decrease to 400 K near the fiber filter section. The thermal 
gradient tube will have three deposition wires of Ag, Pt, and stainless 
steel running parallel to its walls. These deposition wires were inserted 
to provide information on chemical speciation. They are intended to 
collect fission-product aerosols and chemically reactive vapors that will 
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be analyzed with a SEM by wavelength and energy dispersive analyses. The 
stainless steel wire was included because it is the same material as the 
thermal gradient tube and will give an indication of chemical species 
deposited in the thermal gradient tube; the Pt wire was included because it 
is chemically inert to most fission products, except possibly Te at high 
temperatures; and the Ag wire was intended to react with the gaseous iodine 
species HI and 12. After the thermal gradient tube, the flow passes 
through a 25-cm-long fiber filter composed of 0.076-mm diameter Pt-10 per- 
cent Rh wire with a graded packing density. The Pt-10 percent Rh fibers 
will be held in a stainless steel tube by stainless steel screens that will 
be tack welded on each end. The tube will have outside O-rings on each end 
to seal it inside the filter thimble, thus preventing the flow of aerosol 
and vapor around the fiber filter. A graded packing density will be used 
to obtain the necessary filter efficiency and to preclude a high-pressure 
drop and filter plugging. The pressure drop across this filter is about 
0 . 6  psi at a flow rate of 12 L/min. After the fiber filter, the gas flows 
through a 2-cm granular charcoal filter, which will collect noncondensed 
vapors such as HI, 12, and H2Te. This filter meets all of the design 
criteria. 

2.2.2.2 Development L i s t s  

Filter assembly tests 5, 6, and 7 were run during July using the 
experimental setup shown in Figure 2.2-3. The setup consisted of a verti- 
cal tube furnace capable of temperatures up to 1300°C. A silica tube with 
an OD of 3.8 cm and a length of 120 cm passed through the tube furnace with 
about 15 cm protruding out of the bottom of the furnace and 60 cm out of 
the top. Above the tube furnace, a calrod was wrapped around the silica 
tube and was surrounded with insulation to create the temperature gradient 
expected in the ST experiments. The stainless steel filter thimble was 
sealed by Viton O-rings in a second silica tube with a 3.1 cm OD that was 
positioned inside the outer silica tube. A brass plug was sealed by Viton 
O-rings in the inner silica tube at the bottom of the tube furnace. 

Stainless steel plungers, which passed through the brass plug, contained 
individual silica crucibles containing Ba, Te, SnTe, and CsI. The plungers 
were adjusted to a position in the tube furnace where the temperature was 
adequate to reach the partial pressures necessary to vaporize the desired 
amount of fission-product simulants. In these experiments, cesium and 
barium were introduced either as a metal or hydroxide vapor. Tests 5 and 6 
used Cs metal as the predominant Cs species and Ba metal as the Ba species, 
whereas test 7 used CsOH and Ba(OH)2. 

Experiments 5, 6 ,  and 7 were run for 40 min at approximately 1100°C. After 
the system cooled to room temperature, the deposition wires that lay 
against the inner wall of the thermal gradient tube were removed for SEM 
examination using wavelength and energy dispersive analyses. The filter 
components (i.e., the nozzle, thermal gradient tube, fiber filter) were 
leached with deionized water and 7.5 M nitric acid. The water leachates 
were analyzed using an ion specific electrode for iodide, and the water and 
acid leachates were analyzed for C s ,  Sn, Te, and Ba using a DC plasma emis- 
sion spectrometer. The dry trap and water impinger were analyzed for I, 
Cs, Sn, Te, and Ba to determine the mass of each element that passed 
through the filter assembly so that filter efficiency could be determined. 
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In test 5, an inordinately high amount of CsI was introduced into the 
system, resulting in the subsequent plugging of the fiber filter. The 
limited analyses performed on the filter showed a collection efficiency for 
iodine greater than 95 percent. The total quantities of fission-product 
simulants introduced into the system in test 6 represent upper bounds on 
the release predicted by VICTORIA for the ST-1 experiment, and the sus- 
tained average flow rate of 11 L/min is a reasonable estimate of the 
anticipated ST-1 flow rate. Results of filter systems test 6 are plotted 
in the bar graphs in Figures 2.2-4 through 2.2-8 .  Three filter segments 
were analyzed individually: the thermal gradient tube including the 
nozzle, the fiber filter, and the granular charcoal filter. The dry trap 
and deionized water in the impinger were also analyzed and the results are 
shown in the bar graphs. 

The data from filter systems test 6 result in the following conclusions. 
The filter assembly appeared to be approximately 98 percent efficient. 
About 720 mg of Cs were collected; most of the Cs deposited on the fiber 
filter, probably as Cs metal aerosol. The bar graph of the cesium results 
indicate that 161 mg were soluble in water and 485 mg were soluble in 7.5 M 
nitric acid. We believe that all of the cesium species formed in this 
experiment were water soluble. Several milliliters of water were retained 
in the fiber filter following the water leach. The nitric acid leach 
simply rinsed the residual water-soluble cesium out of the fiber filter. 
This problem will be corrected in the actual Source Term Experiments. 
Energy dispersive X-ray analysis (EDX) indicated that the iodine apparently 
reacted with cesium to form CsI, and 66 percent of it condensed on the 
surfaces of the thermal gradient tube. The tin reacted with tellurium to 
form SnTe. However, since the Te-to-Sn ratio was about 9.8, Te probably 
also existed as Te, Te2, H2Te, or C S ~ _ ~ T ~ .  SnTe and other tellurium 
species are chemically reactive with nickel and other components in stain- 
less steel; thus the majority of the tellurium and tin was deposited in the 
thermal gradient tube. The barium was apparently collected in the fiber 
filter as an aerosol. 

In test 7, CsOH and Ba(OH)2 were generated in lieu of cesium and barium 
metal. Results of filter systems test 7 are plotted in the bar graphs in 
Figures 2.2-9 through 2.2-13. Three filter segments were analyzed 
individually: the nozzle, the thermal gradient tube, and the fiber filter. 
The granular charcoal was inadvertently omitted from the filter assembly, 
resulting in a reduced filter efficiency. The dry trap and deionized water 
in the impinger were also analyzed and the results are shown in the bar 
graphs. 

The data from filter systems test 7 result in the following conclusions: 
The filter assembly appeared to be approximately 94 percent efficient. 
About 300 mg of Cs were collected, which resulted in only a small increase 
in the pressure drop across the filter assembly. The bar graph of the 
cesium results show that a large fraction of the cesium collected in the 
filter assembly was soluble in water. The residual water in the fiber 
filter was forced out with a nitrogen stream, and therefore, very little 
cesium was found in the nitric acid leachate. EDX analysis indicated that 
the tin reacted with tellurium to form SnTe. 
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Again, since the Te-to-Sn ratio was high, Te probably also existed as Te, 
Te2, H2Te, or C S ~ - ~ T ~ .  The majority of the tellurium, tin, and barium was 
apparently collected in the fiber filter as an aerosol. 

2 . 2 . 2 . 3  Deposition Wire Analyses 

The deposition wires from filter assembly tests 4 ,  5, and 7 were 
investigated in the SEM using EDX in an attempt to determine the effect of 
longitudinal position on compositional variations, to estimate stoichio- 
metries present, and to correlate aerosol particle morphologies with com- 
positions. Generally, scans were made at three locations on each wire: 
upstream, middle, and downstream. X-ray powder diffraction (XRD) patterns 
were made from samples taken from wires from tests 5 and 7 to provide 
precise information on the compounds present. Two samples, one from the 
upstream end and one from the downstream end, were taken from each wire. 

The major components seen on the wires from filter assembly test 4 were Cs,  
followed by Te, I, and then Sn. Test 4 used a nickel thermal gradient 
tube, and therefore, a nickel wire was used in lieu of a stainless steel 
deposition wire. On the nickel deposition wire, there was a slight 
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Figure 2.2-13. Filter Systems Test #7 - Barium Results 

increase in Cs and a decrease in Te from the upstream end to the downstream 
end. This result is not surprising since condensation of Cs probably in- 
creased as the temperature decreased with distance down the thermal 
gradient tube; also, most Te species are expected to have diffusion-limited 
chemical reactions with nickel, and thus the concentration of Te species is 
expected to decrease with distance down the thermal gradient tube. The 
major constituents on the nickel wire were CsI, which appeared as small 
spheres or cubes (Figure 2.2-14a), Cs alone (probably Cs2CO3 formed by 
oxidation of C s  metal and reaction with C02 after exposure to the 
atmosphere), which appeared as needles (Figure 2.2-14a) or faggot-like 
bundles (Figure 2.2-14b), C S ~ - ~ T ~ ,  which appeared as blades 
(Figure 2.2-14c), and rough deposits of Cs-Te-I-Sn (Figure 2.2-14d). On 
the Ag and Pt wires, the only particles clearly identified as being a 
distinct chemical form were Cs alone, CsI, and C S ~ - ~ T ~ .  To obtain the 
average composition of an area, raster scans were made. Scan sizes varying 
by orders of magnitude were compared; no significant variations in composi- 
tion results were found. 



a. CsI Cubes and Cs Needles b. Cs Faggots and Cs Needles 

Figure 2.2-14. SEM Photomicrographs of Particles Collected on a Nickel 
Deposition Wire in Filter Systems Test 4 
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Nickel, stainless steel, and silver wires were used in test 5 .  The major 
components on the nickel wire were Cs and I. Cs, I, and Sn did not vary 
much longitudinally; Te increased greatly in the middle of the wire. Major 
constituents identified on the nickel wire were CsI and Ni-Te. On the 
stainless steel wire, Cs, I, and Te were found in approximately equal 
amounts. Major constituents were CsI, which was seen as small particles 
(U) and large particles (D), and Te, which was apparently part of the 
stainless steel matrix. The morphologies of the deposition products were 
similar to those shown in Figures 2.2-14a-d. The major component on the Ag 
wire was Te (Figure 2.2-15). There was no significant longitudinal varia- 
tion. A majority of the particles analyzed contained Ag as the primary 
component combined with Te. The morphologies of these particles are shown 
in Figures 2.2-15a and b. 

The XRD patterns for test 5 were complex and have not been completely 
indexed to date. The complexity of the patterns also increases the likeli- 
hood that some of the identifications are in error. The major compounds 
identified from the upstream end of the nickel wire were CsI and SnTe. The 
major compounds identified in the downstream sample from the nickel wire 
were Ni and NiTe2, and the minor compounds identified were CsI and another 
Cs form, possibly Cs2CO3 or CsN03. There were unidentified lines in the 
upstream and the downstream patterns. The major compound identified from 
the upstream end of the silver wire was Ag2Te, and the minor compounds were 
AgI and AgTe. The major compound identified in the downstream sample from 
the silver wire was Ag, and the minor compounds identified were AgI and 
Ag2Te. The Ag patterns have been completely indexed. One compound has 
been identified in the sample from the upstream end of the stainless steel 
wire, CsI. Two major compounds have been identified from the downstream 
sample: CsI and Te. These patterns contained numerous nonindexed peaks. 

In test 7 the deposition wires were composed of stainless steel, silver, 
and platinum. The major components on the stainless steel wire were Cs, 
Te, and then I. The particles that were clearly identified were CsI, Cs 
alone (probably associated with C ,  0 ,  or N), and Cs associated with Te in 
various atomic ratios. Also present in the spectra from the stainless 
steel wire were Fe, Cr, Ni, Al, Si, and Mo. Cs and Te were the major 
elements found on the Ag wire. Agglomerate particles of Ag-Te and Ag-I 
were identified on the Ag wire. Small amounts of A1 and Si were also found 
on this wire. On the Pt wire, Cs was the most important deposit; Te, Sn, 
and I were found in small amounts. Tendrils of Cs, which at high magni- 
fication showed an acicular structure, encircled the wire (Figure 2.2-16a). 
Bows or discs of Cs-Te were common (Figure 2.2-16b). Particles of CsI were 
also found. Although Sn was present in the spectra, its morphology could 
not be isolated. Al, Si, and C1 were common impurity elements. 

The XRD results for test 7 follow: For the stainless steel wire, the 
pattern of the sample from the upstream end was not successful. For the 
sample from the downstream end, CsI and CsHC03 were identified. There were 
some minor unidentified peaks. For the silver wire, the upstream pattern 
had as major compounds AgI and Ag; the minor lines appear to be Ag2Te or 
AgTe. AgI and Ag2Te were identified as the compounds in the sample from 
the downstream end of the silver wire. The diffraction patterns from the 
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a. Ag-Te Dendrites b. Ag-Te Flakes 

Figure 2.2-15. SEM Photomicrographs of Particles Collected on a Silver 
Deposition Wire in Filter Systems Test 5 

a. Cs Tendrils b. Cs-Te B o w s  and Discs, 
Cs Needles, and Small 
Cs Particles 

Figure 2.2-16. SEM Photomicrographs of Particles Collected on a Platinum 
Wire in Filter Systems Test 7 
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Pt wire consisted primarily of the Pt lines. No other compounds were 
identified. 

2.2.3 Posttest Analytical Methods 

During July through December, the analytical techniques for posttest 
analyses of the ST filter assemblies were developed, implemented in the hot 
cells, and rehearsed using manipulators. Flowcharts of the posttest 
analyses procedures are shown in Figures 2.2-17 through 2.2-19. Posttest 
examination of the filter components includes gamma spectroscopy (primarily 
for C s ) ,  ion chromatography for Ba and Sr, ion specific electrode for 
iodine, voltammetry for Te, gas analyses by mass spectroscopy for Kr and 
Xe, and precipitations to separate Sr, Te, and rare earth elements from Cs.  
Some of these techniques are described in the following five sections. 

2.2.3.1 Voltammetry 

A much simplified method for analysis of tellurium, using stripping 
voltammetry, was developed by Mike Kelly, Division 1821, Sandia, and was 
adapted for use in the hot cells. A 10 mL aliquant of the water leach is 
mixed with 70 mL of 2.29 M nitric, or 10 mL of the acid leach is mixed with 
1.71 M nitric, to yield a 2 M solution. Tellurium in the solution is 
plated onto a rotating gold electrode, then stripped to produce a current 
pulse proportional to the Te concentration. Rotation of the electrode 
efficiently stirs the solution, and the cell is cleaned between analyses by 
flushing with 2 M nitric. Overall, the procedure is quite simple, with a 
sensitivity of ca. 10 ppb in the diluted solution, or 80 ppb in the 
original solution; very few electronic parts need be exposed to radiation, 
and the electrodes themselves should be relatively insensitive. There are 
potential interferences from Sb and Ag, which have stripping peaks close to 
the Te peak; however, the Te/Sb for the solutions should be ca. 40/1, and 
the Te/Ag should be at least 7/1, so the Te peak will be adequately resolv- 
able. Interferences from Ag and Sb will also be obvious from the gamma 
spectra of the Te precipitates. 

2.2.3.2 Gamma and Beta Spectroscopy of Precipitates 

Modifications in the chemical procedures have made it possible to move much 
of the sample processing to shielded gloveboxes and radiochemical hoods, 
thereby reducing the amount of time taken up by hot cell manipulation and 
remote handling. Detailed counting of the Te, La oxalate, and SrS04 
precipitates will be carried out in Room 106 (an auxiliary room in the hot 
cell facility) rather than in the shielded hot cells; the gamma detector 
port by window 6 in the shielded facility will be used primarily to confirm 
that the activities of the precipitates meet Health Physics requirements 
before the samples are bagged and passed out for processing in Room 106. 
The filters used to collect the precipitates are sufficiently small that 
the entire filter assembly can be counted as a unit, so there will be no 
need to remove the filter papers from their holders in the hot cells. 
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We initially planned to precipitate Te from solutions for subsequent 
counting. It was not certain that the radiotellurium activity generated by 
the test would be sufficient for detection by gamma spectroscopy, so we 
planned to neutron activate the Te precipitates to generate sufficient 
activity. Neutron activation precluded use of a nonradioactive Te carrier, 
so the minimum amount of Te that could be precipitated corresponded to ca. 
2 ppm in solution; at such low levels, the Te took up to a day to pre- 
cipitate completely. However, since the voltammetric analysis for Te is 
working well, we now plan to use Te precipitation only as a backup and will 
add carrier to greatly speed and simplify the procedure. The only dif- 
ficulty with the procedure is the need to use fresh stannous chloride for 
the precipitant; the stannous chloride solution decays over a matter of 
weeks, so there must be provisions to pass in or make up fresh solution in 
the hot cells. 

Precipitation of SrS04, and subsequent beta counting of 9OSr-gOY, is a 
backup for analysis of Sr by ion chromatography. The precipitation is also 
carrier based; 1 mL of leach solution is mixed with 10 mL of 2500 ppm Sr in 
1 M nitric acid, then the SrS04 is precipitated with 2 ml of 1:l H2SO4, and 
the precipitate is filtered and washed. Based on tests with nonradioactive 
samples, yield of the carrier is greater than 97 percent, and less than 1 
percent of the Cs is retained in the precipitate. Hence the dominant beta 
activity in most samples should be from 90Sr-90Y decay. The samples are 
beta counted primarily for the high energy beta of 90Y--after several weeks 
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of decay to achieve parent-daughter equilibrium; a 0.020-in aluminum 
absorber placed between the Si surface barrier detector and the sample 
removes > 95 percent of the Cs beta particles, but only 50 percent of the 
9oY betas. The surface barrier detector is roughly 30 times more sensitive 
to betas than to gammas, so the gamma activit of contaminants will cause 
little interference with beta countin . Some T'OBa-140La will be coprecip- 
itated with the SrS04; since the 148.~ betas are also high energy, this 
contamination can cause inaccuracy. However, the extent of 140Ba-140La 
contamination can be assessed by gamma counting the samples on a Ge 
detector, and if necessary, the 14oBa can be allowed to decay for 100 days 
before the samples are beta counted. During the ST1 test, the Cs/Sr should 
decrease from ca. 200 for the first filter sample to ca. 1 for the last 
samples, so Cs contamination problems will be relatively unimportant for 
samples taken late in the test. Conversely, 14oBa is generated as the test 
proceeds, s o  Ba contamination will be smallest for the first filter 
samples. If Cs contamination proves to be too great in any sample, we have 
provisions to first precipitate Sr oxalate in the hot cells, pass the 
oxalate out for processing in a radiochemical hood, dissolve the precipi- 
tate in HC1, and then precipitate SrS04 for a much more rigorous 
decontamination. 

The La oxalate precipitation is designed to remove Cs and selectively 
concentrate the rare earth elements (Ce, Eu, etc.) for subsequent gamma 
spectroscopy. Ten mL of La carrier (2000 ppm La as LaC13-8H20 in deionized 
water) is mixed with 0.25 mL of 7.5 M HN03. Then 0.5 mL of the leachate 
sample is added. La oxalate is then precipitated by adding 3 mL of 11 
percent oxalic acid. The activity of rare earths is expected to be quite 
low, so we will first process samples taken in the latter part of the ST-1 
test when the Cs/(rare earth) ratio should be lowest and the chance of 
detecting rare earths the highest. 

2 . 2 . 3 . 3  Ion Specific Electrodes 

The ion-specific electrode analysis for iodide is basically unchanged from 
our previous reports; the electrodes and holder have been modified to make 
the analysis more amenable to handling with manipulators. 

2 . 2 . 3 . 4  Ion Chromatography 

Ion chromatography is the preliminary means for analysis of Sr and Ba. We 
have had to make numerous modifications since the original development of 
the technique. The sample changer electronics have been modified to pro- 
tect them from radiation, and concentrators have been placed in the sample 
loop to increase sensitivity. The eluents and columns originally recom- 
mended by Dionex proved to be ineffective, and a great deal of testing was 
required to find conditions that gave adequate sensitivity. Despite 
initial claims by the manufacturer, it is not possible to run acid solu- 
tions through the columns, so solutions must be neutralized and substan- 
tially diluted, which provides an effective sensitivity of ca. 1 ppm Sr and 
Ba in the filter leaches. This sensitivity is approximately the same as 
the average concentration of Ba and Sr predicted for the leaches, based on 
VICTORIA calculations. 
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2 . 2 . 3 . 5  Gamma Spectroscopy 

The gamma spectrometer has been calibrated for collimators in zone 2a and 
steel containment box (SCB) 3 ,  using 226Ra (in equilibrium with daughters) 
as a standard. The daughter spectrum has numerous gamma peaks with a wide 
range of energies, and the decay fractions are relatively well known. 
Calibrations were carried out both with and without Pb attenuators, and 
given the collimation and distance from source to attenuator, extrapolation 
to greater attenuator thicknesses will be simple and easily justified. 

The greatest difficulties found in choosing an appropriate source for 
calibration were obtaining a source both with activities known to better 
than 2 10 percent and with sufficiently small dimensions that the entire 
active volume could be viewed through a collimator. Radium sources tend to 
have the best known activities, partly because the Curie was originally 
defined in terms of radium and partly because useful activities of radium 
have easily measured masses. One difficulty with radium sources is that 
the evolved radon and subsequent daughters tend to deposit on the container 
walls, substantially spreading out the volume of the source from the 
original radium volume. 

The gamma detector geometry in Room 106 will be calibrated both with radium 
and with "old" Th sources. 

2 . 2 . 4  Hot Cell Plant Modifications 

Construction of the vertical pass-through into the Zone 2A work area of the 
Hot Cell Laboratory, of the elevator facility within Zone 2A, and of the 
work platform and crane system above the vertical entrance have been com- 
pleted. The assembly of the shield cask is nearing completion. The cask 
provides the necessary shielding for handling the ST experiment package 
during transport between the hot cell and ACRR. The cask contains a winch, 
which is used to raise and lower the experiment package into and out of the 
cask. The winch in the cask is also used to manipulate the experiment 
package during assembly and disassembly within Zone 2a. The cask is 
located on the work platform above the vertical entrance into the hot cell 
during package assembly and disassembly. 

2 . 2 . 5  ST-1 Experiment Preparations 

Nearly all components for the ST-1 experiment have been delivered. Delays 
in the delivery of ceramic parts of the test section are delaying assembly 
of the experiment package. A rehearsal mock-up for use in developing hot 
cell methods has been assembled and is being used to refine the remote 
handling techniques. The routing of plumbing and related components in the 
test section and compressor portions of the experiment package are in pro- 
gress. Qualification tests of components and subassemblies are also in 
progress. It is anticipated that the ST-1 experiment will be conducted in 
late March 1987. 
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3. LWR DAMAGED FUEL PHENOMENOLOGY 

We are investigating, both analytically and in separate-effects experi- 
ments, the important in-vessel phenomenology associated with severe LWR 
accidents. This investigative effort has provided for two related research 
programs: the Debris Formation and Relocation (DFR) program (ongoing) and 
the Degraded Core Coolability (DCC) program (completed). The focus of 
these activities has been and is to provide a data base and improved 
phenomenological models that can be used to predict the progression and 
consequences of LWR severe core damage accidents. The DFR experiment 
program provides unique data on in-vessel fuel damage processes that are of 
central importance in determining the release and transport of fission 
products in the primary system. The DCC experiment program, completed in 
CY86, provided data on the ultimate coolability of damaged fuel 
configurations. Models coming from both programs are used directly in the 
MELPROG and other in-vessel severe accident codes. 

3.1 ACRR Debris Formation and Relocation 
(R. 0 .  Gauntt and K. 0 .  Riel, 6423; R. D. Gasser, 6425) 

3.1.1 Introduction 

Evaluation of the potential consequences of severe core damage accidents 
requires the development and verification of computer models that account 
for the complex fission-product release and fuel damage phenomena occurring 
in core uncovery accidents. The NRC-sponsored DFR experiments are being 
performed at Sandia to provide data on the effects of key variables and 
conditions on the progression and severity of core damage processes. 
Examined in the DFR experiments are a range of conditions of initial clad 
oxidation, steam flow rates, system and rod internal pressures, and the 
effect of control rod materials on damage. The purpose of these experi- 
ments is to provide a data base of core damage phenomenology over a broad 
parameter space for use in model development and verification. 

3.1.2 Experimental Method 

3.1.2.1 General Approach 

The intent in the DFR experiment design is to represent a short segment 
(0.5 m) of an uncovered LWR core where severe fuel damage initiates and to 
provide the best characterized environmental conditions as possible. For 
example, dry steam is introduced to the bottom of the test bundle so that 
the uncertainties associated with coolant boildown rates are not en- 
countered. The short bundle length is justified since the principal damage 
process, clad oxidation, tends to localize within an axial zone of 10 to 20 
cm in length, and therefore, most pertinent phenomenologies are suitably 
accommodated. Fuel heating is achieved by fission by means of neutronic 
coupling with the Annular Core Research Reactor (ACRR). Fission heating in 
combination with the chemical energy released from zircaloy oxidation 
generates sufficient power to drive fuel temperatures well above 2500 K. 
Unique diagnostics developed for this test series allow fuel temperatures 
as high as 2700 K to be continuously monitored throughout the experiment 
and allow accurate time dependent hydrogen production rate measurements 
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to be obtained. In addition, an end-on view of the test bundle is attained 
using a quartz glass viewing port installed in the experiment capsule; 
video and film cameras record the test progression observed through the 
viewing port. Postirradiation examination (PIE) is standard posttest 
procedure and includes preparation of numerous test bundle cross sections 
for metallographic characterization. 

3.1.2.2 Experiment Capsule 

A number of notable features of the test capsule are shown in Figure 3.1-1. 
The principal feature is the test bundle, which is axially centered in the 
ACRR. Steam introduced to the package enters the bottom of the test 
bundle, and flows upward around the fission heated fuel rods. Separate 
steam flows are introduced well above the exit of the test section in order 
to cool the bundle effluents and to keep the line-of-sight viewing port 
clear of aerosol, which tends to occlude the view of the test bundle. Each 
steam flow is individually metered. As zircaloy oxidation occurs, hydrogen 
is produced and swept out with the bundle effluents. The exiting gases 
then flow through a parallel bank of eight stainless steel tubes (-2.54-cm 
ID by 50 cm in length), which are packed with CuO particles (-0.5-mm dia by 
2 mm long). The hydrogen is converted back to steam by the exothermic 
reaction H2 + CuO -+Cu + H20 + heat. The heat production from the CuO and 
H2 reaction may be quantified and thus the hydrogen production rate in- 
ferred. This is facilitated by a computer model (COPOX) of the reaction 
tubes that accounts for the heat production and transfer as a function of 
axial position in the tubes. The steam exiting the reaction tubes passes 
through a regulating valve, which separates the high-pressure side of the 
flow system from the low-pressure condenser region of the package. The 
steam passing through the regulating valve is condensed in a counterflow 
heat exchanger and allowed to hold up and subcool in a tank located at the 
bottom of the capsule. 

In general, the test bundle may accommodate from 9 to 14 zircaloy clad U02 
fuel rods in a -0.5-m assembly. The bundle is insulated radially using a 
low density Zr02 material, which has an open porosity of around 85  percent. 
Although the insulator performs well thermally, there are two important 
caveats to note. The first is that a coherent tight fuel bundle blockage, 
which might form during the test, will not prevent steam from reaching the 
upper bundle above the blockage zone because steam bypass through the 
porous insulator will occur. The second point is that liquefied U-Zr-0, 
which might otherwise form a more coherent blockage around fuel rod 
remnants, tends to soak into the insulator, interacting with the material 
as it migrates radially away from the blockage zone. 

3.1.2.3 ACRR Installation 

The experiment is carried out by placing the test capsule in the ACRR 
central cavity as shown in Figure 3.1-2. Dry steam is supplied to the 
experiment from a boiler system located beside the ACRR pool. A mirror, 
which directs the visual image to an optical bench where telescopes and 
cameras record the image, is situated above the central cavity. In excess 
of 200 data signals in the form of thermocouple, pressure transducer and 
other data are extracted from the experiment package and are 
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Figure 3.1-1. The DFR Experiment Capsule Showing Major Design Features 
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continuously monitored and recorded by a dedicated computer system. These 
data are used both to characterize the test progression as well as to 
assure safe operating conditions are in effect at all times during the 
test. Three DFR experiments were completed prior to this reporting period. 
These experiments examined the effects of initial clad oxidation, steam 
flow rate, and PWR rod effects. The final test in the series, DF-4, is to 
examine boiling water reactor (BWR) geometry and is discussed in paragraph 
3.1.3. 

3.1.3 DF-4 BWR Control Blade/Channel Box Fuel Damage Experiment 

The DF-4 experiment is the fourth test in the DFR experiment series that 
are being carried out in the ACRR at Sandia. These experiments employ 
prototypic materials (U02 fuel) in test configurations that are designed to 
explore the governing phenomenologies pertinent to a light water reactor 
(LWR) undergoing severe damage associated with a core uncovery accident. 
These experiments together with other in-pile and out-of-pile experimental 
programs are aimed at providing a data base by which analytical and 
numerical models of severe core damage may be developed and assessed for 
use in reactor accident codes such as MELPROG, SCDAP, and MELCOR. 
Phenomena participating in severe fuel damage include zircaloy oxidation 
with the associated chemical energy release, clad melting, U02 attack and 
dissolution by molten zircaloy, relocation (candling) of liquefied fuel and 
clad, and formation of blockage zones from the refreezing of previously 
molten components. Associated with these damage processes is the produc- 
tion of hydrogen from oxidizing zircaloy and UO2 with steam and the release 
of fission products and aerosols. The information obtained in the DFR 
series applies to the early phase of core degradation prior to major 
geometry changes. However, as the initial stages of core degradation 
become better understood through analysis and insights gained from (1) this 
experiment series, (2) other experimental studies, and ( 3 )  the TMI-2 post- 
mortem, subsequent tests will be required to address the progression of 
core melting during the extended accident phase where significant geometry 
changes will have occurred. 

The DF-4 experiment will address the effects of unique (BWR) geometry upon 
fuel damage processes. These features are illustrated in Figure 3.1-3 
where a cross section through four BWR fuel canisters is shown. Also shown 
is the cruciform stainless steel/BqC control blade located in the bypass 
region between the individual zircaloy flow channel canisters. These 
important features are represented in the DF-4 test section design and 
shown in cross section in Figure 3.1-3. As in the BWR core, separate flow 
regions exist in the DF-4 representation for the fuel-rod zone inside the 
fuel canister and the control-blade zone in the interstitial region between 
adjacent fuel canisters. The rectangular channel box in the DF-4 test 
bundle prevents cross flow of steam between the two zones. Steam flow 
rates to each zone are established with consideration given to the dif- 
ferences in steaming rates and hydraulic resistance inside the fuel 
canister and around the control blade tip of the General Electric "D- 
Lattice" core design. 
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Major uncertainties concerning BWR accident progression to be addressed in 
DF-4 include: 

1. The relative heatup rate and oxidation behavior of the BWR fuel 
clad-canister wall-control blade structures. 

2. The potential interaction between the B4C powder in the control 
element and steam that may constitute an additional vigorous heat 
source as well as a source of volatile boric acid species, which 
can affect Cs and I fission product transport. 

3 .  The interaction effects between the steel control structures and 
the zircaloy channel box wall. 

4 ,  The integrity of the channel box with respect to side wall damage. 

5. The potential for tight blockage formation within the channel box. 

(The latter issue relates to IDCOR assertions that BWR hydrogen production 
in BWR severe core damage accidents is significantly diminished by the 
formation of tight blockages in the lower canister region, which prevents 
steam from reaching the upper fuel cladding and channel box zircaloy.) 

The test bundle is instrumented with various types of thermocouples. The 
fuel rod cladding is instrumented with Pt-Rh thermocouples where the junc- 
tion is formed by welding the thermocouple wires to the clad surface. The 
temperature limit of the Pt-Rh instrumentation is -1800 K, after which 
failure of the junction occurs. The fuel rod cladding is also instrumented 
with specially sheathed W-Re thermocouple assemblies. Although consider- 
ably more massive and not as well thermally bonded to the clad, these 
thermocouples survive the high temperature oxidizing environment and 
monitor bundle temperatures as high as 2700 K. Other temperatures are 
monitored within the insulator and on the pressure boundary surface to 
further characterize the thermal behavior of the test bundle. The princi- 
pal thermocouple instrumentation in the DF-4 test bundle is shown in Figure 
3.1-4. In this figure, the axial location of four major instrumentation 
stations is shown and the lateral positioning of the thermocouples at each 
station is indicated. The axial locations are relative to the bottom of 
the fissile zone in the bundle. In addition to thermocouples dedicated to 
tracking fuel rod, channel box, and control blade temperatures, two thermo- 
couples are located at the base of the test bundle below the fissile zone. 
One is located at the base of the control blade within the confines of the 
channel box and will indicate the arrival of molten material draining to 
the base within the channel box. Similarly, a thermocouple located at the 
base of the fuel rod zone just outside the channel box will indicate the 
arrival of molten material draining down outside of the channel box. 

3.1.4 Pretest MARCON-DF4 Calculations 

The experiment analysis code, MARCON-DF4, was developed at Oak Ridge 
National Laboratories using selected subroutines from the MARCON 2.1B BWR 
reactor plant analysis code. Models accounting for the unique heat losses 
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Figure 3.1-4. Test Bundle Instrumentation in the DF-4 Experiment 
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of the DF-4 experiment were generated for the code, which treats zircaloy, 
stainless steel, and B4C oxidation; hydrogen production; convection, con- 
duction, and radiation heat transfer; and fission heat generation in the 
DF-4 experiment configuration. This code has been used in carrying out 
preexperiment calculations for the purpose of defining the test operational 
plan. Following completion of the experiment, MARCON-DF4 will be exercised 
in postexperiment analyses. The goal of the posttest calculations will be 
to aid in characterizing the test results so that a well-understood and 
qualified data base will be established prior to attempting subsequent 
evaluation exercises using more complicated codes such as MELPROG. 

Preliminary calculations with MARCON-DF4 have been carried out, the results 
of which are embodied in Figures 3.1-5 through 3.1-8. Shown in 
Figure 3.1-5 is the anticipated ACRR power transient proposed to drive the 
fission heating of DF-4. This power history provides for: 

1. A coupling factor calibration phase with several small step 
increases in power. 

2. A larger power increase to quickly bring fuel temperatures up to 
-9OO"C, after which the channel box and control blade will be 
allowed to equilibrate with the fuel. 

3. A final power increase during which the fuel cladding will be 
heated at roughly 1.5 K/s as rapid Zr-Steam oxidation takes over 
as the dominant fuel/structure heating source. 

The fuel clad, channel box and control blade response to this power history 
is seen in Figures 3.1-6 through 3.1-8. The fuel clad temperature (Figure 
3.1-6) shows a sharply developing zircaloy-steam reaction front at the top 
of the fissile zone (50 cm) after the second power increase is applied. 
The reaction front then progresses downward toward the steam source. Pre- 
dicted peak fuel clad temperatures are 2500 K. The channel box heatup 
(Figure 3.1-7) proceeds much the same as the fuel, except at a faster rate 
with more extensive structural melting. Shown in Figure 3.1-8 is the pre- 
dicted response of the stainless steel control blade. Because of the much 
lower melting point of stainless steel (-1700 K), the predicted extent of 
blade damage is large. Phenomenon not addressed by the calculation, but 
expected to occur in the experiment is material interaction, e.g., alloying 
and eutectic formation, between the different melting and relocating 
materials. These events are expected to influence the character of the 
damage progression and will be investigated by posttest metallurgical 
examination of the test section. 
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4. MELT PROGRESSION PHENOMENOLOGY CODE DEVELOPMENT (MELPROG) 
(W. J. Camp and J. E. Kelly, 6425) 

The objective of this program is to develop a mechanistic computer model 
for the analysis of the in-vessel phases of severe accidents in LWRs. This 
model, MELPROG, is implicitly linked with the TRAC-PF1 thermal hydraulics 
code to provide a complete, integrated treatment of the reactor primary 
system from accident inception through release of core materials and fis- 
sion products from the reactor vessel. The model also provides materials 
and thermohydrodynamic input to the CONTAIN reactor containment analysis 
model. 

The work involves both developing the MELPROG computer code and applying 
the code to accident scenarios and to experiments. In the code development 
phase, models needed to treat the phenomena associated with severe ac- 
cidents have been extracted from the open literature as well as being 
formulated specifically for this effort. The applications effort involves 
both testing the code and assessing the modeling. 

4.1 MELPROG Code DeveloDment 
(J. E. Kelly, J. L. Tomkins, K. L. Schoenefeld, M. F. 
Young, and R. C. Smith, 6425) 

MELPROG consists of several explicitly linked modules, which in turn, are 
comprised of models that treat the physical processes that occur during a 
severe accident sequence. The approach used in MELPROG has been to develop 
these modules as stand-alone codes. Then these modules have been explic- 
itly linked together in the MELPROG code in order to treat the entire 
accident sequence in an integrated manner. The advantage of this approach 
is that it allows for both accurate modeling of specific phenomena and 
accurate predictions of the coupling between phenomena. This approach 
allows key quantities, such as fission-product release and transport, to be 
calculated in a realistic and consistent manner. Additionally, the modular 
structure of the code has the advantage that it is relatively easy to 
improve or substitute new models into the code as warranted. 

The first version of MELPROG, MELPROG-PWR/MODO, was completed and is being 
tested prior to release. This version uses a one-dimensional fluid 
dynamics model (FLUIDS module) and contains PWR code structure models 
(STRUCTURES module). This version also  includes the DEBRIS module for 
debris bed analysis, the RADIATION module for radiation heat transfer 
analysis, and the PINS module for fuel and control rod analysis. Major 
development on this version has ceased in order to devote more effort to 
developing the improved versions of the code. 

The second version, MELPROG-PWR/MODl, is currently under development. This 
version will include all features of the original code plus many signif- 
icant enhancements. In particular, this version includes a two-dimensional 
fluid dynamics model (FLUIDS-2D module), a fission-product model (VICTORIA 
module), an improved core structures model (CORE module), a melt-water 
interaction model (IFCI module), and a melt ejection model (EJECT module). 
This version represents a major improvement over the original version. In 
addition, substantial development on the FLUIDS-2D, VICTORIA, and CORE 
modules also occurred. 
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Recent developments in the FLUIDS, CORE, and VICTORIA modules are discussed 
below. 

4.1.1 FLUIDS Module Development 

The new FLUIDS-2D module replaces the one-dimensional fluid dynamics 
treated in MODO with a full two-dimensional (R-Z) capability. In addition, 
four momentum fields are treated instead of three (the corium field is 
split into solid and liquid fields). This version was completed at Los 
Alamos National Laboratory as part of the MELPROG effort. The major ad- 
vantage gained through the new FLUIDS module is the ability to treat the 
important effects of natural circulation in the core and vessel. This new 
module is completely operational in MELPROG. 

While the MOD1 version of MELPROG is still under development, the initial 
results from the testing of the 2-D hydrodynamics are quite promising. The 
new module works well, and no major obstacles have been found. Addition- 
ally, the preliminary results illustrate the importance of natural circula- 
tion within the vessel. Relative to a one-dimensional treatment, a strong 
radial variation in the meltdown progression has been found. This dif- 
ference will influence in-vessel fission-product release as well as the 
mode of core slump. 

Changes have been made the Jacobian matrix subroutine, JAC41H, to allow one 
subroutine to be used for all combinations of fields in a cell. These 
changes are also consistent with imbedded interfaces and the TRAC link. 

The principal change to the JAC41H routine is to preevaluate the knobs 
array. Knowing how many fields are on in a cell, plus which fields, and 
whether hydrogen is present or not, allows the routine to assemble equa- 
tions only for the fields actually present in a cell. No fake equations 
for fields turned off are necessary. A set of six flags are set in an 
array INCL ("include"); the first four are set to 1 if the corresponding 
field is present; the fifth flag is set if more than one field is present, 
signaling that the alpha constraint equation should be included; the sixth 
flag is set if hydrogen is present, indicating that the hydrogen mass equa- 
tion should be included. A variable NFLD is also calculated giving the 
total number of fields. 

The INCL array and NFLD are used in a loop over the four fields to control 
assembly of the equation set and of the variable set. Fields turned off 
are set to a volume fraction of AL102 and a temperature of TS. This occurs 
before the alpha constraint equation, if present, is set up, and is a dif- 
ference in operation from the previous JAC routines, which set "off" fields 
during the back-substitution step or set up fake equations to force "off" 
fields to these values. 

The INCL array and NFLD are evaluated during the back-substitution step 
because they are not stored from cell to cell. Back-substitution occurs as 
in the previously used JAC routines with the INCL array and NFLD being use 
to identify the location of the needed equations. 
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The phase change terms were modified to allow for possible subcooling or 
superheating of the water and steam fields. This change ensures that mass 
and energy removed from a field will not cause nonphysical temperature 
changes in the field. 

Previously, the mass transfer rate for phase change was given by the sum of 
the energy fluxes to an interface assumed to be at the saturation temper- 
ature divided by the heat of vaporization, 

qls + q2s 
r -  L ’ q1s = hls(T1 - Ts). q2s - h2s(T2 - Ts) ’ 

where 

r - phase change rate (kg/m3/s), 
qls = energy flux from vapor field 1 to interface (w/m3), 

q2s = energy flux from liquid field 2 to interface (w/m3), 

L = heat of vaporization (J/kg), 

his = vapor-interface heat transfer coefficient (w/m3/K), 

h2s = liquid- interface heat transfer coefficient (w/m3/K), 

Ti = vapor temperature (K), 

T2 = liquid temperature (K), 

T2 5 saturation temperature (K). 

This formulation was modified to include the effect of off-saturation 
conditions by replacing the heat of vaporization L by an effective heat of 
vaporization L‘, where 

- u condensing 2s ’ 
2s 2’ + L - u vaporizing , 

with 

Ui = internal energy of field i (J/kg), 

Uis = internal energy of field i at saturation (J/kg). 
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A more important change was to replace the terms in the energy equations, 
which were previously of the form his, with expressions dependent on the 
direction of mass flow; the rule for the new formulation is that mass 
transfer into a field is at the saturation energy, whereas mass transfer 
from a field is at the internal energy of the field. This prevents 
spurious temperature changes. The new energy terms are 

fru, 9 condensing 

fie1d irc2s + “1, evaporating 
condensing 

evaporating . 

Corresponding changes were made in the Jacobians for fields 1 and 2. 
Affected routines in MELPROG/MOD1 are JAC41H, IMPEX, and MESTAB. 

The above changes were tested and debugged using the Surry TMLB‘ problem, 
using the runs with the old code as a comparison. Comparisons were done 
without the phase change corrections to the steady state (MOUTSS); to the 
first 100 s of the transient (MOUTTl); to 100 s of MOUTT3 starting at 
9250 s ,  just before the start of hydrogen production; and to the first 
200 s of MOUTT5, covering the beginning of corium formation. All cases 
were very close to the old runs, with slight changes in pressure and 
velocity distributions in the fourth or fifth decimal place. Testing of 
the phase change modification has just begun, but preliminary indications 
are that it is more stable, producing fewer negative alpha predictions than 
the old phase change rule. 

4.1.2 CORE Module Development 

The new CORE module has been designed to treat PWR and BWR core structures 
in one consistent and flexible framework. The module was also designed to 
be consistent with the existing treatment of in-vessel and ex-core 
structures (the STRUCTURES module). The actual level of modeling detail, 
both geometrical and physical, are user controlled. For example, one can 
use very detailed geometry for experiment analyses and considerably less 
detail for reactor accident calculations. Such flexibility allows the user 
to determine the impact on accident calculations of the level of physics 
and geometry detail. 

The CORE module is designed to treat fuel rods, PWR control rods, BWR 
control blades, poison rods, dummy rods, and BWR can walls. MELPROG is a 
2-D code (R-2 geometry). Within each radial ring, a model can be provided 
for each different type of core structure. Each model then represents the 
actual number of each structure in that ring. Each core structure modeled 
may have its own power factor and its own axial structure. Thus, for 
example, multiple fuel rods within a ring may be modeled with the axial 
detail of the rods (fission gas plenum, insulator pellets, active fuel, 
etc.) explicitly treated. 
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Each core structure is treated as consisting of one or more material 
regions. For example, a fuel rod would initially be modeled as a two- 
region structure, i.e., fuel and cladding. During the course of the cal- 
culation the number of material regions can change. For example, oxidation 
of the zircaloy cladding leads to formation of a layer of Zr02, which is 
explicitly treated as a separate material region. Similarly, formation of 
a U-Zr-0 solution that forms and flows down the exterior or interior or 
both the exterior and interior of the fuel rod also creates new material 
regions. Therefore, the model allows for the formation and loss of 
material regions for all core structures in order to calculate the 
important physical processes. 

A 1-D finite-difference solution for heat conduction through the various 
material regions forms the basis for the CORE module. Oxidation kinetics 
for solid and liquid zircaloy and steel as well as for U-Zr-0 solutions on 
structure outer surfaces are treated. Cladding plastic deformation and 
failure are modeled. Candling on inner and outer surfaces is treated. 
Fuel rod and other core structure failure by melting or fracture are 
modeled. 

Subroutine CRPROP contains the material properties for the CORE module. 
Most of the CRPROP subroutine is self-explanatory. The new feature 
recently added is the iterative enthalpy inversion routines that determine 
the temperature corresponding to a given specific enthalpy for a material. 
There are two routines to be considered--the routine for a single material 
and the routine for a mixture of materials. The routines are similar, but 
the routine for mixtures is a little more complicated because the phase 
transition points must be considered differently. 

The iterative enthalpy inversion algorithm for a single material is 
outlined in the flow chart in Figure 4.1-1, while the algorithm for a mix- 
ture of materials is outline in Figure 4.1-2. As seen in Figure 4.1-1, the 
procedure for determining temperature given the enthalpy is straight- 
forward. For the multicomponent case, the procedure is more complicated as 
seen in Figure 4.1-2. In this figure, FCOMP(i) is the mass fraction of the 
ith component in the mixture and TRAN(1) and CPH(i) are arrays for storing 
the phase transition information for the particular mixture of materials. 
TRAN(i) will contain NPTS points in groups of two, consisting of the 
temperature bounds of the transition arranged in increasing order. CPH(i) 
contains NPTS/2 points corresponding to the pairs of points in TRAN(i). 
CPH(i) is an effective specific heat for transitions given by 

CPH(i) - FCOMP(j) * AhTRAN/AtTw . 

After the transition temperatures have been determined, the routine begins 
looping through the temperatures, TRAN(ii), and calculating the mixture 
enthalpy, HHI, associated with each temperature. The enthalpy for the 
preceding temperature is saved as HLO. As soon as the calculated enthalpy 
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Figure 4.1-1. Single Component CRPROP Enthalpy Solution Method 
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exceeds the given enthalpy, HP, the routine exits that loop with an initial 
temperature estimate of 

HHI - HP HP - HLO 
TOLD = TRAN(ii-1) * HHI - HLO - TRAN (il) * HHI - HLO 

If TOLD falls within a transition range, CPHAS is set equal to the 
associated CHP(i); otherwise, CPHAS is set equal to zero. With TOLD and 
CPHAS determined, the remainder of the mixture routine is essentially 
identical to the routine for single materials except for the loops over 
materials. 

Major development in the CORE module continues with the material relocation 
modeling being the main area of development. In particular, improvements 
to the material property routine (CRPROP) and to the fuel dissolution 
routine (CREUTIC) have been made. In addition, a completely new crust 
formation model has been written. 

The CREUTK subroutine is a simple algorithm to determine how much solid U02 
of a given temperature can be dissolved in a given quantity of U-Zr-0 
eutectic of given composition and temperature. The routine assumes that 
the rate of dissolution is instantaneous and employs a simple U02-Zr(O) 
binary phase diagram to determine the equilibrium composition as a function 
of the temperature of the solution. The temperature is determined from the 
enthalpy of the solution, which is the sum of the initial enthalpies of the 
eutectic and dissolved solid plus the heat of dissolution. Currently, the 
heat of dissolution is equal to the heat of fusion as suggested by Hagrman. 

4.1.3 Crust Growth Model 

The CORE module of MELPROG models flow (candling) of materials on CORE 
structures. As material flows down a structure from a hotter to a colder 
region, it may freeze and form a crust. CORE treats two mechanisms for 
crusting: bulk freezing and conduction heat transfer limited crust growth. 
This discussion is limited to conduction heat transfer limited crust 
growth. 

The model treats a flowing film at temperature T2 on a solid surface at 
temperature Ti. The interface temperature at the surface of the solid is 
Ts. The distance from Ti to T2 is Ax1 and the distance from Ts to T2 is 
Ax2. This arrangement is shown in Figure 4 . 1 - 3 .  The energy transfer rate 
at Ts is then defined to be 

kl, sA1, s Ks, 2*s, 2 
Ax PS - = Ax2 p 2  - Ts] + QsAs * 1 

(4.1-1) 

For a crust to form, Ts must be less than the freezing point, Tm, of the 
liquid film. Also, Ts must be greater than Ti for heat to flow into the 
solid. If T, - Ti > 0 and T, < Tm, then a crust of thickness, 6, can grow 
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in time step At. The interface temperature between the melt and the crust 
must be Tm. (If the crust surface temperature drops below Tm, then all of 
the melt has frozen.) Figure 4.1-4 shows the arrangement of temperatures 
after a crust has started to form. 

The amount of crusting that can occur in time step At is determined by the 
integral of the energy transfer into the solid layer. At time t the heat 
flux is given by Equation 4.1-1, while at time t+At the thickness of the 
crust must be accounted for. At time t+At the heat flowing into the crust 
region is given by 

K A  (Tm - TC) - (4.1-2) 

where 

kc,, = thermal conductivity of crust material between Tc 
and Tm (W/m), 

Ac,,, = heat transfer area between Tc and Tm ( d ) ,  

6, - growth of crust between time t and t+At (m), 
Tc - temperature of crust (K), 

km,2 - thermal conductivity of melt between Tm and T2 
(W/mK) s 

Lc - heat of fusion of crust (J/kg), 
pc = density of crust (kg/m3), 

b - rate of crust growth (m/s), 
A, = surface area of the crust (m2), 

t 

AX - Ax2 - Sc. 2 

All other variables are as previously defined. 

Equation 4.1-2 can be simplified if the heat capacity of the growing crust 
is not treated directly. Then the temperature Tc does not have to be 
calculated because the heat flux at Tm must equal the heat flux at Ts and 
Equation 4.1-2 becomes 
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k A  k 
c s,m m,2 pm - Ts) - - p2 - Tm] + LcPcbAc , 

Ax ' 2 &C 
(4.1-3) 

where k, - thermal conductivity of the crust (W/mK), 
AsYm - heat transfer area between Ts and Tm (m2>. 

All other variables are as previously defined. 

Equation 4.1-3 can be simplified further because the energy flow through 
the crust together with the source term at the crust solid interface must 
equal the energy flowing into the solid, that is: 

k A  
Axl p s  - '1) ,,= 6c p m  - Ts) + ~ s ~ s  

c s,m k A  1,s 1,s 

which yields 

+ QsAs 9 

(4.1-4) 

(4.1-5) 

where all terms are as previously defined. 

The heat of fusion energy associated with crusting is in reality deposited 
at the point where freezing is taking place. However, because in this 
model the heat capacity of the crust is not treated directly, the heat of 
fusion energy can be deposited at the solid-crust interface without any 
further loss in accuracy. Because the heat of fusion energy is deposited 
at the solid-crust interface, the only change required to the standard heat 
transfer solution equations is the addition of a source term at Ts .  

To calculate the integral of the energy conducted into the solid during 
time At the average of the heat transfer rates at times t and t+At is used 
(Equations 4.1-1 and 4.1-5). The resulting equation is 

n+l n+l 

2Axn+' 1 
- klys An lYs b: - Ty] + kl, sA1, s 

2Axn 1 



kn An 
P s,2 s,2 

n 2Ax2 

kn+l n+l A n,2 m,2 
[TY - T:] + 2Ax2 ' n+l [T;+1 -.I m 

+ LcpCiAc + QsAs ( 4 . 1 - 6 )  

The geometry between Ti and Ts does not change over the time step and the 
thermal conductivity between Ti and Ts is assumed constant over the time 
step. Therefore, 

n+l 
1,s ' kn - k 

1,s 

n+l 
1,s a,s An - A 3 

n+l AX; - Ax1 
When the above equalities are substituted into Equation 4.1-6 the following 
result is obtained: 

kn A n  

n 2Ax2 
- s'2 s'2 bi + T:] + 

+ LcPciAc + QsAs - (4.1-7) 

Equation 4.1-7 is not quite correct because from the instant the crust 
begins to form, the temperature at the crust-melt interface is Tm. There- 

fore Tn on the right hand side of Equation 4.1-7 should be Tm. Also, if 
s 

k A  
= = c y  9 

1,s 1,s 
2Ax1 
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kn An 

2Ax2 

s,2 s,2 
n - G i  , 

n+l n+l 
km,2Am,2 n+l 

*n+l G2 2Ax2 
9 

then Equation 4.1-7 can be written as 

= Giki - Tm] + GY+'[Ty+' - Tm] + LcA + QsAs . (4.1-8) 

As stated above, the heat capacity of the growing crust is not treated 
directly. However, it is treated by modifying the definition of Lc to 
include a specific heat term. Lc is then defined as 

C - ITn" S + T:]/2 - Tm] , (4.1-9) 

where 

HF = heat of fusion of the crust (J/kg), 

H2 = enthalpy of melt (J/kg), 

Hm - enthalpy of melt at solids (J/kg), 
Cp - specific heat of crust (J/kgK). 

In Equation 4.1-9, the energy associated with the specific heat of the 
crust is based on a linear temperature profile through the crust. The true 
temperature profile is not linear, however, the linear assumption doesn't 
introduce much error because cp<<H~. 

n+l n+l G;+l, T;+l 
9 Lc, and s ' T 1  ' In Equation 4.1-8 there are six unknowns (T 

Tn+l n+l n+l A ) .  Of these, , T1 , and T2 are provided by the standard 
S 
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temperature solution that is performed iteratively when crusting is oc- 
curring. If Cp is treated as a constant, then Lc is only a function of 

n+l and Tn+'. These temperatures are calculated at each 2 S 
temperatures T 
iteration. At time t, 

and at time t+At, 

G;+' - f [G;,&t) . 

In slab geometry, 

In cylindrical geometry this simple ratio is not correct, however, for 
Ar/r<<ll a slab approximation produces only a slight error. Gn+l is cal- 
culated during the iteration and is a function of the previous iterate 

value of h t .  

During each iteration &At is solved from Equation 4.1-8 as 

h t  - At[Gy[Tt - TY + Tn+l S - - QsAs 

- G;[T; - Tm) - G2 n+l [T2 n+l - Tm)]/Lc - (4.1-10) 

0 

This iteration continues until the relative change in mAt is less than a 
user input value or until the iteration limit is reached. 

This model has been implemented as part of CORE and is now fully 
operational. Conduction limited crusting is calculated when the bulk 
enthalpy of the melt remains above the solidus enthalpy over the time step, 
At. If the phase change calculation determines that the bulk temperature 
of the melt drops below the solidus, then only bulk freezing is treated. 
The model has undergone limited testing; therefore, an evaluation of 
optimum axial mesh size and appropriate time steps has not been determined 
at this time. 
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4.1.4 VICTORIA Module Development 

The VICTORIA module in MELPROG treats release and transport of fission 
products in the core and vessel. The philosophy behind the development of 
VICTORIA was to adapt from other fission-product codes and research pro- 
grams the models, methods, and in some cases, even software needed to build 
a fission-product behavior module suitable for MELPROG. This module treats 
the appropriate physical processes at a level of modeling detail consistent 
with MELPROG and has a software structure compatible for coupling to 
MELPROG. In addition, the structure of VICTORIA is designed such that 
further changes of the code as dictated by appropriate experiments will be 
straightforward to implement and it can be used in either a stand-alone 
mode or in a coupled mode with MELPROG. 

VICTORIA, in stand-alone form, has been completed and is being assessed. 
The stand-alone code is being used to perform analysis of the ORNL HI 
experiments. Incorporation of this module into MELPROG has been initiated. 
This work has involved completely rewriting the continuity solver in 
VICTORIA. This was necessary to make VICTORIA compatible with MELPROG and 
TRAC. This work was completed and initial testing was quite promising. 

4.2 MELPROG Code ADVliCatiOnS 

Testing and assessment of MELPROG and VICTORIA is continuing. MELPROG is 
being run on full plant calculations to test and assess its capabilities. 
VICTORIA, in stand-alone mode, is being tested and assessed with experi- 
mental data. Activities in these areas are discussed in Sections 4.2.1 and 
4.2.2. 

4.2.1 MELPROG TMLB' Calculations 

As reported in Reference 101, a calculation of a TMLB' sequence for the 
Surry reactor has been made with MELPROG/MODl. This calculation, while 
preliminary in nature, is the most mechanistic calculation of this sequence 
performed to date. However, due to its preliminary nature, it is premature 
to draw firm conclusions from the calculation. On the other hand, the 
calculation is especially useful in gaining important insight into severe 
accident phenomena. 

These insights can be gained in a number of different ways. The approach 
used in this study was to perform limited sensitivity studies, auxiliary 
calculations, and comparative analyses to investigate specific aspects of 
the overall calculation. Obviously, there are many important aspects of 
such a calculation and not all of these have been studied. This whole area 
of study is continuing, and with time, more aspects will be investigated. 
Now, however, the current findings are summarized. 

A total of four aspects of the calculation have been studied in detail. 
These are: 

1. Effect of natural circulation. 

2. Effect of fuel rod relocation model. 
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3 .  Thermal history of hot leg nozzle. 

4 .  Core debris state at vessel failure. 

Each of these is discussed in the following four sections. 

4.2.1.1 Effect of Natural Circulation 

One of the main reasons for developing the 2-D version of MELPROG is to 
allow the code to predict natural circulation in the vessel. Previous 
studies had indicated that convection cells between the upper plenum and 
core region could exist. If present, the resulting circulation could 
remove a significant amount of energy from the core. Hence this phenomenon 
was expected to play a significant role in the meltdown progression. How- 
ever, the magnitude of its effect was unknown, and it is important to try 
to assess the effect of the phenomenon. 

In performing this study, the results of the 2-D base case have been 
compared to a 1-D MELPROG calculation of the same sequence.169 Both calcu- 
lations use the same geometric model for the core, upper plenum, and lower 
plenum. The main difference between the two models is that the 1-D case 
did not model the downcomer. Nevertheless, the overall modeling of the two 
cases is similar enough that the effect of 2-D natural circulation can be 
directly assessed. 

At the initiation of the MELPROG transient in both cases, it was assumed 
that all primary coolant flow had ceased and the fluid temperature was 
slightly subcooled. The nuclear decay heat from the core quickly brings 
the stagnant primary fluid to saturation and boiling begins within the core 
region. The entire length of the heated core contributes to vaporization 
until the upper plenum is completely voided, i.e., steam filled. During 
this period, a constant steam generation rate occurs, which is easily cal- 
culated, and this rate has been found to be in agreement with that pre- 
dicted by both versions of MELPROG. This agreement indicates that mass and 
energy balances are correct. 

During the core uncovery phase of the accident, the heat removed from the 
fuel rods is deposited entirely into steam production and eventually into 
the steam itself. In the one-dimensional case, the steam simply exits the 
core region and eventually the vessel. However, in an actual PWR, multi- 
dimensional flows establish a natural circulation flow path between the 
core and the upper plenum and loops. This calculation is, in fact, pre- 
dicted by the two-dimensional version of the code. The circulation 
transports energy more rapidly from the core to the available heat sinks, 
thereby delaying the time to core oxidation and melting. It also heats the 
vessel components (especially in the upper plenum) much more rapidly than 
is the case for the one-dimensional model. In terms of fission-product 
release, the natural circulation may be very important because of its 
effect on mass transport processes. Also, the circulation between the 
vessel and the hot legs could lead to a massive failure in the hot leg 
region, which would depressurize the system. The circulation also affects 
aerosol and fission-product deposition on structures. Finally, the natural 
circulation makes the core meltdown more axially uniform, and this may 
affect the ultimate H2 and fission-product generation. 
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Many of the effects of natural circulation are obvious in the two- 
dimensional calculation. For example, it is easy to see the effect 
circulation has on core heating. Figure 4 . 2 - 1  compares the calculated core 
heating rates for the 1 - D  and 2-D cases. It is seen that the circulation, 
as expected, significantly delays the core heating and beginning of oxida- 
tion. Relative to the 1 - D  calculation, these events are delayed approxi- 
mately 900 s .  Simply put, the circulation leads to greater heat removal 
from the core, and hence less of the energy generated goes into raising the 
temperature of the core. However, this has the less obvious effect of 
heating the plenum structures at a faster rate than in the 1 - D  case. This 
difference can be seen in Figure 4 . 2 - 2  where the surface temperatures of 
upper plenum structures are compared, The structures in the 2-D case heat 
much more rapidly and eventually melt, whereas the structures never melt in 
the 1-D case. This coupled behavior has significance later in the sequence 
in regards to availability of surfaces for fission-product deposition. 
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Figure 4 . 2 - 1 .  Comparison of Maximum Core Temperatures 



Natural circulation also changes the spatial temperature distribution in 
the core. In the 2-D case, the radial temperature distribution is nonuni- 
form while the axial temperature distribution is nearly uniform. In the 
1-D case, the converse is true. This difference can be understood by con- 
sidering the circulation flows. The steam flows up the central regions of 
the core, cools in the upper plenum, and flows down the outer regions of 
the core. Due to the higher power in the central regions of the core and 
the lack of heat sinks (such as the core baffle), the temperatures are 
highest in the central region of the core. However, since the magnitude of 
the flow is relatively high, the temperature gradient in the axial direc- 
tion is low (relative to the 1-D case). This means that oxidation and 
failure occur more or less uniformly in the central region of the core. In 
fact, all rods in the top half of the core in the central ring fail within 
90 s of each other. However, the radial gradients are relatively large. 
When the first rod fails in the central ring (T = 2200 K), the maximum rod 
temperature in the outer ring is 1670 K. The first rod failure in the 
outer ring does not occur until 150 s after the first failure in the cen- 
tral ring. In the 1-D case, the temperatures and failures are much more 
uniform radially. 
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The change in the core heating pattern will also affect the hydrogen 
production. However, it is not clear as to whether this is a significant 
effect. The comparison of the 1-D and 2-D cases shows that the 2-D case 
produced 30 percent more hydrogen than the 1-D case (see Figure 4.2-3). 
While this difference is important, it is small compared to the difference 
found when the relocation temperature is changed (see Section 4.2.1.2). 
Hence further assessment of the effect of natural circulation on hydrogen 
production is needed before definitive conclusions can be drawn. 

After fuel rod relocation begins, the circulation patterns in the core 
change dramatically. The relocated material forms partial, if not com- 
plete, flow blockages in the lower core regions. These blockages represent 
a large impedance to flow and disrupt the circulating flow pattern. The 
flow through these blockage regions is very low. The flow tends to bypass 
these regions and new convective flow patterns are established. These 
exist between the upper plenum and the region above the blocked core. This 
flow will significantly affect fission-product release and transport. 
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It is seen then, that natural circulation is an extremely significant 
phenomenon. Its main effect is to modify the energy partitioning of the 
core. The "extra" energy extracted from the core delays its heating, but 
increases the upper plenum temperatures. The convective flows change the 
axial and radial temperature gradients in the core. This, in turn, 
modifies the hydrogen generation rate. Finally, the flows are found to be 
important primarily before relocation. After relocation, the flow pat- 
terns, while still existing, undergo radical changes in the core region. 

4.2.1.2 Effect of Fuel Rod Relocation Model 

In the current calculation, the original fuel rod model was used. This 
model uses a rather simplistic approach to fuel rod failure and is not 
mechanistic in nature. As will be shown, the modeling in this area must be 
mechanistic. Hence, instead of performing a mechanistic failure calcula- 
tion, the model relies on parametric failure criteria that are a function 
of oxide thickness and temperature. The model is based on the assumption 
that as the cladding melts it could be maintained (i.e., held in place) by 
an oxide layer if the layer is both thick enough and strong enough. The 
strength factor was felt to be strictly a function of temperature. Since 
fuel rod failure marks the beginning of relocation, the modeling was felt 
to be rather important in the meltdown progression. 

In the base case, the failure temperature was set to 2200 K. This value is 
the oxygen stabilized Zr melting temperature. Practically, this temper- 
ature means that when the metallic part of the cladding is completely 
molten, then relocation could begin. That is, no effect of the oxide layer 
was considered in this case. For testing purposes, this lower limit would 
expedite the calculation. 

It should also be noted that the corium flow regime map assumed that if the 
corium temperature exceeded 2200 K, then the corium behaved like a liquid 
(or slurry), while if the temperature was below 2200 K, then the corium was 
a solid. The key item here is that with corium being "created" at 2200 K 
by the fuel rod model, a small heat loss would lead to freezing of the 
corium. Hence relocation was very limited. 

In order to investigate the sensitivity of the overall predicted results to 
this failure temperature, the calculation was rerun through the rod failure 
point with the failure point increased to 2500 K. The higher value was 
based on observations from recent SFD experiments. Again, while this 
modeling is still not mechanistic, it does allow the sensitivity of this 
one area to be assessed. 

The results of this rerun calculation indicate three important areas that 
are very sensitive to the failure temperature. The first is the amount of 
hydrogen produced. In both cases, the beginning of relocation marks a 
rapid decrease in the hydrogen production rate. This is due to the reduced 
area for oxidation and reduced steam flow. Figure 4.2-4 shows this effect. 
What this means is that the longer the rods remain in an intact state, the 
longer hydrogen can be produced (provided steam starvation does not occur). 
Furthermore, since the rod temperatures are high just prior to relocation, 
the rate of hydrogen production is large. Hence the change in relocation 
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Figure 4 .2 -4 .  Comparison of Hydrogen Mass Generated 
in Relocation Temperature Study 

temperature results in a 50 to 100 percent increase in the amount of 
hydrogen produced. 

The second important area affected is the degree of relocation. In the 
rerun calculation, the corium does not begin to relocate until it is 
2500 K. Since the corium flow regime map was not changed, the corium, when 
formed, has significant superheat. Hence a large amount of energy must be 
removed before the corium would freeze. This means that the corium stays 
liquid longer and relocates further. In fact, large quantities of corium 
relocate into the lower plenum. The corium quenches and vaporizes much of 
the water remaining in the plenum. The steam generated in this manner 
momentarily cools the core and sweeps out the hydrogen. 

The third important area affected is the amount of energy produced. The 
energy produced during the oxidation is proportional to the amount of 
hydrogen produced. As discussed above, the rerun case resulted in a 
significantly greater amount of hydrogen produced. Hence, the amount of 
energy generated is also much larger. Due to the relatively low decay 
power, the energy produced during oxidation has a dominant effect. The 
practical result of the increased energy is that the sensible heat of the 
corium is much higher. This causes an acceleration of the meltdown. It 
only takes an additional 35 s to increase the rod temperatures from 2200 K 
to 2500 K when they are rapidly oxidizing. Decay heating would require 
approximately 600 s to raise the temperature the same amount. Hence the 
corium created is much hotter, and this will result in a reduction in the 
time to vessel failure. 
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In summary, the temperature of fuel rod failure has significant effects on 
the overall calculation. The amount of hydrogen produced is increased by 
nearly a factor of 2 by increasing the failure temperature from 2200 K to 
2500 K. The corium created has more energy (i.e., higher temperature) and 
can relocate much further. Also, the timing of the meltdown progression 
can be greatly accelerated. In view of these effects, it is vital that 
MELPROG have an experimentally validated mechanistic model for this 
failure. Current efforts in the CORE module development are addressing 
this important question. 

4.2.1.3 Hot Leg Nozzle Temperature 

An important assumption in this and all other TMLB’ sequence calculations 
is that the primary system remains at or near the pressure corresponding to 
the set point of one of the relief valves. The possibility of a failure 
somewhere in the primary system, followed by depressurization needs to be 
examined. In this section, an estimate of the thermal condition of one of 
the primary system weak points, the connection between the vessel outlet 
nozzle and the hot leg, is discussed. The temperature determined here can 
then be used in a structural analysis to determine if and when a failure 
may occur. In the absence of an implicitly linked TRAC-MELPROG calcula- 
tion, one can estimate the temperature of the vessel-hot leg connection by 
using the MELPROG outflow conditions as boundary conditions for a TRAC 
model of the nozzle and hot leg assembly. 

The boundary conditions needed for the TRAC calculation are the mass flow 
and temperature from the vessel, as calculated by MELPROG. These 
quantities are given in Figures 4.2-5 and 4.2-6, respectively. The TRAC 
model includes the portion of the nozzle that is external to the vessel and 
the hot leg itself. To obtain the temperature distribution through the 
nozzle and hot leg wall, four radial nodes were used. The boundary condi- 
tion for the external surface of the nozzle and hot leg is assumed to be 
convective heat transfer to a vapor at 400 K with a heat transfer coef- 
ficient of 10 W/m2*K. This heat transfer coefficient is representative of 
natural convection from a horizontal pipe that is surrounded by degraded 
insulation. The temperature distribution through the hot leg wall at the 
nozzle connection is given in Figure 4.2-7. The temperature can be seen to 
be above 1000 K for more than 1 h before core slump occurs at 14877 s .  
Initial indications are that the connection will fail rapidly if above 
1000 K. If this is the case, then system depressurization by this means is 
likely by about 11000 s into the transient. As indicated in Figure 4.2-7, 
this is well before either core slump at 14877 s or vessel failure at 
15928 s .  

4.2.1.4 Core Melt Insights 

An accurate description of the core debris and melt in the vessel at the 
time of vessel failure is an important source term consideration. The 
state of debris needs to be known to provide appropriate sources to con- 
tainment codes. The state of the debris also affects the magnitude of the 
in-vessel fission-product release. 

To analyze the state of the debris, both the composition and the average 
temperature of the debris must be determined. The debris will be composed 
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Figure 4.2-5. Outlet Flow Rate 

Figure 4.2-6. Vessel Outlet Vapor Temperature 
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Figure 4.2-7. Temperatures in Hot Leg 

of a number of constituents, the major ones being U02, Zr, U-Zr-0 mixtures, 
Zr02, steel, and control rod materials. The masses of each of these 
components is important. Both the steel and Zr masses are especially 
important since these materials can oxidize and release energy in the 
containment and these can also affect fission-product release during core 
concrete interactions. The masses of liquefied materials (or molten 
fraction) also must be calculated. The temperature of the debris is 
important as this determines the initial thermal loading on the 
containment. 

The tools available for calculating the state of the core debris are 
limited. The MARCH code is probably the most widely used, and results of 
this code can be found in the BMI-2104 report and in the QUEST study. The 
approach in MARCH is parametric and relies heavily on engineering judgment. 
Both key phenomena and important coupling between phenomena are neglected. 
These factors are reflected in the large uncertainties in the MARCH 
results. 

By far the more mechanistic code is MELPROG. In MELPROG, the meltdown 
progression is treated in a continuous and mechanistic manner. That is, 
melting and relocation of materials are treated in a physical manner with- 
out user interaction. There is no separate treatment of the core debris as 
it exits the core region into the plenum. This integrated analysis, while 
fairly complex, does allow all the relevant phenomena to be treated in an 
appropriate manner. 

While comparisons between MARCH and MELPROG are possible, a couple of 
points need to be considered. First, the two codes are completely dif- 
ferent in approach and modeling. This can lead to substantial differences 
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in the results. Second, MELPROG is not yet assessed, and hence caution 
must be exercised in interpreting its results. Also, only a very limited 
number of MELPROG calculations have been made and little has been done in 
the way of sensitivity studies. 

Nevertheless, it is useful to discuss the current understanding in the area 
of core melt. The results of three MELPROG runs and one MARCH calculation 
for a TMLB’ accident sequence in the Surry reactor are presented in 
Table 4 . 2 - 1 .  While all cases differ in one way or another, this table 
illustrates the spectrum of possible results. The MARCH results have been 
taken directly from BMI-2104, Volume V. The first two MELPROG runs are 1-D 
calculations while the third run is a 2-D calculation. There were two 
differences between these two 1-D cases. Case 1 used a relocation temper- 
ature of 2200 K and did not model the downcomer water inventory. Case 2 
used a relocation temperature of 2500 K and did modeled the downcomer water 
inventory. The effect of these modeling variations is discussed in the 
following paragraphs. Also, the state of the core debris at vessel failure 
is a strong function of the in-core modeling. 

In fact, the main point that needs to be made is that the state of debris 
at vessel failure depends on the assumptions and modeling used during the 
meltdown progression in the core region. Certain quantities such as 
hydrogen generated and Zr reacted are dependent on assumptions made before 
any fuel rod failures occur. A discussion of the importance of these as- 
sumptions and models follows. 

There are four models which lead to the differences in the results. The 
first, and most important, is the modeling of cladding relocation (in these 
calculations this means the temperature at which the cladding begins to 
relocate). This model affects the amount of Zr oxidation and the amount of 
energy generated in the core. The interesting result, which is consistent 
in all calculations, is that the majority of oxidation (> 80 percent) 
occurs while the rods are in intact geometry. Once relocation begins, the 
flow channels become blocked, which leads to a reduction in steam flow. 
Also, the surface-to-volume ratio of the Zr decreases, which inhibits 
oxidation. Both of these factors lead to marked reduction in the oxidation 
rate following relocation. Hence the relocation modeling is extremely 
important. 

Note that the MARCH calculation and the MELPROG-lD, case 2, calculation 
used similar values for the cladding relocation temperature. Both of these 
calculations predict high oxidation, which means that there is less Zr 
metal available for release to the containment. The other two cases used 
the lower relocation temperature and have significantly less oxidation. 

In addition to differences in oxidation, the relocation model has two other 
effects. First, the high Trelocate cases attain vessel failure earlier. 
This is due to the large increase in energy deposited by the Zr oxidation. 
It takes only 35 s for the temperature of an intact rod section to rise 
from 2200 to 2500 K when the rod is rapidly oxidizing. This time is 
negligible when compared to the overall timing. The huge increase in 
energy (equivalent to a 300 K temperature increase) is very important and 
this leads to early vessel failure. The other effect is that the average 
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Table 4.2-1 

Comparison of Surry TMLB' Calculations 

MARCH MELPROG-ID MELPROG-2D 
Case 1 Case 2 

Time for Primary 
System Saturated to 
Vessel Failure (min) 90 115 105 157 

Average Debris 
Temperature at Vessel 
Failure (K) 2380 2600 2120 2460 

Total Mass of Debris 
in the Vessel at 
Vessel Failure (kg) 

Fraction of Debris 
Molten at Time of 
Vessel Failure 

Mass of Unreacted 
at Time of Vessel 
Failure (kg) 

Total Amount of Zr 
Reacted (%) 

Zr 

In-Vessel Hydrogen 
Mass Generated (kg) 

Mass of Steel in 
Debris (kg) 

Cladding Relocation 
Temperature Used in 
Calculation 

102700 117500 

not 
reported 

6770 

59 

430 

not 
reported 

0.34 

11400 

31 

230 

900 

128160 

0.16 

6500 

60 

440 

10300 

2550 2200 2500 

Estimated Amount of 
Debris Released at 
Vessel Failure (%) 100 52 41 

137000 

0 . 3 0  

9600 

40 

300 

19300 

2200 

52 



temperature is lower as is the molten fraction of the debris. This is 
because the overall timing is reduced and the debris does not have the time 
to get hotter. 

To see the big effect of the increased relocation temperature, compare the 
two 1-D MELPROG calculations. The first case did not model the downcomer 
and used a lower relocation temperature. The second case modeled the down- 
comer and used a higher relocation temperature. The effect of the down- 
comer is to increase the time to initial rod failure by about 10 min. 
Hence, if everything were the same, then the timing of the second case 
should be 10 min longer. However, it is 10 min shorter. This means that 
the increased relocation temperature has shortened the accident by 20 min. 
It has also doubled the Zr reacted (and H2 produced). However, the molten 
fraction of the debris is reduced by a factor of 2. This comparison 
clearly demonstrates the intimate coupling between the meltdown phenomena. 

The second area of modeling that affects the core melt is natural circula- 
tion. To see the effect, one can compare the 2-D calculation with the 1-D, 
case 1, calculation. The biggest effect of the circulation is to delay the 
time to failure. In this case, taking into account the downcomer effect, 
the circulation would delay the time to failure by about 30 min. This 
delay, however, is due to transport of energy from the core debris to in- 
vessel structures. Hence the debris itself is not much different at the 
time of failure. However, by transporting heat to in-vessel structures, 
more structures melt relative to the 1-D case. Comparing the 1-D case, 
case 2, to the 2-D case, one finds about 10,000 kg more steel in the 
debris. This is due to the melting of the upper plenum structures. Hence 
the natural circulation, by transporting energy from the debris, leads to 
longer vessel failure times, more steel in the debris, and lower average 
debris temperatures at vessel failure. 

The third model that affects the debris state is the core slump model. 
This model determines how the core debris leaves the core region and enters 
the lower plenum. The core slump model mainly affects the timing of the 
vessel failure. However, the timing of vessel failure determines the 
average temperature and molten fraction of the debris. It should also be 
noted that large uncertainty still exists in the modeling of the core 
slump. If core slump occurs with the core debris at low molten fraction, 
then it will take a long time to attain vessel failure due to the poor heat 
transfer through the debris. This allows the interior of the debris region 
to become significantly molten and attain high temperatures before vessel 
failure occurs. On the other hand, if core slump occurs with the core 
debris at a higher molten fraction, then the vessel will heat faster and 
fail earlier. This earlier failure prevents the interior of the debris 
region from becoming significantly molten. However, this current finding 
is probably scenario dependent and should not be generalized. 

The fourth model affecting the core debris state is the actual vessel 
failure model. Obviously, the vessel failure model will affect the timing 
of the failure. And the timing of the failure, in turn, affects the molten 
fraction and temperature of the debris. Failure can occur due to melt- 
through, mechanical rupture, or instrumentation tube failure. The current 
MELPROG calculations have only considered the first two modes of failure. 
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In each case, mechanical rupture occurs before complete melting of the 
vessel. However, instrumentation tube failure may occur earlier. Modeling 
of this is currently being studied. 

4 . 2 . 2  VICTORIA Assessment 

The stand-alone version of the VICTORIA fission-product release and 
transport module (from MELPROG) will be the primary experiment analysis 
code for the ACRR ST experiment series. In order to determine the 
effectiveness of the code as an experiment analysis tool, a comparison to 
the results of the ORNL HI-3 test was undertaken. 

The experiment was modeled using seven axial levels. The lower five levels 
contained the fuel while the upper two were used to model the thermal 
gradient tube (TGT). Modeling of the spatial temperature profile was done 
by modifying the code to accept constant temperatures in the TGT regions 
while using a time and space dependent formulation in the fueled sections. 

One of the major differences between the first two planned ST tests and the 
HI-3 test is the composition of the flowing gas. In the ST tests, a 
mixture of hydrogen and argon will be used while HI-3 primarily used steam. 
The stand-alone version of VICTORIA did not contain a kinetic model for 
clad oxidation by steam. The equilibrium approach to oxidation is 
inadequate in that it severely overpredicts the amount of oxidation. In 
order to deal with this problem, a kinetic oxidation model (for clad only) 
was constructed. This model was based on the rate constants measured by 
Urbanic and Heidrick. A comparison of model predictions with the HI-3 
oxidation estimates showed that our model was well suited to the experi- 
ments being modeled. 

With the required code modifications in place, the code was run using the 
geometric and physical (i.e., flow, pressure, temperature, gas composition, 
etc.) parameters of the HI-3 test. A comparison of code output to experi- 
mental results concentrated primarily on the temporal evolution of the 
fission products krypton and cesium (for which detailed time-dependent 
information is available) and on the specification of the cesium and iodine 
in the TGT. 

The release of krypton from the fuel grains, as calculated by VICTORIA, is 
found to agree very well with the experimental data. Obtaining this agree- 
ment required a change in the model used for calculating gaseous diffusion 
within the open porosity of the fuel. The original model used was that of 
Chapman and Enskog, which gave releases that were too flat with respect to 
time. A model used by Slattery and Bird with a stronger temperature 
dependence produced predicted releases in excellent agreement with the 
experimental data. This change in models was still not sufficient to 
obtain the necessary improvement in the release rates of the volatile fis- 
sion products. The shape of the release (from the grains) curves as a 
function of time indicate that there remains a problem with the models used 
for transport on the grain faces and edges. What is observed in the cal- 
culations is that the vaporization of the volatiles from the grain surface 
is impeded by the transport of the vapor (in equilibrium with the condensed 
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phase at the surface) away from the boundary layer, and this is the slowest 
of the transport steps. Three possible modeling changes are being explored 
to see which one (or possibly which combination) will be in best agreement 
with the experimental observations. 

In addition to calculating fission-product release from the fuel, VICTORIA 
also calculates fission-product transport and chemical interactions with 
other fission products and structural materials. The predictions for the 
HI-3 test show that iodine deposited in the TGT is found almost exclusively 
as CsI, which agrees with the experimental observation that deposited 
iodine is found in concert with cesium. The temperature mesh in the cal- 
culation is too coarse to unequivocally state the point in the TGT where 
this deposition should occur. In addition to the agreement with regard to 
the iodine speciation, it is found in both the calculation and the experi- 
ment that the majority of the cesium and iodine do not deposit on the TGT 
walls but are found further downstream. The code shows that this transport 
to a colder region than one would predict for vapor deposition is due to 
aerosol formation and subsequent capture by the filter at the end of the 
TGT . 

Efforts dedicated to improving the transport models in the open porosity 
are currently under way and further comparisons with the HI test data, as 
well 

4 . 3  

For 

as the ACRR ST tests, will be used t o  verify the improved models. 

MELPROG Validation EXDerimentS 
(W. Tarbell and R. Nichols, 6422; A. Reed and M. Pilch, 6425; 
R. Acton, 7537) 

the in-vessel and reactor coolant system (RCS) aspects of severe 
accidents, the NRC is sponsoring the development of the MELPROG (MELt 
PROGression) computer code. This code is being developed jointly at Sandia 
and Los Alamos National Laboratory (LANL). MELPROG will provide a detailed 
modeling capability for the progression of severe accidents in the vessel 
and reactor cooling system of LWRs. Both pressurized water reactor (PWR) 
designs and boiling water reactor (BWR) designs are treated. MELPROG pro- 
vides estimates of the release of fission products, steam, hydrogen and 
core materials exiting from the vessel and RCS during the course of the 
accident. It also provides detailed analysis of all important aspects of 
the accident progression in the vessel and RCS. In particular, it treats 
multiphase coolant flow throughout the accident, core degradation, core 
melt progression, slump into the lower plenum, melt-water interactions, 
reactor pressure vessel (RPV) failure, and melt ejection processes. 

Degradation of the reactor core begins with the melting of the zircaloy 
cladding and liquefaction of the fuel. The molten material flows downward 
and freezes on intact fuel rods. The interrod channels can become com- 
pletely filled as this crust is formed. The crust consists of frozen 
metallic oxides, probably a Zr-UO2 mixture, Zr02, and the embedded remnants 
of fuel rods. The embedded fuel pellets continue to generate heat in the 
crust, but the rate of temperature increase is less than that of the over- 
lying bare fuel because of the nonfuel mass. The temperature of the over- 
lying fuel pellets at the time of crust formation is typically 1000 K 
higher than that of the crust. The crust can be up to 0.5 m thick if 
formed in the lower part of the core. 
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The crust serves as a temporary barrier between the debris above and the 
RPV wall. The longer the crust supports the debris above it, the hotter 
the debris becomes. The maximum temperature attained affects fission- 
product release. The timing and mode of crust failure and core slump into 
the lower plenum will affect the fuel-coolant interaction. 

Four basic crust configurations are being considered. The first two 
consider crust formation high in the core while the remaining two consider 
crust formation in the lower core. One major difference between the two 
areas is that the crusts located higher in the core will initially be very 
hot (> 2000 K) whereas, the crusts in the lower regions will be cooler 
(< 1500 K). 

In the case where the crust has failed either in the upper or lower core 
and the melt progresses to the lower plenum, new crust will eventually form 
on the lower head of the RPV. As a molten pool of debris accumulates on 
this crust, the high temperatures involved will attack the welds on the 
instrument tube penetrations and may cause vessel failure due to the expul- 
sion of these instrument tubes. 

The main data needs of MELPROG are in the areas of extended melt progres- 
sion and vessel failure. Current calculations indicate that modeling in 
these areas has a significant effect on melt progression behavior. Vessel 
head modeling currently only evaluates global failure of the lower head and 
does not presently consider instrument tube failure and the discharge of 
material from the reactor pressure vessel. 

The following sections consider the phenomena associated with attack of the 
lower head, instrument tube expulsion, and the influence of a crust layer 
on the ejection of molten core debris. 

4 . 3 . 1  Theory 

In the event the melt finds its way to the lower head of the RPV during 
core degradation, the vessel may fail by means of the instrument tube 
penetrations. It is assumed that the molten core debris will heat and 
weaken the fillet weld retaining the instrument tube.65 The pressure with- 
in the RCS will cause the tube to be expelled when the strength of the weld 
degrades. Molten core debris is ejected under pressure through the 
aperture formed in the lower head by the failure of the instrument tube 
weld. 

The tests described here will look at aperture ablation after the 
instrument tube is expelled from the lower head. In particular, the 
presence of an intact crust as described previously may mitigate the abla- 
tion of the steel, greatly reducing the flow rate during the blowdown of 
the primary system. If the mass flow of the gases is reduced, there may 
not be sufficient motive force to entrain and expel the core material from 
the reactor cavity. Thus the influence of the crust on the lower head 
could potentially influence the extent of direct containment heating and 
radionuclide release. In addition to considering the influence of the 
crust on hole ablation and material discharge, the tests will also evaluate 
jet ejection characteristics with the inclusion of solid material within 
the molten pool. 

- 272 - 



The model used to redict the ablation rate of the steel as formulated by 
Pilch and Tarbellsy is a modification of the ZPSS65 model. To illustrate 
the differences in the two models, the assumptions, methodology, and 
results of the ZPSS model are reproduced here. These results are then 
used in formulating a relationship for predicting the influence of the 
crust on the ablation rate of the steel. 

4.3.1.1 ZPSS Model for Hole Ablation 

1. Molten fuel forms a crust on the walls of the breach (aperture) 
when melt ejection begins. The initial crust-steel contact 
temperature is below the melting point of steel, therefore, the 
fuel crust initially adheres to a solid substrate. 

2 .  Convective heat transfer from the molten fuel to the crust causes 
the crust-steel interface temperature to rise rapidly. The steel 
substrate begins to melt in about 0.04 s ,  which is short compared 
to the vessel discharge time. 

3 .  Melting of the steel substrate jeopardizes the stability of the 
66 pm thick fuel crust. This thin crust is continually formed, 
destroyed, and reformed. The only significant implication of the 
crust is that it determines the driving temperature difference for 
convective heat transfer from the molten stream. 

4 .  The ablation rate is determined by equating the convective energy 
transfer (to the crust) to the energy required to melt the steel, 
i.e., 

2h(Tf - T 
- dr m, f 

+ h  , 
- Ts) f, s 

dt ps kp,s( T m,s 

where 

h = heat transfer coefficient from the molten fuel to the fuel 
crust , 

as - surface area of the breach, 
Tf - temperature of the molten fuel, 

Tm,f = melting temperature of fuel, 

p s  - steel density, 
cp - specific heat of the steel, 
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Tm,, - melting temperature of the steel, 
Ts = steel temperature far from the crust-steel interface, 

hf,s - heat of fusion of steel, 
r - hole radius. 

5. Using Reynold's analogy, the heat transfer coefficient can be 
related to the discharge velocity, i.e., 

p f cp, fV 
2 

h - f  , 

where 

f - friction factor, 
pf = density of molten fuel, 

cp,f - specific heat of molten fuel, 
V = discharge velocity of molten fuel. 

4.3.1.2 Modifications to the ZPSS Model 

According to Pilch,83 it seems likely that the unstable crust cannot 
prevent the molten fuel from contacting the steel substrate directly once 
the steel substrate begins to melt. This means that the relevant temper- 
ature difference driving convection from the molten fuel is Tf - Tm,,. 
Therefore, the ZPSS model underestimates the ablation rate. The second 
reservation expressed is the manner in which the heat transfer coefficient 
is evaluated. The ZPSS method is used for heat transfer in a tube a long 
distance away from the entrance. This is not the case for a breach in the 
reactor vessel where the length to diameter ratio is small and flow is 
always close to the entrance. Local heat transfer coefficients in the 
entrance region of a tube are considerably higher than points far from the 
entrance because the thermal boundary layer is not fully developed near the 
entrance. For this reason, the ZPSS model again underestimates the 
ablation rate. 

These changes then give the following ablation rate for the steel:83 
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The final size of the ablated hole is given by 

d f - d o + 2 -  d r t  dt , 

where 

df - final diameter of the hole, 
do - initial diameter of the hole, 
t = time required to complete melt ejection. 

The melt ejection time (t) is needed in order to calculate the final hole 
diameter. The ZPSS determines the ejection time by integrating the mass 
flux through an ablating hole, i.e., 

3 

where 

m - melt mass being ejected, 
ro and rf - initial and final hole radii, respectively, 

r = hole ablation rate. 

The small length-to-diameter ratio (L/D) of the ablating hole coupled with 
rapid ablation dictates careful treatment of the heat transfer coefficient. 
Development of the thermal and hydrodynamic boundary layers is incomplete 
(boundary layer thickness less than hole radius) for the small L/D ratio 
associated wlth an ablating hole in a reactor vessel. Consequently, the 
heat transfer coefficient is larger than would be expected for fully 
developed flow in a long tube. The ZPSS analysis does not consider this 
entrance region effect. It is re~ommended~~ that the larger value of h as 
determined from a flat plate correlation for fully developed turbulent flow 
be chosen. Experience shows that the flat plate correlation is almost 
always the appropriate choice for both experiments and reactor analysis. 

Flat plate correlation:83 

kl 0.8pr0.33 
L L  h - 0.0292 -Re # 



Tube correlation: 

kl 0.8pr0.33 
d d  h - 0.023 -Re 

where 

h = local heat transfer coefficient at the breach exit, 

kl = thermal conductivity of the molten fuel, 

ReL - Reynolds number based on the length (L) of the hole, 
Red - Reynolds number based on the instantaneous diameter (d) 

of the hole, 

Pr - Prandtl number of the molten fuel. 
The heat transfer equations given are approximate only for nonablating 
surfaces. If the ablation rate (2) is large, then the heat transfer 
coefficient is reduced because of "transpiration cooling" of the boundary 
layer.83 The modified coefficient is given by 

where 

2 pmscp, ms 
0 -  2h 9 

and where 

pms - density of the molten wall material (steel), 
cp,ms = specific heat of the molten wall material (steel), 

d - ablation rate, i.e., the rate of change of the hole diameter. 
The effective heat transfer coefficient is significantly reduced when gas 
blowthrough occurs. Only the molten fuel component of the two phase 
mixture passing through the hole is capable of ablating the steel; the 
blowdown gas (steam and hydrogen) is not hot enough (-600 K) to melt the 
pressure vessel wall. Following gas blowthrough, the heat transfer coef- 
ficient is reduced by the relative amount of molten fuel that is in contact 
with the steel, i.e., 
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where Ah = is the area of the hole in the pressure vessel 

4 . 3 . 1 . 3  Influence of Crust on Ablation Rate of Steel 

The analysis in Section 4.3.1.2 assumes that the molten pool is in direct 
contact with the steel. In the situation where a crust is on the lower 
head, the final size of the opening will be determined by the influence of 
the crust. Because the final size of the hole is given by the ablation 
rate times the time, the duration of the discharge must be calculated. 
This is accomplished by the integration of the mass flux through an 
ablating hole. 

The assumption is made that the crust remains stable throughout the 
discharge time, i.e., the driving temperature difference for the convective 
heat transfer to the steel substrate from the other material properties 
remains constant as in a homogeneous material. 

The time dependent discharge rate through an ablating hole is given by 

where 

. 
mi = time dependent mass flow rate, 

p i  = density of the liquid, 

A = time dependent area of the ablating hole, 

Vj = velocity of the liquid. 

The liquid discharge velocity at high pressure is given by Bernoullis's 
equation, 

0.5 
v i  = Cd (F) , 

where Cd is the discharge coefficient, and AP is the pressure difference 
across the aperture. 

The time dependent hole diameter, as shown in Section 4.3.1.1, is 
reproduced here for convenience: 
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A =  , 

where 

Tm,, - melting temperature of the steel, 
Tf - melting temperature of the fuel, 
p s  - density of the steel, 

cp,s - heat capacity of the steel, 
Ts - initial temperature of the steel, 

hf,s - heat of fusion of the steel, 
h = heat transfer coefficient. 

The time dependent area of the ablating hold is defined as 

The change in the diameter can be written as 

t 

d - do - 1 dt = A t . 
0 

Then a(t) can be rewritten as 

“(do + At)* 
4 a(t) = 

Substituting the expressions for the time dependent area and the liquid 
velocity give the following result for the mass flow rate: 

“(do + at 2 0.5 ‘d($) 
4 mj - - P l  
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The difference in the mass flow rate at time t and the mass flow rate at 
time 0 is given by 

t 

mQ(t) - mo E 'd (?)Oe5 ](do+ at )2  dt , 

0 

where mo is the mass flow rate at time 0. 

After performing the integration, the time dependent mass flow rate becomes 

0.5 [ (do + At)3 - dil mi(t) - mo = - 'Qecd(pp) 2AP 

32 

The final hole size when all the liquid is discharged, i.e., when m (t) - 0 
is given as 

0 
'm 3 3 

df - d 0 - = 

3A 0.5 

Rearrangement of the equation gives the following relationship: 

1 .  
3mo &/do 

= - . .  
0.5 d3 

0 

e 
The equation can be simplified by substituting for mo and rearranging the 
terms to provide a means for looking at the limiting cases, i.e., 

0 . 5  ? r 2  
'0 't 4 do 'd(?) 

Thus 
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There are two limiting cases for this equation. The first case is for 
io large, do large, and 2 small. For this condition, 

3 ;/do 
<< 1 , 

which implies 

df - - 1 .  d 
0 

This indicates that the final and initial diameters are the same. This is 
clearly not the case and is an uninteresting limit. The more relevant 

limit provides a good scaling criteria and is given for io small, do small 

2 large. For. this condition: 

3 i/do 
>> 1 . 

This implies that 

By assuming the ratio of the final hole size to the original hole size is 
much greater than one, a comparison of the final hole sizes with and 
without the crust can be made: 

df (crust) = ( '(crust) J13 

df(no crust) d(no crust) 
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If the ratio is greater than one, then the final diameter of the breach 
with no crust is smaller than the diameter of the breach with the crust. 
This implies that the crust has no influence on the ablation of the 
aperture. If the ratio is less than one, then the opening with the crust 
is the larger of the two and has a negative influence on diametral growth. 
The ablation rates for the two cases are 

Tf - T 
- - 2h(crust) ( m, c 

crust pc ppc(Tm,c Tc) + "f.4 
;r 9 

P ''(no crust) (Tf - Tm,s) 
d-o crust 

p s  [cps (Tm,s - Ts) + "f,s] 

Therefore, 

crust 2 

dno crust 

In most cases, the heat transfer coefficient is determined by entrance 
region effects. The relationship between the geometry of an accident and 
the heat transfer coefficients can be estimated with approximations. If it 
is assumed that the crust is formed on the inside of the RPV, the temper- 
ature of the melt is 2500 K, the temperature of the crust-steel interface 
is 1700 K, and the temperature of the steel is 600 K; then the convective 
heat transfer coefficient at the bottom of the crust (i.e., the crust-steel 
interface) can be approximated by 

1 = -  
hcrust L 0.2 9 

C 

where Lc is equal to the thickness of the crust. 

For the heat transfer coefficient at the bottom of the steel, Ls is equal 
to the thickness of the steel and Lc is equal to the thickness of the 
crust. The convective heat transfer coefficient for no crust can then be 
approximated by 

1 = 
no crust (Lc + LJO.2 
h 



Thus the ratio of the two equations can be written in the following manner: 

The above equation shows that the ratio of the ablation rates is directly 
proportional to the amount of superheat (Tf - Tm,c). When realistic values 
are picked for the variable in the equation, it is shown that any crust 
thickness can seriously inhibit radial growth of the aperture in the lower 
RPV head. 

4.3.2 Test Apparatus 

Conditions inside the RPV at the time of instrument tube failure will be 
approximated with the apparatus shown in Figure 4.3-1. The apparatus 
consists of a melt generator, which is an outer pressure vessel, and an 

MELT GENERATOR 

CRUCIBLE 

HINGE MOUNT BRACKE 

HEATER ASSEMBLY POSITIONING 
CYLINDER, (HIDDEN BEHIND) 

HINGE 

PLATE CLAMPING CYLINDER TRAY ASSEMBLY 
POSITIONING CYLINDER 

CRUST TRAY 

STEEL TRAY 
/ \ ' HEATER PLATE POSITIONING CYLINDER / 

Figure 4.3-1. MELPROG Experimental Setup 
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inner melt crucible. The mechanism below the melt generator provides a 
means for preheating and placing a simulated crust and steel backing plate 
at the exit of the melt generator, duplicating the geometry of an RPV. The 
choice of material for the simulated crust will be based on the physical 
properties of the Zr-UO2 crust, which would form during an accident, as 
well as criteria from the mathematical model of the ratio of the two 
ablation rates. 

The outer pressure vessel consists of a 16-in-diameter schedule 40 pipe 
section with flanges welded to both ends. The upper blind flange is bolted 
into place and is provided with a means for pressurizing the vessel. The 
lower flange cover is modified to accept a steel insert plate that is 
machined to accept a brass fusible plug. 

The melt crucible is constructed of an inner 14 gauge, 9-in-diameter steel 
shell around which is placed a 10-in-diameter schedule 20 pipe. The 
annular gap between the two shells is filled with a wet ram (MgO) that is 
baked to drive off the moisture. This serves as an insulating barrier for 
the hot-melt material. The insert plate forms the bottom of the melt 
crucible and consists of a 2-in-thick steel plate that is drilled and 
tapped for a 1.5-in NPT brass pipe plug. The plug is placed in the bottom 
of the crucible to simulate an instrument tube penetration. This assembly 
is then sealed against the lower flange with an O-ring and fastened with 
eight 1/4-20 socket head cap screws. The lower flange is then bolted to 
the welded flange attached to the pressure vessel pipe section. 

The mechanism below the melt generator has two functions: The first 
function is to bring the simulated crust material and steel backing plate 
up to temperatures approximating those calculated by the previously derived 
equations. The second function is to clamp the crust and backing plate 
into place below the brass plug in the melt crucible. The mechanism is 
equipped with heaters capable of producing temperatures up to 1200°C. 
After the plates have been brought up to their respective temperatures, 
pneumatic cylinders operated remotely with solenoid actuated valves swing 
the heaters out of the way and then position and clamp the plates into 
place. Upon completion of this task, the whole mechanism is then swung 
from underneath the melt generator to allow free passage of the material 
from the vessel. 

The plates used to simulate the failed RPV and the formed crust will be 
6 inches in diameter with preformed apertures. In order to determine the 
effect the crust will have on the ablation rate of the steel, the aperture 
of the crust and backing plate will be 1 inch in diameter and that of the 
brass plug will be 2 inches in diameter. The crust will be placed in 
direct contact with the melt generator bottom (gasketed to prevent gas 
leakage) and the steel plate, directly under the crust. In this manner, 
the melt must pass through the crust before it contacts the steel as is the 
situation in a reactor accident: 

Crust selection was based on the need to simulate the physical properties 
of the Zr-UO2 crust as well as fulfilling the requirements specific to the 
test apparatus. Theory predicts that the ratio of the ablation rates is 
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directly proportional to the degree of superheat of the crust; this sug- 
gests that a large degree of superheat is desirable. Taking into con- 
sideration the uncertainty of the temperature of the melt, this degree of 
superheat should be on the order of 400 K. The uncertainty as to the 
temperature of the melt (k200 K) makes it necessary to maintain as large a 
temperature difference as possible between the initial temperature of the 
crust and the melting point of the crust. A prediction of the temperature 
of the crust can be made by assuming 
equal to one. This allows the initial 
for by algebraic manipulation: 

the ratio of the ablation rates is 
crust temperature (T,) to be solved 

. 
) is directly Because the ratio of the two ablation 

proportional to the amount of superheat of the crust and inversely 
proportional to the temperature difference (Tm,c - Tc), the slope of the 
plot of Tf - Tm,, versus Tm,c - T, is proportional to the ratio of the 
ablation rates. Any values that fall above the curve indicate the ratio is 
greater than one and that the steel is the controlling medium, and any 
values that fall below the curve indicate a ratio of less than one and that 
the crust is the controlling medium (Figure 4 . 3 - 2 ) .  

crus t’dno crust rates (2 

The properties of several ceramic materials were examined to see if they 
were compatible with experimental needs. The conclusion was made that 
insufficient data were available on the ceramics to make a choice. The 
heat of fusion and the melting point were the two primary pieces of data 
missing from all the references that were scrutinized. Because of this and 
because of its easy availability, fused silica was chosen as the crust 
material. Data for fused silica are readily available and its properties 
are very close to that of some ceramics. Because fused silica changes 
crystal structure and becomes glassy, the heat of fusion has no real 
meaning. However, this material maintains a high degree of rigidity at 
elevated temperatures and should simulate the Zr-UO2 crust material very 
well. 

4 . 3 . 3  Procedure 

The procedure that will be followed during testing will closely approximate 
the events that happen in a reactor accident. The RPV is initially at 
pressure and contains molten material. The crust formed is at some temper- 
ature between its melting point and that of the RPV wall. It is then 
assumed that the instrument tube penetration weld fails and melt is ejected 
through the opening. 

The melt generator will be charged with nitrogen at a predetermined pres- 
sure, depending upon which tests is being done. The crust material and 
steel backing plate will be brought up to temperature by heaters. After 
temperatures higher than those needed are attained (to allow for heat 
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losses during transfer), the plates will be clamped into position, and the 
mechanism will be swung out of the way. At this time, ignition of the 
80  kg of iron-oxide/aluminum thermite in the melt crucible will be 
initiated, and a high-temperature melt will be generated by the ensuing 
metallothermitic reaction. During the reaction, the pressures inside the 
vessel will rise proportionally, and the temperature of the melt will reach 
approximately 2500 K. The brass plug in the crucible will fail catastroph- 
ically when the molten material makes contact with it, and the debris will 
be ejected at high temperature and pressure through the ablating plates. 

The test matrix, Table 4 . 3 - 1 ,  has been devised for screening main effects 
for the outlined conditions. The first five tests vary each of the three 
parameters considered to have the most influence on the phenomena to be 
studied. The remaining three tests explore the influence of the crust 
thickness. 

Table 4 . 3 - 1  

Test Matrix For Screening Main Effects 

Test 

1. 
2.  
3 .  
4 .  
5 .  
6 .  
7 .  
8 .  

System 
Pre s sur e 

low 
high 
low 
low 
high 
low 
low 
high 

Crust 
TemD . 

low 
low 
high 
low 
high 
1 ow 
low 
low 

Solids 
In Melt 

no 
no 
no 
Yes 
no 
no 
Yes 
no 

Crust 
Thk. (in.) 

0 . 2 5  
0.25 
0 . 2 5  
0 .25  
0 .25  
1.0 
1 . 0  
1.0 

4 . 3 . 4  Instrumentation 

The test apparatus will be instrumented to determine the individual effects 
of the variables listed in Table 4 . 3 - 1 .  The melt generator will have 
redundant pressure transducers mounted to record the pressure history of 
the vessel throughout the test. The ablating plates are to be instrumented 
with Type K thermocouples so that their temperatures can be monitored both 
before and after placement below the melt crucible. Redundant temperature 
measurements of the melt as it emerges from the bottom of the ablating 
plates will be sensed by two fast acting pyrometers. 

Posttest analysis will include examination of the ablating plates to 
determine the effect of the crust. Examination will also reveal what 
effect the inclusion of solids in the melt will have on the ablation rate 
of the crust and steel backing plate. 
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5 .  

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8 .  

9. 

10. 

11. 

1 2 .  

13. 
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Sandia National Laboratories is conducting, under USNRC sponsorship, 
phenomenological research related to the safety of commercial nuclear 
power reactors. The research includes experiments to simulate the 
phenomenology of the accident conditions and the development of 
analytical models, verified by experiment, which can be use to predict 
reactor and safety systems performance and behavior under abnormal 
conditions. The objective of this work is to provide NRC requisite 
data bases and analytical methods to (1) identify and define safety 
issues, (2) understand the progression of risk-significant accident 
sequences, and ( 3 )  conduct safety assessments. The collective 

~ NRC-sponsored effort at Sandia National Laboratories is directed at 
1 enhancing the technology base supporting licensing decisions. 




