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Abstract

This report describes the development of modeling techniques to character-
ize the reliability, availability, and maintenance costs of photovoltaic power
systems. The developed models can be used by designers of PV systems in
making design decisions and trade-offs to minimize life-cycle energy costs.
Three actual intermediate PV system designs were modeled as examples.
The input data estimates used and the results of the analyses are presented.
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FINAL REPORT

RELIABILITY-ECONOMICS ANALYSIS
MODELS FOR PHOTOVOLTAIC
POWER SYSTEMS

VOLUME I

LAWRENCE H, STEMBER, WILLIAM R, HUSS,
AND MICHAEL S. BRIDGMAN

INTRODUCTION

The objective of this study is to review the characteristics of
current and future photovoltaic power systems and develop alternative system
reliability/availability models which incorporate design, reliability, cost,
and maintenance information to predict both annual maintenance cost and energy
production over the system life. Thus, combined with initial cost and
operating cost information, the model would predict levelized cost per kWh;
and PV system designers would have a method to use in design tradeoffs to
minimize 1ife-cycle energy cost.

The operation of large terrestrial photovoltaic (PV) power systems
(over 50 kWp) is a fairly recent event. Thus, failure rate, repair time and
cost data for many PV subsystems and components are lacking. In spite of
this, reliability/availability models can still significantly affect today's
system design decisions by enabling the designer to estimate the change in
1ife-cycle energy costs as alternative subsystems and configurations are
represented. As accurate test and field data become more generally available
at lTower systems levels, the models can represent the systems at a greater
level of detail and with better accuracy. At present, their principal value
is to emphasize reliability and maintainability early in the system design
process, with resulting improvements in component part application and
subsystem design.

The purpose of this study is to provide an integrated reljability/
maintainability model (an availability model) which represents failure, lost
production, scheduled and unscheduled maintenance. (See Figure 1.)



The optimal system is the one with relatively low initial cost which
assures a reliable, easily maintained system where the total life-cycle cost
per unit of energy delivered is minimized. The life-cycle cost portion of
this optimization is shown as a function of MTBF (mean time between failure)
in Figure 2. The minimum of the familiar U-shaped 1ife-cycle cost curve
locates the MTBF goal. This would assume that energy delivered over system
life is independent of MTBF. From a life-cycie energy cost minimization view,
if energy delivered over system life increases slightly, as is Tlikely with
increasing MTBF, the optimum MTBF would be slightly higher.

The content of this report is covered in the summary; however, for
general orientation, the report's overall organization is described in the
following: It is divided into two volumes. The first volume contains the
development of an example application of the methodologies. This is followed
by the use of the outputs of the example in life-cycle energy cost and sensi-
tivity analysis for systems optimization. The second volume includes the
application of the techniques to three PV system designs. Also included are
other details of the metholodogies' developments.

Photovoltaic power systems are the primary systems considered, so the
three basic PV system types are described in the beginning of Volume I, After
fhis, the kinds of reliability and maintenance data needed for analysis are
outlined. Then, alternative analysis approaches are described, and the two
nEthodoTogies chosen for use in the proaram are demonstrated in some detail
using a generic passively cooled photovoltaic cancentrataor system for the
analysis.

The methodologies chosen are: an analytical approach, namely, the
state space methodology which uses Markov chain techniques; and a simulation
methodolagy, which employs available computer simulation programs that can
incorporate a wide variety of statistical distributions through Monte Carlo
techniques.

After the two methodologies are demonstrated by using the same PV
system design and data, the utility of life-cycle energy cost calculations and
their compatibility with the previously described methodologies are covered,
Examples of variations in system design or maintenance philosophies are then
used to demonstrate the methodologies' application to sensitivity studies and
to compare designs and choose one with the lower life-cycle energy cost.
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Volume II contains an analysis of three present-day solar projects.
These are intermediate-size photovoltaic systems built under DOE spensorship,
which are either now on-l1ine or scheduled to be producing energy in the near
future. Three separate sections in this second volume contain the application
of each of the two methodologies to each system. In the latter part of the
third section, the results of the application of the two techniques are
compared. The volume also contains appendixes which provide mathematical
developments and programming details for the two techniques.



SUMMARY

Many factors in PV system design, development, reliability, mainte-
nance, and economics are considered in this report. The models developed pull
all of these aspects together to join preliminary design activities with life-
cycle cost equations. The main missing Tink that the developed methodologies
provide is a direct way to calculate annual maintenance cost and annual energy
produced, recognizing failures, preventive maintenance, degradation, and other
conditions which incur cost or reduce energy output by the systems.

In order to orient the reader to photovoltaic system designs, three
typical classes of photovoltaic systems are described in detail. These are:
the flat-panel system, the passively cooled concentrator system, and the
actively cooled concentrator system, B8riefly, the first of the three is a
passive system which is usually built at a fixed angle, facing south, using
Targe solar-cell module areas to intercept the sunlight and transform its
energy to electrical output. The second and third systems use lenses or mirrors
to concentrate the sunlight onto much smaller solar cell areas. This concen-
tration results in a magnification of cell energy density on the order of 20 to
200 times. However, these systems must focus directly on the sun, tracking it
throughout the day, in order to accomplish this increase in energy intercepted
per unit cell area. The main difference between these two concentrator systems
is that the first type is cooled by fins to maintain the solar cells below
their maximum operational temperature, whereas the actively cooled type has a
working fluid which transfers the heat away from the cells, sometimes to a use-
ful load. Block diagrams and general characteristics of these systems are dis-
cussed, and examples are given of the transformation of detailed functicnal
bTock diagrams into simpler function block diagrams usable in reliability
analysis.

The general type of reliability data needed for these analyses are
described, and reliability analysis approaches are explained to fit the data
into the context of the problem. The kinds and availability of maintenance-
time and cost data are also discussed. One overriding factor in both areas is
that, because of the newness of many of the system designs, dependable data
are not yet available, However, some information can be extrapolated from




similar equipment in other fields such as uninterruptable power supplies,
which make use of batteries and inverters.

After a wide-ranging discussion of reliability/availability method-
ologies, an example of a fault tree model is presented in some detail. Fol-
lowing this, the methodology developed by the Jet Propulsion Laboratory (JPL)
to analyze the degradation caused in array fields by individual cell failure
is explained.

Two methodologies were selected and developed., These were the state
space and the SOLREL techniques. The development of the state space methodology
and its application to photovoltaic systems is extensively explained and demon-
strated using the generic PV concentrator system. A simulation methodology
called SOLREL was developed using the GASP IV computer program. It is described
in detail and the same generic concentrator system is analyzed to show the
approaches and capabilities of the simulation method as contrasted with the
state space methodology. Extensive details of the input data required are given
and references are made to the Volume II appendixes which contain mathematical
detéi]s and sections of the computer program. A wide variety of output tables,
charts, and graphs are used in Volume I to provide concrete examples of the out-
put of these two techniques.

As in most analytical modeling techniques, the state space method has
the disadvantage of requiring more assumptions to be accepted than the more
extensive computer simulation method, but it can be accomplished with tess man-
power and computer resources. The simulation approach has the disadvantage of
producing a result which has a wide confidence band, but its capabilities are
such as to present a more detailed representation of the real world. Repeated
runs of the computer model can reduce the size of the confidence interval. Its
other disadvantage is that a large computer is usually required and a programmer
or someone familiar with the algorithm used must be employed to make changes in
the model. The analytical approach, using a hand-held calculator, would thus be
more useful early in the system design, while the simulation approach should be
valuable later in the process as more detailed knowledge becomes available.

Life-cycle energy cost calculation methods and their computer imple-
mentations are described to show how the output of the methodologies developed
are used as inputs for the life-cycle energy costs computations.
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The primary output that has been unavailable for life-cycle energy
computations to date is that of annual system maintenance costs. Since
failures, repair, preventive maintenance, and other costs are simulated with
the methodologies, a reasonable and practical estimate of annual power output
by year over a long-term period may be provided., This includes the degrada-
tion due to lost time caused by failures of subsystems; degradation in array
output due to dirt, vellowing, cell failures, and the Tike; and interruptions
in system operation due to high winds or other extreme weather conditions. Of
course, all of these outputs are no better than the input data and, for the
purposes of this report, many of these data are only general extrapolations or
approximations. Extensive operational experience with actual systems and
components is needed to provide data which are truly representative of long-
term photovoltaic system operation.

The second volume of the report contains the application of each of
the two methodologies to three separate photavoltaic systems in the inter-
mediate size class. The first is the Lea County Electric flat-panel system in
Lovington, New Mexicd; the second is the Arizona Public Service installation
at the Sky Harbor airport in Phoenix, Arizona, with a passively cooled
concentrator system array; and the third is the Braddock, Dunn & MacDonald
(BOM) actively cooled concentrator system installed on the roof of their
facility near the airport in Albuquerque, New Mexico. Input data estimates,
the process of modeling the systems, and the outputs resulting from each
methodology are presented in that volume.

A brief section then presents a comparison of the results calculated
using the two different methodologies.

The program has resulted in the development of two reliability-
economic analysis models that, combined with proper collection of field data
on photovoltaic components and subsystems, can develop predictions of system
maintenance cost and annual power output over time. The models need to be
applied to future system designs as well as to additional contemporéry systems
to accommodate data in order to further evolve the techniques and increase their
usefulness. It is also recommended that these techniques be applied to other PV
systems of both larger and smaller size and to remote systems with energy storage
to further expand their usefulness.
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PHOTOVOLTAIC SYSTEM CATEGORIZATION AND DATA

Photovoltaic systems providing energy compatible with the 60 Hz power
grid and those remote stand-alone PV power systems independent of the grid are
the two major categories of PV power. The present study deals with the grid-
connected systems, which are composed of three size classes: Residential,
Intermediate, and Central Station. The Intermediate-size systems(1l), which
are emphasized in this project (for businesses, schools, hospitals, etc.), are
characterized by the ranges from 20 kWp to 500 kWp. Figure 3 shows a general
hlock diagram of the kind of systems involved. Failure of the PV power does
not interrupt the power to the load because it is backed up by the utility
grid,

Flat-Panel Photovoltaic System

Figure 4 expands the general diagram of Figure 3 and illustrates the
functional details of a generic flat panel power system. This generic array
type is designed to face south in rows with panels fixed at an angle with the
horizontal approximately equal to that of the Tatitude (without seasonal
adjustment). Essentially, it is a passive system with no moving parts. The
solar cells are wired as a large network of series-parallel connections with
bypass diodes in parallel with the cells. This arrangement minimizes the
effect of failure of individual cells on the system power output. The power
conditioning subsystem contains large silicon-controlled rectifiers and power
transistors to convert the d-c power from the array to 3-phase a-c. It also
includes a control module and a large, special transformer to step up the
voltage. These components interface and synchronize the inverter output with
the 3-phase voltage of the local distribution system. Load shedding typically
is not a control functicn, because the interconnection is such that the util-
jty will make up for whatever load the PV system does not carry. The logic
functions typically provided in the control module will allow for start-up and
turn-of f, as well as sense fault or “utiTity down" conditions in the system.
The PV systems are normally designed to operate unattended.

(1} Refer to REFERENCES at the end of Volume I.
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Figure 5 is a simplified functional block diagram of a flat panel PV
system. The diagram incorporates the major subsystems which can cause loss of
power output from the PV subsystem or from other subsystems to the load.

Photovoltaic Concentrator Systems

The drawing of Figqure 6 presents a detailed functional block diagram
of a passively cooled PV concentrator system. This is a power system that has
a group of arrays, each with some means to track the sun. FEach contains a
Tens or a reflector which focuses the sun onto a single solar cell (point
focus collector) or a row of cells (1inear focus collector), so that the sun's
intensity on the cells is typically from 25 to 200 times the intensity seen by
the flat panel's cells, These arrays track the sun across the sky during the
day and only provide significant output when they are receiving direct sun-
1ight. This tracking may be one- or two-axis. Because of the resulting
intensity of the sunlight, the cells need to he cooled. In some cases, this
is done by passing a liquid through a heat exchanger attached to the cells.
Often the thermal output of such subsystems is used by a thermal load., In the
particular system shown in Figure 6, the cells are cooled passively with heat
sinks. A simplified block diagram of the concentrator system is given in
Figure 7. This system has more subsystems than the flat panel and these must
be considered in the reliability model. The sun-sensor, control computer, and
tracking mechanism comprise the control subsystem which guides each array to
lock onto the sun's position in the sky. The reliability model must deal with
the failure of these subsystems in addition to the failures which occur in the
d-¢ power subsystem which is electrically similar to the flat-panel system.
Thus, in order for the life-cycle energy cost to equal that of the flat-panel
system, the higher efficiency of the concentrator system must compensate for
its potentially lower reliability due to greater complexity.

Figure 8 is a functional block diagram that gives a general overview
of a concentrator system with an active thermal subsystem. It provides a
thermal as well as electrical output to a load, has no electrical storage and
is interactive with the wutility. This system is more complex than the one
shown in Figure 7 because of the required connections and control for the
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thermal subsystem. Figure 9 describes this system in a simplified block dia-
gram form, emphasizing those portions which can cause system failure. Conse-
quently, there exists a major subsystem which provides thermal and electrical
outputs and which has back-up sources of power for each load. The system is
usually designed to shut down upon failure of the utility, making the solar
subsystem incapable of providing redundancy during utility outage because of
safety considerations.

PV System Reliability and Maintenance Data

Data Needed for Reliability Models

System reliability is the probability of successful system perform-
ance at a given time, given that the system has operated according to speci-
fied operational and environmental conditions, The simplest reliability model
results when three basic assumptions are made., The first assumption is that
all parts in the system are series-connected such that a failure of any one of
them results in system failure. The second assumption is that all components
are independent of one éhother; that is, the failure of one part does not
cause the failure of another. These two assumptions allow the system's
probability of success to be computed by multiplying together the probability
of success of each of the parts. Thus,

all i
PS system= M Pspart i -

The third simplifying assumptioh is that the failure events are randomly dis-
tributed in time so that the probability of success over time can be repre-
sented with the exponential distribution as follows:

all i
Ps = T exp(-a5t) = exp(-t Z M)
all i
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where X5 js the failure rate of the i th part and t is time. This simple
approach allows far the addition of the failure rates of the parts to produce
the reliability or failure rate of the entire assembly. This assembly could
be either a component or an item of equipment and, if these simplifying
assumptions are maintained up through the subsystem and system level, adding
of the failure rates of the parts will produce the system failure rate. Addi-
tionally, in these cases, the mean time to failure {MTBF) is the reciprocal of
the failure rate, i.e, MTBF = 1/A, These assumptians are often very useful in
early subsystem design stages when functional details and precise parts infor-
mation are not yet available. Thus, failure rate data are the primary data
needed by simple reliability models., Reliability of the subsystem can be
estimated roughly by an estimate of the parts count, Time is usually measured
as operating time, 1In PV power systems, time is best measured as lapsed time
on a 24-hour-a-day basis (operating or nonoperating), since, in some cases
such as with battery storage, part of the system operates continuously and the
rest intermittently, The related failure-rate data used would have to be
adjusted accordingly for each subsystem. 1In any given year, depending on
location, there is approximately a 2.5 to 1 ratio between lapsed-time and the
hours which a no storage PV system would operate,

Since failure rates for individual parts can be extremely small, on
the order of 10-6 to 10-9 failures per hour, it is difficult and expensive
to conduct tests of sufficient length, with large enough sample sizes to
establish reliable estimates of their failure distribution shape and param-
eters, Thus, a body of data is accumulated only over a long period of time
after new devices, components, equipment, and systems are designed,
fabricated, tested, and used in the field in large numbers.

Distributions encountered in reliability models are those represent-
ing the part's probability of success over time., These include the exponen-
tial, the Weibull, and the normal distributions, The exponential is in great-
est use in representing the "middle-life" period of electranic systems--after
the infant mortality stage is passed and before wear-out., The Weibull can be
used to represent early life, the exponential middle life, as well as increas-
ing failure rate behavior. The normal distribution is sometimes applied to
model mechanical and other parts with a wear-out failure mode that is
important to the system.
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In the modeling of the PV array subsystem of PV power systems, the
technique developed by JPL will be used(2,3). This "Flat-Plate Photovoltaic
Module and Array Circuit NDesign Optimization Methodology" establishes the re-
sulting degradation over the lifetime of the modules connected in "n"-parallel
strings and "m" series blocks, with bypass diodes at alternative locations.
Using the binomial distribution, these optimizatians often show that with no
maintenance during the 20-year life of the system, a well-designed large array
field will exhibit successful operation with only 5 to 10 percent degradation
in power output due to cell failure, In addition to the circuit design, the
other data needed for this analysis include an estimated cell failure-rate
value. In such cases, the array may be represented by this degradation and
the failure probability of the flat-panel array field subsystem (or the céT]
portion of concentrator arrays) can be assumed to be zero in the overall sys-
tem reliability model. In these cases the designer may attend to other sub-
systems to optimize system reliability. This technique will be discussed
later in more detail, as will more functionally accurate reliahility madels
than the series model discussed above, These include fault tree, state vari-
able, and simulation approaches used in combination with a system functional
diagram. The simulation approach allows use of normal, Weibull, lognormal,
and other distributions. Thus, data to enumerate the characteristic
parameters of these distributions are needed for these analysis.

Reliability Data

Few field reliability data are available at this time for PV subsys-
tems and components. Approximations and estimates must be used based on
subsystems and components of similar types. The models will use estimated
data that attempt to represent the reliability of mature production systems.
The reljability data from DOE's and other operating PV systems will be useful
after they have been functioning for about a year when the system debugging is
completed and the "infant mortality" period has passed.

The inverter is a primary subsystem of each of the three PV power
systems which were studied. Several inverter manufacturers were interviewed
and it was decided to represent all inverters in all the systems modeled in
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this program with one mature production reliability figure--that being a
one-year (lapsed time) mean time between failure (8,760 hours). In addition,
preventive maintenance would be defined as replacement of main contactors
every three years and a minor annual cleanup and air-filter replacement. The
time for this annual preventive maintenance is included in the general PV
power system annual maintenance data.

The cells will not be directly represented by failure rates in the
system reliability model, but by using the JPL technique as discussed above.
An estimated failure rate of 0.0001 failures per year which is 114 x 10-6
failures per hour (lapsed time) will be assumed for the flat-panel cells. A
failure rate of 0.0005 failures per year will be used for the more highly
stressed concentrator cells. This is a failure rate of 570 x 10-6 failures
per hour. Cell failures do not result in array field failure. The output
from the JPL program is represented as a gradual power degradation from a
large array since individual cell failures are masked by the series-parallel
arrangement and the bypass diode placement.

The control systems will be modeled with one number--a mean time
between failure which is typical of electronics of this complexity.

Utility data to represent distribution systems, transformers,
switches, and the reliability of the grid are all drawn from the Appendices of
IEEE Standard 493-1980(4).

The data for the thermal subsystems for the actively cooled concen-
trators were obtained from an Argonne Laboratory paper(5), Table 1 is
extracted fram this paper. It shows the wide range of failure rate data for
each part or component, Reasonable estimates were made from these,

The actual data used are given in tables later in the report,
together with the discussion of the systems being analyzed. It must be made
clear that the data used at this time are best estimates. The actual field

behavior of PV power system components, parts and subsystems cannot be based
on factual data until more years of experience have been obtained.

Also, data were needed for degradation effects such as yellowing of
plastics and the accumulation of dirt on flat panels and concentrating units.
No single set of data will apply for a wide variety of locations so, in these

cases, estimates were used based on general information available(6,7,8),



TABLE 1. RANGE OF COMPONENT FAILURE RAT§S FOR
EVALUATING SOLAR DHW SYSTEMS(®

Failure Rate Range

Component (/106 hr)
Collector panel 11.4-114
Storage or expanion tank 7.6-23
Storage tank with heat 11.4-23

exchanger

Hose 23-38
Soldered joints/pipe 0.02-5
Powered valve 5.7-57
Pump 3-350
Check valve 5.7-11.4
Pressure relief valve 5.7-11.4
Air vent or air separator 14-200
Control system 5-30
Heat exchanger 2.3-14.3
Damper 11.4-38
Fan 2.8-11.4
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As a starting point in all the analyses, a monthly power output dura-
tion curve was used., This is a plot frequently used in the utility industry.
It represents the power output of the system versus the number of hours in a
given month that power is equal to or greater than a given value (see Figure
10). These curves were obtained from earlier computer simulations of the PV
system's array design, assuming a certain location and no failures or degrada-
tion. They were used as a base of reference for each month of the 12-month
year. Annual power output was then computed from these monthly curves in
conjunction with the effacts of degradation, failures, and shutdowns for
repair, which reduced the output in appropriate amounts.

Reliability Versus Cost. If it becomes desirable to evaluate the

sensitivity of the effect of the reliability of subsystems on the life-cycle
enerqgy cost of the PV system,.it would be necessary to estimate initial
subsystem cost for various reliability levels. There are few data available
showing these relatiaonships. Table 2 provides some general ré]ationships
among electronic equipment reliability, complexity, and cost values selected
from a wide variety of space, military, and commercial programs. These are
shown in graphic form in Figure 11 which is a plot of the relationship between
MTBF per 1000 component parts .and cost per 1000 parts.

To make use of this relationship, consider an inverter which is
estimated(9) to cost $0.31 per Wp for a system whose total cost is $6.00 per
Wp. A 50,000-watt inverter would thus cost $15,500. Its MTBF has been esti-
mated at 8760 clock hours for this program. However, the data in Table 2 and
Figure 11 are in operating hours. Approximately 3700 of the 8760 hours would
be operating hours for a PV system in the southwest without storage. Using
the curve of Figure 11, a 3700-hour inverter made up of about 630 component
parts is equivalent to a 6167 hour/1000 part system. A transfer of the cost
of this $15,500 inverter into a "per-1000-part" basis results in $25,833. If
we raise the MTBF from 3700 hours to 10,000 hours, a liné parallel to the one
given in Figure 11 could be used to estimate the change in cost as a function
of reliability. A point on this line is a reasonable estimate of cost for the
more reliable inverter. This point would be calculated as follows.
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TABLE 2. RELIABILITY VERSUS COST

MTBF, Parts MTBF per Cost Cast per

hr Count 1000 Parts Dollars 1000 Parts
Cotor TV (~1975) 450 300 135 480 1,600
Altimeter, Missile 1,880 486 914 2,525 5.195
TV Monitor {B&W) 1,250 800 1,000 1,250 1,560
Computer, Minuteman G&C 8,611 6,698 57,676 200,000 29,860
Programmer, Lunar Orbiter 18,504 4,400 81,417 240,000 54,550

§¢
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The original equation is:

In (cost/1000 parts) = 0.55 (MTBF/1000 parts) + 4.5

To compute a line parallel to it, we calculate a new intercept in place of
4. 5.

In (25,833) = 0.55 1n (6167) + N

N = 10.15%9 - 0.55 (8.727) = 5.36.

il

and, given the desired MTBF increase:

10,000
3,700

= 2.7 (factor increase of MTBF)

and substituting this factor and the new intercept .intoc the original equation
and solving for cost per 1000 parts, we have:

InCp = 0,55 1n (2.702 x 6167) + 5.36

0.55 (9.721)

5.34 + 5,36

10.70

o
N
"

$44,578 for a 1000 part system, which is the
point needed,

For a 600 part system

$26,747.

1}

C2

Thus, the increase in cost to obtain the higher MTBF is a %%f%%%‘= 1.73 ratio.
This is an increase of 73 percent in cost to get a 2.7 ratio or 170 percent
increase in MTBF.

Similar calculations may be used to obtain costs for inverters of

other complexities and MTBF.
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Maintenance Data

A paper describing operational experience at the Natural Bridges PV
System provided some information on the kinds of maintenance skills, times and
costs involved in photovoltaic system operation(10), These data are plotted
in Figure 12 on a lognormal scale. Lognormal distributions of time-to-repair
have been found to be appropriate to represent actual repair activi-
ties(11,12), The estimates used were related to each particular system and
are shown later in the report with the reljability data. They are considered
to be reasonable estimates for the specific systems involved.

Although, the methodologies developed on this program will result in
values of levelized life-cycle energy cost, they should not be taken as
accurate predictions of system effectiveness until more factual input data can
be obtained.
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SYSTEM RELIABILITY ANALYSIS DEVELOPMENT

Considerations in Selecting the Methodology

Arriving at a methodology for analyzing PV systems is a matter of
selecting among models previously developed and proven by the reliability
community. Many factors must be considered in selecting and integrating the
techniques that will be used to medel the reliability, maintainability, and
cost of the PV systems, A model is inappropriate if it requires data at a
level of detail which are unavailable., The design stage of the system
(conceptual, verification, full-scale development, or production stage) as
well as the system's complexity must be considered, as must consistent
definitions of failure and the planned interaction with the life cyc]é cost
model. Table 3 presents a list of reliability/availability models which were
considered during this study. The simpler models are listed toward the top of
the table. These are more useful for conceptual designs and PY systems of
little complexity, whereas those at the bottom of the table are more practical
in representing complex systems at later design stages.

The selection of a reliability methodology to satisfy all conditions
is not Tikely to result in a practical approach if it is Timited to one
analysis technique to cover all systems and design stages. Two or three
techniques will be needed.

Discussion of Reliability/Availability Methodologies

In considering a system-level approach to analyze photovoltaic system
reliability, it must be recognized that the methodology should accept relia-
bility model outputs of a varied nature. Each subsystem can be characterized
using an MTBF, a probability of success at one point in time, or a probability
distribution with parameters representing the expected value and variance.

For most of the subsystems shown previously, these interfaces among
subsystems are fairly straightforward. For example, the utility and the dis-
tribution system can readily be represented by an MTBF or failure rate. The
utility, of course, needs to be included to represent power available to the
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TABLE 3. RELIABILITY ANALYSIS TECHNIQUES EXAMINED

Reliability Models
Class: Time to
Model's Output: First Failure

Availability Models
Time Between Failures
(IncTludes Repair)

¢ Series Exponential Model

e Fault Trees/Functional (]
Model

e Failure Mode and Effects
Analysis (FMEA)--a Design
Review Technique

e Series/Parallel Probability e
Model

e State Variables--Markov )
Chain Solution {invelving
exponential rates of fail-
ure only)

e Simulation with Functional e
Model--Nonexponential Dis-
tributions can be Included

Fault Trees--Minimal
Cut Set Approach*,
Including Repair

Network Reduction*

State Variables--Markov
Solution {both rates of
failure and repair
assumed exponential)

Simulation with Func-
tional Model--Including
Effects of Degradation
Failures, Repair, and
Array Washing

*As in [EEE Std. 493-1980, "Recommended Practice for
Industrial and Commercial Power Systems".(4)

Design of Reliable

Toad. The power conditioning and the field wiring and switching subsystems

can be represented by a series-exponential model whose characteristic

_parameter is an MTBF or failure rate.
The models which provide the interface with

the solar PV array sub-

systems are the most complex, and are also in an embryonic stage. For the

~ flat-panel array, JPL has developed an Array Design Methodo1ogy(3), as

'descbibed earlier. It results in an array subsystem

design that is tolerant

' 'ﬁo cell or module failure, That is, the interconnections are made such that




iy

e

33

cell failures have 1ittle impact on the system power output. The technique
contains a binomial model to represent the effect of cell failures as well as
a network model to represent the electrical interactions of the series-
connections of cells and parallel-connections of cells and bypass diodes. For
analysis purposes, it provides an output curve representing power generated
versus time for a selected cell failure rate and replacement poTicy.

The PV array for concentrator systems has further levels of complex-
ity. First, the series-parallel cell connection, bypass diode arrangement
must be analyzed., The JPL technique described above may be used for this
portion of the analysis. The tracking subsystem also needs to be modeled.
Since these subarrays are usually series-connected in pairs or triples, the
failure of one tracking subassembly will cause the failure of two or three out
of 50 or 60 arrays in a typical Targe array field. Should the concentrator
system also contain active cooling--that is, a pumped fluid running through
the heat sinks of the solar cells to maintain them at an efficient operating
temperature and to provide heat to a thermal load--the compTexity of the
modeling of this subsystem would increase.

These considerations have been included in the choice of models for
PV power systems which are discussed later. First, an overview of the
methodologies will be given,

The flow chart of Figure 13 presents the basic approach of the analy-
sis methodologies selected--the state space and the simulation models. These
were chosen for their ability to represent both failure and repair in one
model. The two boxes at the left of the figure, the load requirements, and
the PV system design and simulation, including the JPL methodology, deal with
the iterations which result in the initial array field and system design. The
outputs of this process provide the baseline inputs of a monthly power output
duration curve (related to insolation) and degradation of the PV array field
over time (related to cell failure), This information, together with the
functional design of the rest of the system and the maintenanc~ and reliabil-
ity data are used as inputs to the availability (reliability/ maintenance)
methodology. As Figure 13 shows, the outputs are then fed to the life-cycle
energy cost model to reflect the costs and energy losses due to failures,
repairs and preventive maintenance, The feedback loop at the top shows the
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optimization process--to increment the design by establishing the sensitivity
of various hardware, reliability, and maintenance factors to life-cycle energy
costs.

Fault Tree Model

Early design decisions regarding relative system configuration can be
aided by simple reliability analysis technigues such as fault trees. Simple
techniques can be used to compare alternate designs in light of reliability/
availability specifications for the system.

Figure 14 shows the example flat-panel PV system shown earlier in
Figure 5. It is functionally diagramed in the top left-hand side of the
figure. The array feeds a d-¢ to a-c¢ inverter under the management of a
control subsystem to provide for normal operations of supplying the load,
backfeeding the utility, feeding the load in conjunction with the utility, or
permitting the utility to carry the lcad should the photovoltaic system not be
providing power. The combination of the inverter and control subsystem is
often referred to as a power conditioning unit (PCU). The fault tree diagram
which logically models the impact of each respective subsystem's failure on
system failure is shown below the functional block dfagram. At the top level,
system failure can be caused by the control subsystem alcne, since it is in |
series with all paths from the sources to the load. The symbol next to the
letter "c¢" is that of an "OR" gate which indicates that failure of any of the
inputs from the bottom will cause system failure. The symbol next to the
lTetter "b" is an "AND" gate which means all inputs from the bottom of the
symbol must fail before its output is a failure; thus, either the array and
the utility, or the inverter and the utility must fail before a system failure
occurs. The probability-of-failure relatijonships are written as exponential
distributiaons on the functional diagram. This is a convenient distribution
but not the only one that can be used. The valance of the model deals with
probabilities, not failure rates (A). This functional logic can be repre-
sented by probability relationships as shown. These flow from the bottom of
the fault tree diagram upward, and show the relationships between the proba-
bility of failure at the output of each logic gate and the inputs from below.
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They are developed upward to the probability of failure at Point "c¢", which is
the system probability of failure., If the array is designed to be very redun-
dant with bypass diodes used generously, and array field failure is defined as
a 5 or 10 percent decrease in output, we can assume that its probability of
failure is zero, and this term drops from the equation. The last equation in
Figure 14 is for the probability of system failure which is represented by
(only) those subsystems which contribute to a system failure. It is noted
that it is equal to the probability of the control subsystem failure added to
the product of the probability of failure of the utility times the probability
of failure of the inverter. Since the last term is the product of two proba-
bilities much Tess than one, it will be much smaller than the first term (the
control-subsystem failure probability) if all three subsystem failure proba-
bilities were the same order of magnitude. Thus, the control subsystem is the
major contributar to system failure in this example. So it is up to the
designer to see that the probability of failure of the control subsystem is
made small relative to the utility and inverter probabilities of failure so
that its impact on the system failure is minimized. Of course, costs must be
involved in the decision as to just how small to attempt to make this subsys-
tem's probability of failure. That is where the maintenance cost and life
cycle cost models come into use, since it is initial cost and maintenance cost
changes that relate reliability to life-cycle cost.

Most PV power systems have a relatively small number of subsystems,
usually from three to five as the previous example illustrated. The fault
tree model works well for these simple systems and will accept inputs from
other, possibly more complex, models at lower system levels to provide the
probabilities needed to represent the reliability of the various subsystems,
But it does have certain limitations--it does not dynamically represent main-
tenance and return-to-operation. The example uses a negative axponential
distribution for time between failures which is applicable to many electronic
devices but not to mechanical and thermal devices. The inputs at the bottom
of the fault tree must be independent and must exhaustively include all pos-
sible failure causes for the element up one level. And, as the model becomes
more complex, it is difficult to develop the trees with a 100 percent accu-
racy. More sophisticated state space techniques using s%ate variables and
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Markov chains have heen developed and applied. These are more appropriate for
PV system modeling when the goal is to minimize life-cycle energy cost. They
have the advantage of being analytical models which can be solved manually or
with a programmable calculator.

As the systems become more complex, as degradation needs to be repre-
sented and as various distributions need to be used for different components
or subsystems--especially when accurate data are available--computer simula-
tion techniques are useful, These make use of logic flow diagrams and the
mathematical representatian of the important cause and effect relationships.
Random number generation is used to simulate the behavior of components and
subsystems over time and to predict failure occurrences, repair times, and
other characteristics of interest. A wide variety of computer simulation
languages such as GASP IV and SLAM are available to simplify the use of
simulation.

These state space and simulation models become more effective as a
new system evolves, as data become more complete, as the relationships between
subsystems become better understood, and as the system's complexity increases.
Discussions of these methodoTlogies follow in this report.

Array Field Design Analysis Methodology--
Output Power Degradation Due to Solar Cell Failures

General

Analyses of array field power loss over time can make use of the JPL
Array Design Methodology(3). It assumes a maintenance philosophy in which
modules with failed cells are not replaced, but allowed to remain in the
field. The analysis is based on a knowledge of the cell series-parallel
interconnection scheme of each array, the by-pass diode density (actually, the
number of series cells per by-pass diode), and an assumed cell failure rate.
Cell failure rates (Ace11) for specific cell and module designs,
and particularly for current designs, have not been established. Estimates of
@1l based on limited field experience with a number of disparate array
field and module designs have been published by JPL, MIT Lincoln Laboratories,
and others,
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Cell "allocations" have also been developed based on speculative
projections of module technology. A commonly used Acey7 2llocation for flat
plate technology is 0.0001 failures per year. This failure rate includes both
open and short-circuit cell failure modes, In order to produce a conservative
prediction, the JPL methodology makes the assumption that any cell failure
causes a substring failure, even though this is only assured for the open-
circuit mode,

In the analysis of flat-panel systems, failure rate values of 0.001,
0.0001, and 0.00001 failures per year are used, and three separate array power
degradation curves generated. The largest (0.001) represents the high end of
the field data experience, The 0.0001 value is taken as typical for a mature
production line with good quality assurance.

No meaningful data on cell failure rates for concentrator-type photo-
voltaic arrays exist, primarily because of the limited field experience with
these arrays. In developing a number for use in the present analyses, it was
projected that cells operating in concentrator arrays are subjected to higher
stresses that those in flat-panel modules due to potentially higher tempera-
tures and/or thermal gradients., On this basis, a ¢e)7 of 0.0005 failures
per year was allocated to the concentrator cells,

The key factors in determining the ability of a given array to main-
tain the achieve power output Tevels near its rated value despite individual
cell failures, are the density of parallel interconnections of cells and the
density of by-pass diodes. Therefore, the first step in the analysis of array
power loss behavior is an assessment of the electrical design of the array.
Detailed data about the series block, branch circuit, and by-pass diode con-
nections are required for each system to be analyzed. These are presented
with each system description in Volume II. This technique was not used for
the example PV system analyzed in Volume I.
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Analysis Procedure

The first step in the JPL methodology's calculation of the array
power loss as a function of time is to determine the substring* failure
density., The methodology uses the binomial equation

P, = n! k (
k! (n-k)!

]_p)n-k

where n is the number of cells per substring, p is the cumulative cell failure
density at time T, and k is the expected number of failed cells per substring.
Additional assumptions relevant to the analyses are:
e One failed cell results in a failed substring.
e More than one failed cell in a given substring has no additional
af fect,

With these assumptions, it can be seen that the substring failure density (D)
is given by

D =1-Pg

where Pg denotes Pk with k = O.
Once the substring failure density as a function of time has been

determined, the array power loss as a function of time can be determined using
computer-generated data developed by the JPL group as part of their Flat Plate
Photovoltaic Module and Array Circuit Design Optimization methodology(2,3),
The computer program uses the failure density data and, providing for random
distribution of the failures, adds in the appropriate manner, the I-V char-
acteristics of the individual devices to assess the net impact on the array
performance. The computer analyses include the effects of series-parallel

*The terms substring and series block are synonymous in the case of the two
concentrator systems. In the case of the flat-panel system, a series block
contained five (parallel) substrings.

-
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interconnections and diodes. JPL has published the computer-generated data in
the form of plots for a range of cases (e.q., 1, 4, 8, and 16 parallel sub-
strings per series block; 0, 1, 4, 8, and 12 series blocks per by-pass diode;
aetc.) which permit interpolation to a wide range of existing designs. An
extensive set of these curves appears in the handbook from the JPL Workshop on
Flat Plate Photovoltaic Module and Array Circuit Design Optimization.(3)
Appropriate interpolations from the JPL-generated plots of substring failure
density versus array power loss fraction will be used in the present analyses
to arrive at an array power loss versus time curve., The results of the
methodology's application to atypical flat panel system are shown in Figure
15, One of these curves may be used as an input to the availability models to
reprasent array degradation over time due to cell failures.

While the JPL computer analyses were performed with flat-plat systems
in mind, the methodology is clearly applicable to cell failures in concentra-
tor systems also.

State Space Methodology

The state space methodology for analyzing PV system life-cycle energy
costs is oriented primarily to the early design and development phase. The
name of this approach is derived from the fact that a PV system is always in
one state {e.g., 100 percent operational, 90 percent operational) of many
possible states. States are defined by the operational status of the elements
of the system. The "space" is the set of possible states., Transitions from
one state to another correspond to changes in the status of the system compo-
nents, such as failure of a PV cell string or repair of failed tracking motor.
Although the only equipment required is a desk calculator, a programmable
calculator is useful to reduce the time to perform some mechanics of the
analysis.

Figure 16 is an adaptation of Figure 13 to give a specific overview
of the state space approach to estimating PV system 1ife-cycle energy costs.
Power production and maintenance costs are computed using separate models.
They are combined with appropriate discount rates and inflation factors to
determine the Tife-cycle energy cost. Both models require reliability and main-
tenance data; the maintenance cost model also requires cost factors for labor,
parts, and materials. The use of separate models allows flexibility in the
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application of the approach. For example, many design or cperation changes can
be investigated for their impact on system reliability using only the reliability
model. The most promising changes can then be evaluated using the entire state
space approach to determine the lowest life-cycle energy costs.

This approach assumes that the effects of failures, insolation, and
degradation are independent. In reality, some dependencies exist among these
effects. For instance, the impact of a failure which results in an hour of
system downtime is greater if it occurs during full insolation than during
partial insolation. However, for systems with reasonable reliability and only
moderate amounts of degradation, the dependencies among the various effects
will be negligible,

The following portiaons of this section discuss details of the energy
production, maintenance cost, and life-cycle enerqgy cost models.

Energy production is a function of PV system designs, availability,
degradation, and insclation. In this approach, a system state space model is
used to compute system production as a function of reliability, maintainabil-
ity, and system structure. An input to the model is a monthly system power
output duration data set which assumes normal insolation for the Tocation and
- no degradation in any system components. The output of the state space model
is the fraction of nominal system capacity which would be realized if the only
problems were failures. These are combined with the degradation effects of
dirt accumulation on PV cell covers or lenses, and material degradation to
compute expected power production for each year.

State Space Model

The state space model is based on the use of system states. Each
state is defined in terms of the status of each of the various elements of the
system. For each state, the probability of occurrence {(a function of failure
rate and repair rate data) and the associated fraction of monthly nominal
power production are computed. The average fraction of nominal power
production is found by combining these quantities for all system states.

The following subsections describe the basic assumptions used in the
state space model, specific techniques used for different types of subsystems,
and the procedure for combining subsystem results.
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Four basic assumptions are made in the state space model. They are:
1. Failures are statistically independent.

2. The time between failures for each element is represented by the
negative exponential distribution.

3. The repair times for each element are represented by the neqative
exponential distribution.

4, Subsystems are independent.

The first assumption is widely used in reliability analysis. Many
failures are indeed statistically independent. In addition, a minor amount of
correlation between failures has little impact on system reliability.

Use of the negative exponential distribution to represent the time
between failures for each element is equivalent to assuming a constant hazard
rate (i.e., number of failures per hour). This is a sound and a frequently
used assumption for electronic components.,

Mechanical component reliability may be represented by a hazard rate
which increases as a function of time., The increase corresponds to wear-out
6f the part, The Weibull and normal distributions are frequently used to
model the reliability of mechanical components. However, those distributions
are less mathematically tractable than the exponential distribution. Since
this model is to be used in the early design phase, it is important to capture
the major effects without requiring too much computational effort or
resources. The exponential distribution, which is the distribution used in
Markov chains, meets these reguirements.

A similar argument holds for using the negative exponential distri-
bution to represent the time to repair. Other distributions may be more
appropriate, particularly for the variance and higher moments, but the first
moments (the means) can be made jdentical. Since the mean-time-to-repair
values are much smaller than the mean-time-to-failure values, the error in the
state probabilities associated with using the exponential distribution for
repair times will be small.

The assumption of independent subsystems is used to decompose the
system into manageable pieces, Breaking the system into independent subsys-
tems allows a separate, single Markov model for each subsystem.



46

Subsystems may not actually be independent. Failure of one subsystem
will often cause the entire PV system to shut down until the failed subsystem
is returned to operational status. Failure rates for the other subsystems may
be different during the period of shutdown than during normal system
operation. Such subsystem interactions are ignored in this state space
approach. As long as the annual downtimes are reasonably small (i.e., less
than 5 percent), such interactions will have negligible effects on system
reliability and 1ife-cycle energy costs.

Using the fourth basic assumption, the PV system to be modeled may be
decomposed into several subsystems. A separate state space model is used for
each subsystem. Markov model techniques are used to compute the steady state
occupancy probabilities for each subsystem state. Associated with each
subsystem state is a fraction representing the portion of subsystem capacity
available in that subsystem state. The subsyst®em probabilities are combined
with the associated capacity fractions to obtain the expected system capacity.
Figure 17 provides an overview of this procedure.

A typical decomposition of a PV system would be as follows:

(S1) Array field

(S2) Power conditioning

(S3) Serial elements.

Array fields can vary significantly in terms of design and reliability logic.
Power conditioning subsystems may be significant contributors to system fail-
ures and may involve component redundancies (if not, they may be included with
the serial elements). Serial element consists of all elements and functions
not accounted for in the first two subsystems. Some functions may utilize
redundant components. Network reduction formulas are used to express each
such function as a single conceptual element.

The following paragraphs describe state space models for the various
subsystems,

The states of a given subsystem are defined to represent changes in
subsystem capacity due to component failures. In most cases, subsystem states
can be readily identified. Consider, for instance, a PV system with dual in-
verters, each of which can supply a maximum of 50 percent of system capacity.
Failure of one inverter will cause the inverter subsystem to degrade from 100
percent capacity to 50 percent capacity. Failure of the second inverter
causes output to go to zero, Three inverter subsystem states are defined,
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Array field subsystems may not always have their states so clearly
defined. Failure of a single PV cell in a large collecter array may have
negligible impact on subsystem capacity, while the cumulative effect of numer-
ous cell failures may cause significant degradation. The analyst can identify
the number of cell failures which, as a group, cause enough degradation to
warrant definition of a subsystem state. Alternatively, the analyst can use
the JPL technique (3) to determine a curve which describes the gradual
degradation of system output resu]ting from cell failures. In the latter
case, array field subsystem failure would be defined in terms of wiring,
tracking equipment, cooling equipment, and support structures.

A subsystem of elements is in series when the failure of any one
element results in failure of the subsystem. FEach element in the subsystem is
assumed to have two states: Operating, and failed. When one element is
failed, the remaining components are not stressed, and therefore not subject
to failure, until the failed component is returned to service,

Figlre 18 is the state space model for a serial subsystem. The
exponential distribution parameters for failure and repair are:

A; = Failure rate of element i (failures/hour)

Hi = Repair rate of element i (repairs/hour).
Note that 1/) equals the mean time between failure (MTBF) and 1/u equals the
mean time to repair (MTTR). Each node of the graph represents one state of
the subsystem., State 0 is the state of successful subsystem operation,
States 1,2,...,n correspond to the subsystem being failed because the
component indicated by the associated number is failed.

The steady-state probabilities of subsystem operation and failure are
computed using standard Markov techniques. These techniques are appropriate
when the probability of each state transition is represented by an exponential
distribution, Let

P;(t) = Probability the subsystem fs in state i at time t, \
i = 0,T50e4,n

Pj = Steady-state probability the system is in state i

Pe = Steady-state probability the system is failed

bi(t) = First derivative of P; with respect to time.

For each state, the first derivative bf(t) is equal to rate of transition
into the state minus the rate of transition out of the state. The
differential equations are:
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FIGURE 18. STATE SPACE MODEL FOR A SERIAL SUBSYSTEM
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. Il
Po(t) = Z uP. (£) -(Z Aj)PO(t)

i=1 i=1

P .(t) = AiPO(t) - uiPi(t) y 1=1, 2,

In the steady-state condition, $;(t) = 0 for all states.

0 = AiPO"u.P. ,i=l, 2, --o’n

11

and

, 1=1,2, ..., n .

Sinca the sum of all state probabilities must be unity,
f—i 1
=1

and

Hence, the probability the subsystem is operating is:

s f

?IH

The probability the subsystem is failed is:

..-,n .

In particular,
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The preceding two equations are used to compute the subsystem probabilities
directly from the Aj and ¥ transition rates,

One possible complication of this serial subsystem model is the
axistence of elements with internal parallel redundancy. Network reduction
formulas can be used to represent such elements as single units. Appendix A
in Volume Il develops the formulas for the two basic cases.

In some PV systems, a particular function might be implemented using
redundant identical elements to improve the reliability of the function. For
example, two inverters could be connected in paraliel. Both units operate at
one-half capacity until one unit fails, The remaining unit then operates at
full capacity. For this analysis, the failure rate of a unit is assumed to be
constant regardless of the level at which it is operating.

A number of variations of the redundant system afe possible. The
variable characteristics are:

e Capacity at which each unit operates

e Whether each unit is to be repaired upon unit failure or whether
repair on both units must wait until subsystem failure

¢ Standby or active redundancy.

The first characteristic affects the capacity of the subsystem (and hence the
power production of the PV system)., It will be accounted for when the subsys-
tem reliability results are combined, The other two characteristics define
four cases to be analyzed, as shown in Table 4.

Figure 19 depicts the state transition diagrams for each of the four
cases. The nodes represent subsystem states and the number in a node corres-
ponds to the number of failed units. Transition rates between states are
expressed in terms of the following parameters:

A Failure rate of a single unit (failures/hour)

Repair rate of a single unit {repairs/hour).

M
Note that the failure detection and switching functions are assumed

to be perfect. Thus they are expected to have extremely low failure rates
and, therefore, to have negligible influence on the model results, Their
omission simplifies the computations. However, they could be included by
modifying the state transition diagrams and solving the corresponding
differential equations.
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TABLE 4. DUAL SUBSYSTEM CASES

Repair on Repair on
Unit Failure Subsystem Failure
Standby Redundancy I IT
Active Redundancy ITI v
. 1y A A
“ “ uf2
Case | Case 11
22 A 2A A
M M /2
Case HI Case IV

FIGURE 19. STATE TRANSITION DIAGRAMS FOR THE DUAL
SUBSYSTEM CASES
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Consider Case 1, The rate of change of the probability of being in a
given state (i.e., the first derivative of the state probability) is the 'rate
in' minus the 'rate out'. The differential equations for Case 1 are

therefore:
Bole) = WP, (£) = AP, (t)
ﬁl(t) = APQ(E) + uP,(t) ~ (A + WP, ()
Py(t) = APy (£) + WP, ()

When the subsystem is in the steady-state condition, the 'rate in' equals the
‘rate out' for each state; that is, Pj(t) = 0, i = 0, 1, 2. Applying this
simplification to the preceding equations results in:

_ A
Pl--ip

Since the sum of the state probabilities is unity,

A A2 _
o+ Pt CE) P, = 1

- i)

The basic transition rates are used to compute Py and P2.
Sotutions for the other cases are derived in a similar fashion. The

results are provided in Table 5.
The solar array field subsystem presents the most difficulties for

two reasans. First, a large number of states are possible because of the
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STEADY-STATE SOLUTIONS FOR THE
DUAL SUBSYSTEM CASES

I
Standby
Unit Repair

11
Standby
Subsystem Repair

I1l
Active
Unit Repair

v
Active
Subsystem Repair

4A 2p
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large number of components. Second, the components can be connected in a

variety of series-parallel designs. Creation of a tractable state space mode]
for an array field subsystem depends on simplifying assumptions to account for
subsystem characteristics which have little impact on reliability or capacity.

The typical array field consists of a set of parallel assemblies.
Each assembly consists of components such as a tracking system (sensor and
motor), lens (concentrator systems), structural support, PV cells, collector
surface and wiring, Basically, the state of the subsystem is defined hy the
numbers of operating and failed assemblies. The state of each assembly is
determined using the series network reduction formulas provided in Appendix A
of Volume II., These formulas allow an assembly to he expressed as a two-state
element with appropriate exponential distribution parameters for failure rate, A
and repair rate, u. Additional simplification can sometimes be achieved by
eliminating subsystem states which have very small probabilities of
occurrence,

The PV cells may be treated using the JPL array design methodology
described earlier(3) or as components logically connected with the remainder
of the array field. The JPL technique generates a curve which describes
degradation in the power output of a specified array of PV cells as a function
of time. Degradation of power output is caused by PV cell failures. The
impact of an individual cell failure is a function of the logical organizatiaon
of the cells and the use of bypass diodes. The JPL technique does not account
for degradation caused by failures of components other than PV cells. If the
JPL technique is used to model cell failures, then the state space model does
not include cell failures. Rather, they are represented in the power output
degradation curve resulting from the JPL technique. It is combined with the
state model results to predict monthly power output.

If the JPL technique is not used, then the effects of cell failures
must be included in the state space model for the array field subsystem.

This, of course, greatly increases the number of states to be analyzed.

In general, the state space procedure for an array field subsystem
is:

e Use network reduction formulas (Appendix A, Volume II) to express

each assembly as a single element,




56

® Define the possible subsystem states and the interstate transition
rates.

e Determine the state probabilities. The last step may be performed
using the differential equation procedure used for the dual
subsystem, An example of this approach is incJuded in the
analysis of a generic system in a subsequent section.

Each subsystem has a certain capacity when all components are
operating, Failure of a component (i.e., a transition to another state) will
in general reduce the capacity of the subsystem. The magnitude of the reduc-
tion will be a function of the nature of the component failure and the logical
structure of the subsystem. Let

Fy(a) = Fraction of subsystem X's capacity available when subsystem

X is in state a.
A value of Fy{a) is associated with each state of each subsystem.

If a subsystem initially has more capacity than the system, then the
subsystem may experience some degradation without degrading system perfor-
mance, The capacity fraction for the degraded subsystem state would be 1,00.
For example, suppose an array field is rated at 120 kW but the system is
limited to 100 kW. 1If cell failures cause the array field to degrade to 105
kW, then the system output is unaffected. The capacity fraction for the array
field remains 1,00. '

Combining Subsystem Results

Apptication of state-space models to the subsystems provides, for
each subsystem, the probability and capacity fraction for each state, Let

Pa(i) = Probability subsystem “a" is in state "i"

Fa(i) = Fraction of subsystem "a"'s capacity available when sub-
system a is in state "i"
S, serial subsystem

a = D, dual subsystem

A, array field subsystem.
Each system state is a combination of subsystem states. Let (X, Y, Z) repre-
sent the system state in which the first (e.q., serial) subsystem is in state
X, the second (e.g., dual) subsystem is in state Y, and the third (e.g9., array
field) subsystem is in state Z.
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The probability of system state (X, Y, Z) is the product of the
probabilities of the subsystem states:

P(X,Y,Z) = Ps(X) . Pp(Y) . Pa(Z) s
This equation follows from the assumption of independent subsystems.

The fractional capacity of each system state, F(X,Y,Z) is a function
of the fractional capacity of each subsystem state and the structure of the
system. For many system states, the system fraction is the product of the
subsystem fractions: i

FIX,¥,Z) = Fg(X) . Fp(Y) . Fa(Z)

For example, suppose system state {X,Y,Z) has the serial subsystems at full
capacity (Fg(X) = 1.0), the dual subsystem at full capacity (Fp(Y) = 1.0},
the array field at 80 percent capacity (Fa(Z) = N.8). Then

F(X,Y,Z) = (1.0)(1.0)(0.8) = 0.8 .

For some system states the relationship is more complex. The system
fractional capacity may be sufficiently limited by the degradation of one
subsystem that the degradation of a second subsystem does not cause any fur-
ther reduction in system output. Consider a system in which parallel
inverters each supply one half the required capacity. Suppose the serial sub-
system is at full capacity (Fg(X) = 1.0), one inverter is failed (Fp(Y) =
0.5), and the array field is at 90 percent capacity (Fa(Z) = 0.9). The loss
of one inverter overshadows the array field degradation and the system
capacity fraction is F(X,Y,Z) = 0.5.

As a variation of the preceding example, suppose each inverter is
dedicated to one-half of the array field. Since each half of the array field
provides half of the capacity, the system capacity fraction is:

) [(fraction for good ) N (fraction for failed >}

F (X,Y,Z) = Fo(X

S( inverter, field half inverter, field half

(1.0) [(1.0)(0.9/2) + (0)(0.9/2)]

0.45
Combining the subsystem state data results in the probability P{Jj)

and capacity fraction F(j) for each system state "j". The expected system
capacity fraction is computed bhy:

g = jZP(J') . F(§)
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where "j" is the index of the system states. The fraction, B, represents the
portion of nominal system production capacity which is availahle after

accounting for failures.
The following subsection discusses treatment of capacity degradation

associated with insolation, dirt accumulation, and materials.

System Degradation Effects

The nominal system capacity is given in kilowatts for peak operating
conditions (full insolation and no degradation of any other type)., Actual
energy production must account for the effects of various types of degradat-
jon. The capacity fraction described above accounts for the effects of
failures.

Actual power output is a function of daily and monthly variations in
insolation. The resulting available power can be expressed in an output
duration curve in terms of equivalent hours per month as a percentage of full
pawer,

Accumulaticn of dirt on PV cells and collector surfaces degrades the
effectiveness of the system. This degradation is expressed in terms of
percent of output per year. Cleaning of the system is assumed to eliminate
all dirt-related degradation. ‘

Suppose a given PV system degrades r percent per year because of dirt
accumulation and the interval between cleanings is M months. Let n represent
the number of the month since the system was implemented and m equal the
number of months since the last cleaning. Then m is the remainder of n
divided by M. For example, if n = 28 months and M = 12 months, then:

'm = Remainder of (28/12) = 4 months .

Energy production for month n should be modified by the multiplication factor

D(n), where:

If r = 3% per year, then the factor for the above example is D(28) = 0,990,
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Materials used in PV systems can experience permanent degradation.
Abrasion from sand and yellowing of plastics are two potential causes of
material degradation, Assuming this degradation is expressed as s percent of
output per year and it is linear for each annual period, a yearly multipli-
cation factor can be developed, As before, let n equal the number of the
month since the system was implemented. Then the number of year is:

y = [[n/12]] + 1

where [[+]] is the greatest integer function. At the beginning of the yth
year the degradation is:

1 - -Ls
100

and at the end of the yth year it is:

1 - IS
100

The average of these two factors is DP(y), the permanent degradation factor

for year y:

L1/ (-s _ys \ _ (2y-1)s
DP 2(1 oot 1) -1 - 5

Enerqgy Production Computations

The actual energy production of a PV system is estimated by combining
the various degradation factors with the nominal capacity. Production in
month n, P(n), in kilowatt hours, is computed using the following parameters:

W = Nominal system capacity in watts

8 = Capacity fraction for reliability (from state space model)
n = Months since implementation of the system

I(n) = Equivalent hours of full insolation in month n

D(n) = Factor for degradation due to dirt accumulation

DP(y) = Permanent degradation factor for year y.

This formula and the expressions from the preceding subsection are used to
compute P(n} for each month n. Annual power production, which is input to the
1ife cycle energy cost computations is found by summing the appropriate P{n)
values.
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The number of computations required deserves comment. For a 30-year
period, 360 computations of P(n) would be required. However, this figure can
usually be reduced by recognizing patterns of repetition in the factors. W
and B are constant factors and may be applied on an annual basis. The I{(n)
values, i.e., the output duration curve, repeat for every year. 0DP(y) is
fixed for each year. If the interval between cleanings is some even fraction
of a year (e.q., 6 months, 12 months), then the D{n) values will repeat from
year to year. In this case, the annual production without permanent
degradation is

The actual annual production is computed by multiplying each A{y) value by the
associated DP(y) value. This is the equivalent of 42 computations of P(n).

Maintenance Costs

Maintenance costs for a PV system are estimated using expected value
analysis in the state space approach to life cycle energy costs. The output
of the analysis s the expected {i.e., average) annual costs for corrective
and preventive maintenance. The expected value approach assumes all component
failures and repairs are statistically independent. This will not always be
true, but the assumption has only a small impact on total costs. Furthermore,
it allows simple cost computations which are desirable in a method to be
applied in early development of a PV system. All costs are expressed in
constant dollars for a preselected base year. Inflation and discount rates
are applied in the life cycle energy cost computations {described in the
following section). The following two subsections present the computations

for corrective and preventive maintenance costs,

Corrective Maintenance Costs. The expected annual costs for correc-

tive maintenance are computed far each alement of the system and then summed
to obtain the total. Each element of the PV system is assumed to follow the
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negative exponential distribution for the time between failures., Element f
has the exponential parameter Xj failures per hour. The reciprocal of Aj

is MTBFj, the mean time between failures for element i. The expected annual
number of repair actions for element i is then (t/MTBFi) where t is the
annual number of hours.

Fach repair action for element i may involve costs for labor, travel,
and material. The latter two costs will be estimated as specific fixed costs
per incident. The labor cost per repair is the product of labor hours and
cost per labor hour. Labor hours may be estimated as a fixed number per
repair or in terms of percentiles for the lognormal distribution. The former
case is straightforward. In the latter case, assume the 50th and 90th
percentile values for repair time, Q,5 and Q g respectively, have been
estimated. Then the mean repair time MTTR is computed as follows:

MTTR = exp [”x + Jz- OXZ]

where
u, = 1n Q.S

and

o, = [(1nQ.9-]nQ.5)/1.28]2.

The cost per repair action for element i is:
cj = (mean repair time) (labor cost/hour)
+ travel cost + materials cost.
The total annual corrective maintenance costs, EC, can now be

computed as follows:

EC = z (cy). (t/MTBE) .
AlT 1

If periodic replacement of a major element is planned, then the cost of that
replacement is added to EC for the year in which it occurs.
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Preventive Maintenance Costs. Preventive maintenance includes activ-

ities such as cleaning, inspection, adjustment, and replacement of inverter
contactors., It involves labor, materials, and travel. For preventive mainte-
nance action of type j, data must be provided for labor hours, cost per labor

Mechanical component reliability may be represented by a hazard rate
which increases as a function of time. The increase corresponds to wear-out
of the part. The Weibull and normal distributions are frequently used to
hour, material costs, and travel costs. The fregquency, in terms of the aver-
age number of occurrences per year, must also be provided. Annual preventive
maintenance costs, EP, are computed as follows:

Ep = E (occurrences/year) - [(Tabor hours)(cost/labor hOUT‘)
AT j
+ materials cost + travel cost].




PV SYSTEM — EXAMPLE ANALYSES
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Example System for Analysis--PV Concentrator
(Passively Cooled)--Generic Design

The original PRDA* Phase I design of the Phoenix Airport--APS/
Motorola PV System, was used as the basis for a generic, passively cooled,
concentrator system. Its simplified block diagram is shown in Figure 20,

The reliability and maintenance data used for this specific system
are shown in Table 6. These data are estimates ohtained as described earlier
in this report. They provide the needed parameters for the distributions that
represent the reliability and repair characteristics of the system, The first
part of Table 6 provides estimates of the lognormal distribution parameters of
repair time as 50th and 90th percentiles. These are subsequently converted to
means and variances. Manpower costs and materials costs are also estimated.

A similar set of data are provided for preventive maintenance. These include
values for cleaning each of the 59 arrays. The second portion of Table 6

includes the estimated reliability data, given as mean time between failures.
Degradation data are also provided, as is initial system maintenance strategy.

This array field for the generic, passively cooled concentrator sys-
tem has 59 distinct units or branches, each with an independent sun-tracking
system. The maximum array field output is 565 kWp., Therefore, if either the
optical portion or the tracking portion of any branch fails, the system loses
565/59 or 1.7% of output capacity. |

Two 250 kW capacity inverters receive the d-c output from the array
fieid and convert it to three-phase a-c synchronized with the utility. If one
inverter fails, the other can maintain operation up to 250 kW. There is an
automatic as well as a manual control system. The manual control system is
subject to failure only when the automatic control has failed. The other
major components are the field wiring and switching monitoring panel, the
distribution system, and the switching system. The failure of any one of
these will cause system shutdown. System failures can also occur due to a
utility outage, or unusually high winds.

* PRDA = Program Research and Development Announcement - an acronym used for a
series of DOE sponsored PV power system exparimental designs.
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FIGURE 20. SIMPLIFIED FUNCTIONAL BLOCK DIAGRAM--GENERIC CONCENTRATOR PV POWER SYSTEM,
PASSIVELY COOLED, INTERACTIVE WITH UTILITY, NO STORAGE



TABLE 6. ESTIMATED RELIABILITY AND MAINTENANCE DATA INPUTS FOR ‘TASK 2 ANALYSIS OF GENERIC PV CONCENTRATOR,

PASSIVELY COOLED POWER SYSTEM (GENERAL FUNCTIONAL DESIGN PHOENIX AIRPORT, PHASE 1 PRDA)

-m

Maintenance

M
pt
Preventive
(Mct + Mmisc) Maintenance
Maintenance Time*, hr Travel & Time***, hr
Lognormal Per hr ~ Mar'ls Lognormal#x# Fixed Costs/
Subsystem/Component 50 percentile 90 percentile Charge, § (Fixed), $ Source 50 percentile 90 percentile Frequency
Class
Wiring/Switching 0.7x8 5.6 1.5x8 = 12 S$20 0 IV NBNM** - —— -
Inverter 3x8 24 6x8 = 48 40 2004100 = 300 II NBNM 0.7x8 = 5.6 1.5x8 = 12 $100/every
* Replace main contactors 30 K hr
Control 7x8 = 56 17x8 = 136 {per 40 1000+500 = 1500 I NBNM - - -
man)
Control (redundant) 3x8 = 24 6x8 = 48 40 2004300 = 500 II NBNM - - -
Tracking Unit 1.5x8 = 12 3x8 = 24 30 1204200 = 320 III NBNM 2 4 Adjust, align &
check every
36 mo - $50 +
labor
Array (Solar PV 1.5x8 12 3IxB = 24 30 1204200 = 320 ITT NBNM - - -—
Collectodr)
Lens 0.7x8 5.6 1.5x8 = 12 20 0+75 =175 IV NBNM 0.5 1 $0/Cleaning
Every 12 mo
(also run for
every 3 mo)
Ueilitcy 2 3.6 0 Q As in Rel. - $0
Distr. Subsystem 28 bl 0 0 As in Rel. 18 ~Every 12 mo
Power Switch 3.6 b 4 men 120 w100 As in Rel. 0 - -
x 30
General Systemwide -— - — - -= 50 106 $100/hr + $300
P.M. every 12 mo
Cleaning - See Lens Preventive Maintenance
HWeather 10 35 0 Est.

*Includes [active repair time + waiting rime + logistics time + administrarive rime] (time to restore

**NBNM = Natural Bridges National Monument Initial Experience in Maintenance (Solman 15th Annual PV Specialists Conference)

*%%kach Unit or System is down for time being maintained - follow functional diagram.

*k¥*Same per hour charge as (Mct+M

)-

misc

59



TABLE 6. (Continued)

Reliability Outpur Change
MTBF Other
Subsystem/Component Clock hr Parameters Distriburion & Source Degradation
Wiring/Switching 0.1 x 106 - exp. BCL. est. =
Inventer 8,760 — " Ditto ==
Control S, 600 - " " =
Control (redundant) 10,000 - " " -
Tracking Unit 60, 000 —— " Will use Weibull, later System Maintenance Policy — Replace after
5 Tracking Unit Assembly Failures.
(Also run for immediate replacement)
Array (Solar PV Collector) 120,000 - " BCL, est. —_
6
Lens 10 - " " Dirc -3% output/year (removed by
cleaning)
Abrasion -3% output/year for 2 yr;
-0.1%/year Bal, (Permanent)
: BC

Utility 6,257 A = 160/10°% nr exp., IEEE Std 493 - 1980 Source: BCL est,

p 214, Table II
Distr. Subsystem 8.76x10° A = 0.1/10% hr exp., IEEE Std 493 - 1980 -

p 219, Table I
Power Switch 1.4x106 A= 0.7/106 hr exp., IEEE Std 493 - 1980 —

p 123, Table 2 (Switches)
Weather 2,190 exp. Shutdown due to wind, etc.

¥ . » - i

99
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Preventive maintenance will be scheduled for both the optical and
tracking components of the array as well as the inverters, the distribution
system, and the system as a whole as shown in Table 6.

Example Application of the State Space Approach

This section describes application of the state space approach to the
generic, passively cooled PV concentrator power system., -The purpose of this
example is to demonstrate and clarify the mechanics of the state space
approach.

Figure 20, as discussed earlier, is a simplified functional block
diagram of the PV system. A reliability logic diagram based on the inter-
connections of the components is given in Figure 21. The array field consists
of 59 branches connected in parallel and has a maximum output capacity of 565
kW. Each inverter has a maximum capacity of 250 kW, thereby limiting the PV
system capacity to 500 kW, Table 6 presents the basic data for the generic PV
system,

Failure Rates and Repair Rates. The state space approach uses fail-
ure rates (failures/hour) and repair rates (repairs/hour), These rates are
derived from the mean-time-between-failure (MTBF) data and maintenance time
data in Table 6. The failure rate of each component is the reciprocal of its
MTBF.

The maintenance time data for each component are in terms of percen-
tiles. The state space method uses the exponential distribution for time to
repair. In order for the results to be comparable with other techniques, the
mean time to repair (MTTR) is equated to the mean of the lognormal distribu-
tion. Let‘Q represent the 100th percentile (i.e., the time for 100 percent of
the repairs to be completed). Then:

7
MTTR = exp [ux + —12— cx]
where

=
]

x = In Q.S
and

Q
H

x = [(nQ g-1ng ()/1.2872 .
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FIGURE 21. RELIABILITY LOGIC DIAGRAM FOR THE GENERIC PV SYSTEM
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The repair rate for each component is then:
u = 1/MTTR repairs/hour,
Table 7 summarizes the failure rate and repair rate data.

State Space Model. The generic PV system is divided into three

subsystems: Array Field, Power Conditioning, and Serial Elements. The
following paragraphs describe the model and computations for each subsystem
and the combination of subsystem results into system results.

Array Field Subsystem. The array field consists of 59 distinct
branches, where each branch consists of PV cells, a tracking system, and a
lens, The branches are Jogically in parallel since the failure of a single
branch does not impact the output of any other branch. Hence, we define the
states of the array field in terms of the number of failed units. The initial
repair strategy for the array field is to initiate repair upon the twelfth
branch failure.

Cell failures were treated directly by this early example, as seen
below. More accuracy can be ohbtained by using the JPL array analysis tech-
nique. This technique produces & cell degradation factor which would be
applied in the "Energy Production Computations". This approach is used in the
three examples of Volume II.

Figure 22 depicts the Markov model for the array field. State i (i =
0, 1,..., 13) represents i branches failed. Notice that states 14 through 59
are not included. Since the repair rates are much higher than the failure
rates for the components (and therefore for the branches), the probability of
reaching any state beyond state 13 is negligible.

The transition rate parameters are:

x» = Failure rate of one branch

1]

u = Repair rate of one branch.
We will compute the steady-state probabilities of states 0 through 13 1n terms
of X and n and then compute A and u using component data.

For each state, the transition rate into the state equals the transi-

tion rate out. Hence:
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FAILURE RATE AND TIME TO REPAIR

OF MAJOR SYSTEM COMPONENTS

Subsystem/Component

Failure Rate/Hr ()\)

Repair Rate/Hr (1)

6

Array - PV Collector 8.33x10 .07199
Lens 1.0x107° 14970
Tracking Unit 1.67x107° .07197
Inverter 1.14x107% .03598
Wiring 1.0x107° .14970
Control 2.0x10™% .01404
Control, Redundant 1.0x107% .03598
Distribution System 1.14x1077 .02991
Power Switch 7.1x1077 .25641
Utility 1.60x10% 45045
Weather 4.56x107* .06196

59\ 58\ 57\ 438\ 47\

(13)
i

FIGURE 22,

LA
12

MARKOV MODEL FOR THE ARRAY FIELD
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(u/12 )Pyp = 59APg
59 APg = 58Py
58 AP1 = 57AP)
493}310 = 48XP11

48\P11 + P13 = nu/12P1p + 47)P1>2
47;\P12 = UP13

Using algebraic manipulation, we can express each Pi in terms of Pp,

Pip = 12 59 X pg
M

P13 = 47 12 59 (2)2py-
H
13
Next, we use the fact that ), Pj = 1 to solve for Pg in terms of A and ¥
i=0
Pg = : :
B 59 59 53 A 2
224 2= == = A
1+ 557t tagt 12 59 T+ 47 12 59 (&)

Each branch consists of a PV collector, a lens, and a tracking unit.
The components are logically in series. Using the network reduction formulas

in Appendix A, Volume II, we have:
X =) (A's for the components)

26.03 x 10~6 failures/hour

Prlbranch success]

1

1 +3AL
ui

. 999646

Ps

u
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v Ps

L= (1-0PS)

.073 repairs/hour.

Substituting these values of Aand u into the preceding equations yields the
p; values, Since the nominal power rating of the array field is 565 kW, the
loss of each branch circuit reduces the array field rating by:

1 -
5 (565 ki) = 9.58 k.

Since the system capacity is limited by the total inverter capacity to 500 kW,
the failure of branch circuits will not reduce the maximum system capacity
until the seventh branch failure., In particular, the capacity fraction
associated with state i is:

1.0 , i=0, 1, ..., 6
F., = :
i 565 - (1/59) (565) _
500 > l - 7, ey 13 -

Table 8 presents the results for the array field subsystem,

Power Conditioning Subsystem. This subsystem consists of two 250 kW
inverters connected in parallel. Three states are defined as follows:

State 0: Both inverters functioning (500 kW)

State 1: One inverter functioning (250 kW)

State 2: No inverters functioning (0 kW)
The probability of eéch state is computed directly from the availability of
each inverter. For a single inverter, the availability is:

A= —H—=.946842 .
u+ A

The state probabilities are computed as fo11lows:

P0=A2
Py = 2A(1 - A)
Py= (1 -A)2

Table 9 presents the results for the power conditioning subsystem,
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TABLE 8. ARRAY FIELD SUBSYSTEM RESULTS

State, 1 Probability, P(i) Capacity Fractien, F(i)
0 .07383 1.000
1 .07511 1.000
2 .07642 1.000
3 .07779 1.000
4 .07920 1.000
5 .08067 1.000
6 .08219 1,000
7 . 08377 . 996
8 .08541 .977
g .08712 .958

10 .08890 .938
11 .09075 .919
12 .01852 .900
13 .00031 .881

TABLE 9, POWER CONDITIONING SUBSYSTEM RESULTS

State, 1 Probability, P(i) Capacity Fraction, F(i)
0 .993693 1.00
.006297 .50

.000010 .00
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Serial Elements Subsystem. This subsystem consists of all components
not included in the previous two subsystems. With one exception, the compan-
ents are logically in series since the failure of any single component causes
subsystem failure. The control function has a primary unit and a standby
redundant unit. The two units can be treated as a single element with an
equivalent probability of success. Figure 23 presents the computations, which
are based on the network reduction formulas for a standby parallel system in
Appendix A, Volume II.

The next step for the serial elements subsystem is to compute the
probability the subsystem is operational. The state space model for a serial
subsystem (see Figure 18) provides the proper equation:

p = ——L = P(success)

0 X,
i
l+§:E

where A and U are the failure rate and repair rate respectively for the i¢y
alement in the subsystem, Substituting the appropriate values,
P(success) = ,985829
and
P(failed) = .014171
Table 10 summarizes the results for the serial subsystem.

System Reliability Results. The above analyses provide the states,
state probabilities, and associated capacity fractions for each subsystem.
Use the following subscripts:

A: Array field

D: Power conditioning

L: Serial elements

S: System,

Table 11 presents the combination of subsystem states to form system states.
Note that all states which result in zero output have been collapsed to two
states,
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Control, Primary
-4
Al = 2,0x10
-2
B = 1.4x10
18
EQUIVALENT
TO
<>
Control, Standby
-4
Al = 1.0x10
-2
vy 3.6x10

MITR = MTTR1 + M‘I‘TR2

u o= 1/(51—4-1%) = .010080
1 M2

Three states for the dual system:

State 0: Primary control functioning

AN
P = 1/I1l +—+ =} = 331143
0 Az u

Control Function

A —

M

State l: Primary contrel failed, standby control functioning

Pl - P, = .662286

State 2: Both controls failed

A
= b7y = .006570

P 0

2
Two states for the single element:
Success: PS = PO + Pl = ,983430
Failure: PF = P2 = 006570
A = u(l—Ps)/PS = 000067

Hence, for the single control element:
A = 67.0x107°
y = 10.08x1073

FIGURE 23. REDUCTION OF REDUNDANT CONTROLS TO A SINGLE ELEMENT
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TABLE 10. SERIAL ELEMENT SUBSYSTEM RESULTS

State, i Probability, P(i) Capacity Fraction, F(i)
0 .985829 1.00
1 014171 0.00

TABLE 11. SYSTEM STATES

Capacity

System Subsystem States* Probability, Fraction,
State, i A D L P (1) Fg (1)
1 X X 1 014171
2 X 2 0 .000010
3 X 1 0 .006208 .500
4 0 0 0 .072325 1.000
5 1 0 0 .073579 1.000
6 2 0 0 .074862 1.000
7 3 0 0 .076193 1.000
8 . 4 0 0 .077585 1.000
9 5 0 0 .079025 1.000
10 6 0 0 .080514 1.000
11 7 0 0 .082062 .996
12 8 0 0 .083669 .977
13 9 0 0 .085344 .958
14 10 0 0 .087087 .938
15 11 0 0 .088900 .919
16 12 0 0 .018142 .900
17 13 0 0 .000304 .881

* The symbol "X" indicates the subsystem may be in any of its states.
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The probability of each system state, Pg(i), is computed by
multiplying together the probabilities of the appropriate subsystem states.
Finally, the expected system capacity fraction is computed as follows:

17

B = ) Pg(i)Fg(d)
i=1

B = .962-

That is, system output will be limited to 0,962 of its nominal capacity
because of component failures,

Energy Production Computations. The next step is to compute the
system capacity fraction B, which captures the impacts of failures, with the
effects of insolation, di?t accumulation, and permanent degradation.

Table 12 presents the monthly output duration curve. The total
equivaient array hours at full power for month n, In, are computed assuming
the curve is linear between data points. Each interval is 8.33 hours. The
height (i.e., output fraction) associated with each interval is taken to be
the average heights of the interval endpoints. For month 1, the computation

is:

P-4
1

(1.000; .982)8'33 + (.982 ; .963)8.33 o+ (0.152-1- 0)8_33

=
1]

145,71 hours .

Table 13 provides the results of performing these computations for each month.
Permanent degradation due to changes in the lens material is

expressed as a fractional multiplier for each year. The assumed rate of degra-

dation was 3.0 percent per year for the first two years and then 0.1 percent

per year for all subsequent years. The factors for each three-year point are

shown in Table 14, The permanent deqradation factor used for year y, DP{y),

is the average of the factors at the three-year points which include y. For

example,
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TABLE 13. MONTHLY ARRAY POWER DATA
Total Equivalent Array
n Hours at Full Power In

1 January 145,71

2 February 157.51

3 March 191.96

4 April 209,33

5 May 250.38

6 June 246.29

7 July 219.20

8 August 213.14

9 September 206.66

10 October 180.47

11 November 169.51

12 December 133.74

TABLE 14, PERMANENT DEGRADATION FACTORS

Year, v DP (y) Year, vy DP(y)
1 0.975 16 0.926
2 0.955 17 0.925
3 0.939 18 0.924
4 0.938 19 0.923
5 0.937 20 - 0.922
6 0.936 21 0.921
7 0.935 22 0.5920
8 0.934 23 0.919
S 0.933 24 0.918
10 0.932 25 0.917
11 0.931 26 0.916
12 0.930 27 (.915
13 0.929 28 0.914
14 0.928 29 0.913
15 0.927 30 0.912
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DP(5) = (.938 + ,935)/2 = ,9365

The JPL array methodology was nat used for this example. It is demonstrated
in the three examples in Volume I, If it had been used to model cell fail-
ures, then the factor DC(y). the annual degradation in array capacity due to
cell failures, would be included in these computations. For an example, see
Section 2 of Volume II.

Degradation due to dirt accumulation is assumed to be three percent
per year, Cleaning is performed every twelve months. A monthly factor, D{(n),
is derived assuming linear degradation., Table 15 presents the dirt degrada-
tion factors.

The power production in kWh for month n of year y can be computed as
follows:

A(n,y) = WeB8<I(n)-DP(y)+D(n)

whera
W = 500 kW, nominal system capacity

B = 0,962, capacity fraction
I(n) Hours for month n (Table 13)
DY{y) Permanent degradation factor for year y (Table 14)
D(n) Dirt accumulation factor for month n (Table 15).
The annual power production in kWh for year y is then:
12

12
AY) = 2 Alnay) = W-8-DP(y)- 2 TTn)-D(n) .

]

Table 16 presents the results of these computations.

Maintenance Costs

Corrective Maintenance Costs. For each system component, the
expected number of failures per year is multiplied by the expected cost per
repair, These computations are straightforward using the data from Table 6.
For example, consider the inverters, The expected annual number of failures
is:

(Failures/hr) (hrs/year)(no. of units) = (1.14 x 10-4)(8760)(2) =
1.997 .
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TABLE 15. DIRT ACCUMULATION DEGRADATION FACTORS

n Month D (n)
1 January . 999
2 February .996 |
3 March | .994
4 April .991
5 May .989
6 June . 986
7 July . 984
8 August . 981
9 September .979
10 October .976
11 November 974

12 December 971
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TABLE 16. ESTIMATED ANNUAL GENERIC PV SYSTEM OUTPUT
USING THE STATE SPACE APPROACH

Year kith (x10°) Year Kih (x10°)
1 1,104.4 16 1,038.8
2 1,070.8 17 1,037.7
3 1,053.4 18 1,036.6
4 1,052.3 19 1,035.4
5 1,051.1 20 1,034.3
6 1,050.0 21 1,033.2
7 1,048.9 22 1,032.1
8 1,047.7 23 1,030.9
9 1,046.7 24 1,029.8

10 1,045.5 25 1,028.7
11 1,044.4 26 1,027.6
12 1,043.3 27 1,026.5
13 1,042.2 28 1,025.3
14 1,041.0 29 1,024.2
15 1,039.9 30 1,023.1
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The cost per failure is:
(Repair hours)(cost/hour) + (travel and materials costs)

1
= ,03598 repairs/hour $40/hour + $300

= $1411.60.

Hence, the annual corrective maintenance costs for the inverters is $2,820.
Summing these costs over all components provides the expected annual correc-
tive maintenance costs for the system.

Preventive Maintenance Costs, For each system component which re-
ceives preventive maintenance, (PM), multiply the expected number of occur-
~ rences per year by the cost per occurrence. The annual number of occurrences

is computed from the PM Interval data in Table 6. The cost per occurrence is

the sum of labor, travel, and materials. The latter two elements are the
fixed PM costs. The labor cost is the variable PM cost times the expected
time to perform the PM. Since the times in Table 6 are percentiles for the
lognormal distribution, the transformation used at the beginning of this
example is used here to compute the mean maintenance time. The expectéd
annual preventive maintenance cost for this system are $10,768.

The results of this and previously described calculations pravides
annual maintenance costs and power generated inputs for the life-cycle energy
cost equations,
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The Simulation Methodology -
The SOLREL Model

General

SOLREL is a computer model developed at Battelle-Columbus Labora-
tories to simulate the reliability and availability of photovoltaic systems.
The model simulates the failures and subsequent repairs of all major subsys-
tems, shuts down the system energy production as appropriate (for scheduled or
unscheduled maintenance, and weather-related outages), calculates and records
the cumulative energy generated, and records the cost of repair. In addition,
SOLREL simulates the loss of output due to cell failures*, dirt on the array
surface, and permanent degradation to the array surface. SOLREL also allows
the user to test various preventative maintenance and cleaning strategies.

The maintenance costs produced by SOLREL can be combined with captial and
operating costs in a life cycTe’energy cost model (LCCOST), which will be
described toward the end of this report.

The Simulation Model

SOLREL is programmed using the GASP IV simulation language supple-
mented by several FORTRAN subroutines. GASP IV, developed by Pritsker and
AsSocTates, consists of a collection of FORTRAN-based subroutines which allow
the user to design either an event-oriented or continuous simulation., SOLREL
is strictly an event-oriented simulation model since it advances through time
on the occurance of events such as failures and repair compietions. Once
SOLREL has been adapted to a specific system, designers can test various
cost/reliability/maintenance tradeoffs by adjusting the input values on the
data cards. No knowledge of either FORTRAN or GASP IV is necessary unless the

* Cell failures in the following example are treated using a failure rate for
each branch circuit and establishing a strategy of repairing the array after
a certain number of branch circuits have failed. However, in all three PV
systems analvzed in Volume II of this report, the JPL Array Design
Methodology(3), described earlier, was used.
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system configuration is modified, by changing functional interconnections, or
Dy adding or subtracting components. If such a major change is desired, the
user must make some minor modifications to SOLREL codes.

The Initial Event File: Scheduling Failures, Figure 24 shows the
logical flow of SOLREL. The medel begins by creating an initial event file
consisting of the time of first failure for each system component arranged in

order of occurrence. Each of these failure times is selected at random
according to an expected time between failures distribution uniqué for each
component. Parameters of the distributions can be modified by changing the
data cards. The type of distribution can be modified as well but requires
changes to the SOLREL software in subroutines INTLC and REPAIR, (See Appendix
B, Volume II.) For this project, all electronic components are assumed to
have negative exponential failure distributions characterized by a constant
hazard function. Those components which experience wear-out (or have an
increasing failure rate over time), namely most mechanical components, may be
modeled using a Weibull or other appropriéte failure distribution,

FLOWCHART

FAILURE
EVENT

INPUT INITIALIZE - EVENT REPAIR
PROBABILITY EVENT ssf;l::t e Pyl
OISTRIBUTIONS FILE
CaMPUTE

COST OF

]

ADJUST —

e EXPONENTIAL s SELECT FIAST # FAILURE oS o QuUTPUT
FAILURES FAILURE TIME s REPAIR -
FOR EACH » TIME EVENT
® LOG NOAMAL COMPONENT TIME
REPAIRS EVENT
s CLEANING REPAIR
e PREVENTIVE L0875 BY
MAINTENANCE COMPONENT
PRINT
REPORTS

FIGURE 24. FLOWCHART FOR SIMULATION PROGRAM - SOLREL
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SOLREL also schedules a time event for the first of every month.
permitting the user to schedule preventive maintenance and cleaning. Preven-
tive maintenance times and costs are input through data cards, however, those
components actually receiving maintenance attention are defined within
Subroutine TIMEV,

Component Failure. Once the initial event file has been created,
SOLREL is ready to begin a simulated system clock which will continue
throughout the system 1ife, stopping only when events in the event file are
encountered, If the first event in the event file is a failure, SOLREL wil]
record which component failed and the time of failure. It will then compute
the total kWh produced by the system from the last event (or time zero if the
simulation is just beginning) to the time when the failure occurred. '

Power Qutput Calculation Including the Effect of Degradation

To compute output (see Figure 25 which represents the Adjust Qutput
Box of Figure 24), SOLREL begins with the system capacity (C) which has been
input by the user on a data card. This capacity is then reduced by a percent-
age (% D) due to dirt on the array surface, This percentage reduction is
defined by a time dependent curve entered on a data card and by the cleaning
schedule input by the user. The capacity is reduced again by a percentage due
to permanent degradation (% P). This is also defined by a time-dependent
curve entered on a data card. The capacity is reduced once more by a percent-
age which defines the degradation over time due to cell failures (% F). For
the three examples in VYolume II this reduction is based on the output of the
JPL technique: a time-dependent curve entered on three data cards, and by the
cell repair schedule input by the user. In other words, the user can initiate
total cell repair when a certain percentage of system output has been lost due
to cell failure. For the example in this volume, the degradation is the per-
cent of branch circuits which are not operating due to cell failure. Next,
the capacity is reduced further due to the failure of mechanical components
within strings or branch ¢ircuits which shut down only a portion of the entire
system (% F). For example, a failure of a tracking drive (branch circuit) on



87

the generic two-axis tracking concentrator system will cause the loss of 1/59
of power. Therefore the degraded capacity will be multiplied by 58/59 to
yield a final degraded capacity. WNext this final degraded capacity (FDC) is
applied to the cutput duration curve {see Figure 10) which captures the effect
of changes in insolation. Twelve power output duration curves, ane for each
month, are stored in an external file. (See Table 19) They are produced
earlier by design simulations of solar output, given historical local weather
conditions and designed system efficiency. SOLREL will calculate the area
under the curve and multiply that value times the degraded capacity (FDC) to
yield output in kWh for the month as shown below:

FDC = C « (1 - % D)(1 - %P)(1 -%CF)(1 ~%F)

In some cases, the shape of the power output duration curve will be
modified. For example, if a 500 kW system includes two 250 kW inverters each
of which can still produce'250 kW when the other has failed, it is possible to
have a power output duration curve which remains unchanged below 250 kW output
but which cannot rise above 250 kW (see Figure C-1, Volume II.)

CLEANING CELL REPAIR COMPONENT
SCHEDULE STRATEGY F;/u.unes
MAXIMUM CELL AREA UNDER
CAPACITY DIRT PERM FAILURES LOSS DUE OUTPUT QUTPUT
— - . [ pue] TO STRING |- Jmme] |
DEGRAD DEGRAD DEGRAD DURATION
FAILURES
(FROM JPL CURVE
METHOD-
OLOGY)

FIGURE 25, OUTPUT CALCULATION FOR EACH MONTH

Maintenance

Scheduling Repair. Once a failure has occurred and the system output
to that point calculated, SOLREL schedules the repair of that component by a
random selection from its repair-time probability distribution. (Note: if

the system maintenance strategy so decrees, a predetermined number of compo-
nents failures must occur before repair is initiated.) The repair time
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distribution used in all designs simulated was lognormal, as discussed
earlier. The user must specify on data cards the 50th and 90th percentile
repair times for each component, and SOLREL then derives the appropriate
lognormal distribution., It is important to note that the user enters repair
times in terms of total man-hours. Far example, suppose that 2 men spend a
total of 16 man-hours to complete the repair. FEach is paid at a rate of 320
per hour. The total elapsed time on the job becomes 16/2 = 8 working hours
which, assuming an 8-hour work day converts to 24 clock hours for the array
system downtime. The user should input on data cards the 50th and 90th
percentile for the number of man-hours, the total dollars per working hour
($20 x 2 = $40), and the number of men performing the repair (2). The repair
time, which appears on the printout Tog and which is stored in SOLREL's event
file, is the total clock hours (24 hours). Repair cost, however, is calcu-
lated from the total man-hours. If this failure caused complete shutdown,
then 24 hours of output is lost. Once a time has been selected for completion
of the repair, SOLREL inserts that event into the event file where it, like
all other events, is stored in order of occurrence.

Maintenance Costs. When a repair event occurs, the cutput is calcu-
lated in the same manner as described above. A new failure time is selected at
random and stored in the event file. The only additional step is to calculate

the cost of repair which becomes

(dollars per working hour)(total man hours)
Cost of Repair = fixed cost + {(number of men)

where total dollars per working hour = (wage rate){number of men)
and total man-hours = (number of men)(hours per man).

The fixed cost and the dollars per working hour are stored on an external
file. The number of working hours is the same lognormal random variable
mentioned earlier.

Preventive Maintenance and Array Cleaning. In addition to faflure
and repair events, SOLREL also processes time events, A time event serves two
purposes, First, it allows SOLREL to accumulate monthly {(and yearly) output
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and cost figures and to activate a new power output duration curve each month,
Second, SOLREL checks to see if any preventive maintenance/cleaning is sched-
uled to occur. If so, the cost is calculated in the same manner as repair
cost:

{dollars per working hour)(working hours)
cost of PM = fixed cost + {number of men)

The number of working hours is a random variable with lognormal distribution.
To change the distribution type, SOLREL's software must be modified; however,
changes in the distribution parameters can be accomplished by changing data
cards, In thé case of array cleaning, system output is improved to its
original Tevel after each cleaning. In other words, the clock used in
conjunction with the dirt degradation curve is re-initialized (set to zero).
A1l preventive maintenance is assumed to occur during of f hours so that no
system output is lost.

After each event is processed, SOLREL returns to the event file and
selects the event which is scheduled to occur next, That event is then
processed and the cycle repeats itself until an event indicating the end of
system life is reached.

Tables and Plots, SOLREL has the capability of producing a number of
summary reports including a:

e complete log of event by event system performance (Table 23)

e cost/output table (Table 24)

¢ system availability table (Table 25)

e component failure table {Table 26).

The event 1og, a portion of which is shown in Table 23, provides an
event by event detailed record of the 30-year simulation. It itemizes each
failure, repair, and weather-related or preventive maintenance event and
provides a runing summary of cumulative energy generated and maintenance
dollars spent. These are both provided in curr-nt dollars and kWh as well as
present value dollars and kWh,

The cost/output table shows the annual cost, output, and cents/kWh in
both initial year dollars and present value dollars. The system availability
table shows yearly totals for the percent of time that the system is producing
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at a certain percent of system capacity. In other words, for year 1 the
system may produce between 90 and 100 percent of system capacity only 10
percent of the time., The table also shows a theoretical availability which is
an estimate of availability given no failures or degradation. The failure
table shows the number of failures for each component by year. System MTBF
may be estimated from this table by dividing the number of hours in 30 years
by the number of failures in 30 years. (See Tables 24 and 25.)

SOLREL also produces plots of system costs and output over time both
in initial year dollars and present value dollars (Figure 26). The plots also
show levelized costs per kWh both annually and for system life (Figure 27),
These plots can be produced at the end of each run or several runs can be
accumulated and printed in one set of tables and plots. The decision on what
plots or tables to produce is made through a data card.

Changes to Model. Table 17 lists alternative desired adjustments to
the model and the changes in the programs required to achieve these adjust-
ments. In most cases, changes to data cards or to external files are suffi-

cient to run sensitivity analyses. In cases where the system structure
(number of components or relation among components or subsystems) is affected,
certain software changes are necessary.

SOLREL Analysis of Example System

To demonstrate the application of SOLREL, the generic PV concentra-
tor system described earlier was modeled. Other systems will be modeled later
in Volume II of this report to show the flexibility of the technique.

The system was modeled functionally to respond to failures as shown
earlier by the block diagram of Figure 20. The input data on reliability,
degradation and maintenance presented in Table 6 were used for SOLREL input
data.

Random number streams are used throughout the simulation. They need
to be chosen carefully so that when variations in system design are tested,
the results reflect only those changes while at the same time minimizing
random variations. Six independent random number streams were used, one being
assigned to each of the following processes:
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TABLE 17. COMPUTER PROGRAM-RELATED CHANGES
NECESSARY FOR ADJUSTMENTS TO MODEL

User Must Modify:

External
Type of Change Data Card File Software

Failure Distribution Type X
Failure Parameters X
Preventive Maintenance X

Times
P.M. Costs X
Components Receiving P.M. , X
System Capacity X
Dirt Degradation Curve X
Cell Failure Degradation X

Curve |
Permanent Degradation Curve X
Cleaning Schedule X
Cell Repair Initiation X
Qutput Duration Curve X
Effect of Failures X
Repair Distribution Type X
Repair Distribution X

Parameters
Fixed and Variable Costs X
Financial Parameters X
System Configuration X
Effect of Component Failure X
Length of Run X
System Capacity X

Table/Plaot Decision X
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) array (branch circuit) failures

) array (branch circuit) repairs

) non-array failures

) non-array repairs

) préventive maintenance

(6) analysis of array/tracking system interaction*.

A complete listing of the components and the associated data requirements for
this system appears in Table 18, This repeats Table 6 but in computer print-
out form. One notable difference fs the component "Branch Circuit" in Table

18, which is "Array" and "Lens" in Table 6.

Two repair/maintenance policies were tested. Array cleaning was
tested for 3- and 12-month intervals. Array repair was initiated for alterna-
tive conditions of 1, 5, 8 or 12 array failures. In order to evaluate the
effects of failures and repairs, maintenance costs were calculated on a level-
ized cost-per-kWh-produced basis. Economic parameters were thus needed. A
discount rate of 15 percent, inflation rate of 8 percent, and electricity
price escalation of 12 percent were assumed.

Table 19 shows 12 monthly power output duration curves. It is
identical to Table 12. The numbers represent fractions of total array field
capacity. They are printed in intervals of 8.33 hours. For example, in month
1, a perfectly operating system could be expected to produce more than 98.2
percent of capacity for only 8.33 hours. It would produce more than 96,3
percent of capacity for 16.66 hours (2 x 8.33).

The results of the SOCLREL computer runs for the generic concentrator
PV system appear in Tables 20 through 22. It can be inferred, given the input
data assumptions, that cleaning this system every 12 months is a more cost-
effective alternative than cleaning every 3 months. Note that the cleaning
operation itself is performed during the off hours so that no output is Tost.

These results indicate that failed array branch circuits should be
replaced immediately. This is due to the fact that a linear cost function was

*Stream 6 is used to see if, when the optical/electrical portion of the array
(branch circuit) has failed, the tracking portion of the same array has also
failed. It also tests the opposite case.



TABLE 13. DESCRIPTION OF INPUT PARAMETERS
GENERIC CONCENTRATOR SYSTEM (CLEANING AT 3-MONTH INTERVALS
AND REPAIR AFTER 5 ARRAY FAILURES-CASE)
TCOMPONENT NaMz 'MTBF  MAINT TIME (HRS) KEPAIR COST {$) NJM PM TIME (HOURS)  PM COST ($)  PM INTERVAL Num
{HONTHS) __SL(PCY_ . S0PCY _ FIXED YARJAZLE = MIN SOPCT  O9QPCT  FIXED VARIABLE ~  (MONTH3) MIN
__A_BRANCH CIRCUIT U N TP 1244 Sheu 32300 30400t &5 . ls0 - 0s0C 2Q.00 3,3 L
_ A TRACKING UNIT . __ . 92.0.  .12eL = .2uel . _320.C0 30,00 _ L 2s0 4e0 50,00 30,00 3be g 1
THE FIRST INVERTER 12,0 2440 45s0  300.00 _ 40,60 1 5.6 12,90 50,00 20,00 41,0 1
_IHE_SECOND INVERTER  12.0 24«0 4840 _ 300,00 .. _40.00 1 5.6 12,0 50,00 20,00 41,0 1

—IHE MONTTORING PANEL _ ._137.0 9«

e .. 12.0.. __0.00 . 20.00 . 4

—IHE GONTROL UNIT Tel 5628 1360 1500.50 40.040 i

__THE MANUAL CONYROL . 143 ... 248 ... 4Be0 . 500.00 _ 40,00 1

__THE DISTRIBUTION SYS__.12000.0 __28.0 . 60«0 Golhi. Q.00 _ 4 8.0 48,0 = DB.00  42.490 _ 12.0 ¢
_THE SOLID-STE SWITGH  19G0.C _ 3e® 6.0 100,00 120,00 5 ©
JTHE OTILITY. 0 9.0 . 248 3ab . 0e0d 0400 1

__SYSY bui TO W-ATHLR __  3,d__ 10,6 3%.0 _ __90.00 0,00 1 ,

__GENgRAL PREV MAINT

50.0 106.¢ 300.0¢ 100,00 = 12,4 &

" FLAGI= 0
_FLAGZ=

FLAGw=
FLAGS=

0 MEANS RESULTS FROM ALL PKEVIOUS RUNS ARE BLING IGNORED
0 MEANS RESULTYS FRUM THIS mub WILL NOT BE SAVEI0 ON PERMANENMT FILES
FLAG3= 1 MLANS YEARLY SUMMAFIES BUT NGT EVENT MESSAGES WILL BE PRINTEZD
1 MEANS TABLES FOR EACH INDIVIDUAL RUN WILL BE PRINTED
1

REANS PLOTS FOR INDIVIDUAL RUNS ON_Y WILL 4E PRODUCED

_PCRMANENT DEGRADATION == 3 YEAR INFLRVALS

1.000 «9338 «935 932

Igzg

<926 4923 ,920 4917  .91% .91t

"DEGRAGATION DUE TO UIRT =- 3 YEAk INTERVALS

S leD00 W S1L L8280 T30

__BRAY CAPACITY IN KWHasesasnnvasnnnsns
INVERTE K CESIGN CAPACITY IN KWHesesas 500.

_OVERALL INFLATION RATE sensestsnesnes.__ 2080
DISCOUNT kATE......'..'.-.-.-....... .150

YL

2980 . awE0..  &370____ _a280 23130

CELECTRICITY PRICGE ESCALATIONaswwawes o120

LENGTH GF RUN IN MONTHSesessnnnseass  36de

~UNACCEPTABLE nUMBER_OF FAIL.D ARRAYS = 5,




TABLE 19.

TMONTHLY OUTPUT DURATION CURVES IN

MONTH 1 1.000 .982

963

T 945

T 930

MONTHLY OUTPUT DURATION CURVES
FOR GENERIC CONCENTRATOR SYSTEM (INPUT DATA)

INTERVALS OF 3.33 HOURS PER MONTH

¥6

.982 e914 o833  oBT1 o642 816 o790 4769 o7Th8 <724 636 647
o 907 4573 4533 4486 438 0391 4343, 306 . 2239 4191 o150 o096 .050  .033. L0145 .0.000
0,000 0,000 0.G00 000 0ot00 04000 0,000 0,020 Geu00 04000 0.000 04000 0,000 0.000 0000
THONTH 2 1,000 4991 o981 372 4962 957 o940 +922 +905 4886 «B864 o842 +819 o797 o760 o721
'051_1639__16_0_0 580 4513 G447 4393 L3332 2270 4209 o177 4136 .09% L0638 L028 0,000
1.000 0.000 0,000 0,000 0.C00 0.000 D000 GeDOO D000 04000 0,000 0,000 0,000 0.000 0,000
THMONTH 3 14000 2992 4985 977 4969 4962 «554 4946 o931 <916 .900 .865 <866 4852 +B35 817
o a 799 w734 4 T10 4697 4 OT5  solf o€12.. 4503 . 2516 o475 o423 3Tk 23260 #2885 249,200
e154 o125 o089 o048 o031 (13 0,600 GaD00 04000 0,000 64000 0,000 0,000 0,000 0,000
HONTH & 1000 .993 .986 2980 +973 +966 +959 2952 +943 +326 +90B +8G1 4875 .859 .843 .B826
_ w808 _ 791 769 Tkl  2T15 __«6BY1 663 Buix_ 259 o561 «561 2500 4453 L4248 L3480 .331
o287 w241 4192 148 «112 4080 .0531 4029 LG09 0.0060 0.000 J,C00 0,000 0,000 0.000
MONTH 5 1.000 +99% o987 <981 «575 4963 4962 <956 «950 o341 +930 .919 .906 .898 .673 .858
2B39 L824 809 _ 793 L T79 764 __aT50 o735 4713 .6 :
e518 4493 L467 L4388 .406 o371 <315 a287 4255 o206 +175 o138 086 0.000 0.000
NONTH 6 1.00L 2996 <989 982 +575 +966 <961 +954 o946 4938 .29 .920 ,912 .903 .89% .876
o aB5H_ s f34__aTB2 o765 oT4B__a731 . 2715 638 _ 2630 2659 o637 oF11 584 L 963 _.Gkb  .5206
92 464 otld o423 o383 o345 o311 #2833 #4237 192 <165 134 093 .025 0.000
MONTH 7 1.600 .991 .983 ,974% .966 <957 945 ,938 <927 315 +904 .891 .870 4849 826 ,803
WTB3__ 768 _.752 L 736 720 _ o703 _ «BO7 o631 _ 2620 _ 4596 o571 o545 o519 o691 460 o422
0355 o320 ¢289 4256 205 <159 4125 o096 <075 o053 o043 o033 023 .014 o004
HONTH 8 1.000 .992 ,S85 .977 <969 +362 495k 946 «931 o317 .902 .887 <873 4858 844 .828
2813 L7997 780 L761 474} 2688 2 EBE 4646 4614 4357 519 4493 445
1295 4257 2235 2213 s171 +130 093 s07¢ »059 038 .017 0.000 0.000 0.000 0.000
"HONTH 9 1,000 <993 +966 2978 «971  «964 <957 <95C +933 +32% +909 895 ,830 .864 .848 o833
_ ab37__ 2802 o781 T35 2715 _ 4bU0_ 4666 _ 4626 o604 +582_ 2525 G4BT afhb44 420 ,330 L30%
«270 4223 o146 o105 080 +0556 +008 0e00G Go000 Bo000 0.G00 0,000 0.000 0.000 0,000
MONTH 10 1.000 «993 .986 .979 .G73 366 0959 952 o942 +327 <911 +895 .879 .863 .B47 .829
e aB12  aT94. oTIU. o706 685 637 2593 k561 o536 .s48. o398 354 .321 ,235. 191 L160
e130 <099 <065 o007 3.000 o000 0.003 D.000 GoOBO 84000 0.060 0,000 0.0300 G+000 Qo020
TMONTH 11 1,000 992 .984 o977 969 o961 953 4943 927 o911 4895 oB72 o848 +826 o805 o782
———— A?_'-t&_._?_i.ﬁ__._l:&z_, . 5‘!5.‘. .lﬁﬂ ll____. 5'!.3__.,9 95__._%_4-553._
0,000 €.000 0,G00 C.00G 0o00C o000 0oG00 Gal0D 0.COC 0o000 0.000 0,800 0.000 0.000 0.000
"HONTH 12 1.000 980 2959 4940 +922 +905 <886 866 +845 o305 o771 o7h2 713 -685 <648 .535
e @550 _ 4813 478, 4393 4333 4293 +263..4205. 123 o063 —e039__ 023 006 0,600 0,000 0,000

0.000 0.008 D 600 C.00C 0.000 0.G00 04060 0.000 C.COC 0,000 9.000 6.6G00 0,G80 C.000 0.000
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TABLE 20. SOLREL RESULTS: LEVELIZED COST, ¢/xHh

30 Year Lifetime
{lean Lens After:

U.N.ALF. T Months T2 Fonths
1 1.83 1.76
5 1.87 1.80
8 1.91 1.84
12 2.06 1.08

TABLE 2I.  SQLREL RESULTS: LIFETIME COST, 1981 DOLLARS x 103

Clean Lens After:

U.N.A.F.* 3 Months 12 Months
1 915 870
5 904 358
8 897 852
12 895 850

TABLE 22.  SOLREL RESULTS: LIFETIME OUTPUT, kWh x 108

Clean Lens After:

UNALE T Fonths T2 Months
1 34.2 33.8
5 34.9 32.5
8 32.0 31.6
12 29.3 29.0

* Unacceptable Number of Array Failures Before Repair is Initiated.
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used for array repair. In other words, repairing 12 branches simultaneously
costs 12 times as much as repairing one. In actuality, there would probably
be minor cost savings due to batching the repéirs.

The event Tog, a portion of which is shown in Table 23, provides an
event by event detailed record of the 30-year simulation, It itemizes each
failure, repair, and weather-related or preventative maintenance event and
provides a running summary of cumulative energy generated and maintenance
dollars spent. These are both provided in current dollars and kWh as well as
present value dollars and kWh,

Sample printouts showing the results of computer runs for the system
appear in Tables 24 and 25. These outputs are useful as direct inputs to the
life-cycle energy cost model and for estimating system availability.

Table 26 lists failures by year and by subsystem component. The
tracking unit, branch circuit and inverters exhibited the largest number of
hardware failures, The maintenance cost, cost per kWh and energy output per
year are plotted in Fiqures 26 and 27. Annual maintenance costs can vary by
as much as a factor of two.

Variability in Results. The SOLREL analysis of the case of repair on
first array failure and clean every 3 months was replicated six times. The
results are shown in Table 27, The mean, standard deviation, and 95 percent

confidence limits on the mean are also presented. This experiment indicated
tolerances of about 0.3 percent for energy output, and 3 percent for annual
maintenance cost and number of failures.

The Computer Program for SOLREL

Appendix C in Volume II contains the details of the SOLREL computer
program as run on Battelle's CDC Cyber computer. The input and the subrou-
tines are described and a program listing is provided for each of the systems
modeled.

Comparison of Results from the State Space Approach and
the SOLREL Simulation Model of the Generic PV System

Three additional systems are modeled by both methods in the Volume
II. A discussion of the comparative results is then given at the end of that
portion of the report.



TABLE 23.

LOG OF SYSTEM PERFORMANCE, MAINTENANCE COSTS AND EVENTS

kiWh kWh
A FAILURE OF THE FIKRST INVCRTZR  HAS OCCURED UN SEPTINIER 17, YEAR 11
THE SYSTEM OUTPUT Ti KWNR FKOH THr LAST EVENT TO SEPTEMBER 17, YEAR 11 WAS (ACT-PV) 14938, 11256
A REPAIR OF TH. FIRST INVSRTZR  WAS CUMPL:TED In & HCUKS ON SEPTZMAER 17, YEAR 11 AT 4 COST OF § 4000.00 b 2041.10
THE SYSTEM OUTPUT IN XKHHR FhGn ThHe LAST EVENT TO SEPTEM3ER 17, YEAR 11 WAS (ACT-FV) 326, 245,
THe SYSTcM OUTPUT IN KWHR FROH THe _AST EVENT TO OCTOBIK 1, YEAR 1f WAS (ACT-PV) 17219, 12960
THE SYSTE® OU-PUT IN KWHR FROM THo AST EVENT TO NOVEMIIR 1, YEAR 11 WAS (ACT=PV) 34901,  2621d.
THE SYSTEH OUTPUT In KWHR FROM THI LAST EVENT TO DESEM3IR 1, YEAR 11 WAS (ACT-PV) 29828, 22352,
THE SYSTEM OUTPUT In KHHR FROR THE LAST ZVENT TO JANUGRY 1, YEAR 11 WAS (ACT=-PV) 32191.  24089.
J0TAL COSTS/QUTRUTS FGR YLAR 11 17000.00 52427%.
PRLSENT VALUE $ 8956414 397277,
LEVELIZED CeNTS PER KWH= 2425
THE SYSTERM WAS SHUTOOWN FOR w5 MOURS FOR CLEANING AND PH ON JANUARY 1. YEAR 12 AT A COST OF % 5000.00 5 2505.85
IME SYSTEH OUTPUT IN KWHR FROM THZ oAST CVENT TO FE3RUARY 1, YEAR 12 WAS (ACT-PV) 38312, 28582,
& FAILURE GF A BRANCH GIKCUIT hAS OCCURED ON FEBRUAKY 16, YEAR 12
11 ARRA Y/TRACKING SYSTEM COMAINATIONS ARt NOT OPERATING
THE SYSTEM OUTPUT IN KWHE FROM THE LAST EVENT TO FEJRUARY 16+ YEAR 12 WAS (ACT-PV) 21591,  16089.
THE SYSTEM GUTPUT IN KMHR FROD THZ LAST EVENT TO HARCH 1, YEAR 12 WAS (ACT=PV) 21142, 15739,
A FAILURE OF A BRANGH CIFCUIT HAS OCCURKED CN HARCH 21, YEAR 12
12 ARRAY/TRAGKING SYSTEM COMBINAT;ONS ARE NOT OPERATING
THE SYZ.EM.GUTPUT IN KWHR FROM THE L&ST EVENT TO MARCH 21, YEAR 12 WAS {ACT-PW) 0. 0.
4 REPAIR OF & ERANCH CIRCUIT WiS COMPLETED I =4 HOURS ON MAXCH 23, YEAR 12 AT A COST OF § 26000.00 512843.38
THE SYSTEM GUTPUT IN KWHR FkOn THE LAST EVENT TO MARCH 23, YEAR 12 WAS (ACT=PV) 0. a.
THE SYSTEM OUTPUT IN KWHR FROM THE LAST EVENT TO APRIL 1. YEAR 12 WAS (ACT=PV) 15072. 11195,
THE SYSTEM OUTPUT IN KWHR FKOW THL LAST EVENT TO HAY 1. YEAR 12 WAS (ACT=PV) 62556,  46362.
THE SYSTEM OUTPUT IN KWHR FROM THE LAST EVENT TO JUNE 1, YEAR 12 WAS (ACT~PV) 59995,  44367.
THE SYSTEM GUTPUT In KHHK FROM THo LAST EVENT TO Ju_Y 1. YEAR 12 WAS (AGT=PV) 56388. 41607,

L6
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TABLE 24.

20,7 (F)

219c7. 78
Jadbbe 39
3376l.50
355424 1R
249944 85
1054498
33727.50
w7725, 30
237649, 48
32931.29
26559, 30
2b9d7T. 71
36333.37
23351.067
21u42. 05
31C09.76
Sliate Tl
S1877.28
3030640
20832.00
3321d.20
1330L,73
ZT5E6, 38
1454a.9C
Iu307e -+
190264 30
20938,53
34805. 740
CHlble 58
32-+13.41

du3499604 48

FROM GENERIC CONCENTRATOR SYSTEM

FWHUAL

CUFk=NT VELLUE

KWH

1123741,
1135707,
1139292,
1133€00.
1037375,

981070,
1135424,
1005020,
1CHB277,.
1654055,
114634,
1096203,
1133532,
1124377,
1154029,
1116747,
162761,
1033574,
1875380,
1035405,
1122459,
1143221,
1118192,
1117132,
1084534,
1072748,
10633723,
1115542,
1d3in3,

32053609,

CENTZ /KWhR

1,495
3.07
J.07
Jelde
2428
5.28
2+%6
s
2e12
J.08
2.52
2.35
3andy
2.30
1.67
269
2a8%
3.11
3.55
1,%4
3.24
1.71
2atl
1.30
3.2%
1.75
2.88
3.26
2.17
3.15

COST (8)

2319839.22
3216641 F
29043423
23TuhelL7

19050.73._ ..

36416.30
22043,24
30137.32
14008.74
18392.44

138593,54

13095.813
1e799,52
11189,72

24590.53
11364,59

. 11535.70 .

13725.38
11721.72
6lab.13
d03b.7 3
£101.25%
f735.61
336L.64
T356.29
3854.33
582,66
6211.349
4104.6F
5132.37

«2Z1dv43L .

MAINTENANCZ 3J3T ANG QUTPUT . .

PRESENT VALUZ

KHH

11045d35,
1091131,
1625800,
16333568,
L ITUBET.
47724,
955415,
B7 €205,
897249k,
330651,
J968566,
345543,
756851,
731364,
766253,
' Thw108.

. F21T98.. ...

bW E700.
b37170.
642266,
b3 13C5.
637658,

..030555%. .

600411,
5844063,
552486,
932562,
SlcbLitb,
524801
w71i1962.

22704722,

-~
v

SAMPLE PRINTOUT OF ANNUAL COSTS AND OUTPUT ENERGY

INTS/KWH

1.43
2495
2.42
2. T8
C1e95% . _ .
4.30
2¢3D
3.4k
1,57
2.21
(173
1.55
2.21
1,41
1.11
1.5%
160
1.66
1.84
+ 96
1.53
« 810
1l .
5k
1. 3¢
« 73
1.11
1.20
T8
1.0%

1487 (LEVCLIZZO)
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THEORETICAL

WENG NP NN

AVIRAGE

160-9 0%

31.61

32,03
3datbS
25.96
23.04
2ueQu
22440
2r.54d
25,92
249.b%
24.80
24'29
26427
24436
29eu3
23,73
2h. 78
22.90
21.“3
22453
22eCHh
22«93
21.26
25,68
22.75
22450
23,03
22,27
2l.12
25.32
20,73

2*-54

TABLE 25. GENERIC CONCENTRATOR SYSTEM AVAILABILITY

ANPUAL SYSTEM AVAILA3IILITY DURING DAYLIGHT
#5S A PERCENT OF SYSTENM LAFACITY

SYITZM CAPRCITY = 35040 KW MNIM3IER OF DAYLIGHT HOURS Pk YZAR
Yu=-ed% 80=70% 7D0-60% vh=5C% 50-40% 40-33% 36=-25%
703 5e 93 S.ts0 o0 5423 5.53 721
9,28 8430 FeE 1 655 S.21 5.36 5,43
1i.32 9.18 7.03 Te28 Seb9 5.30 5.12
12.71 3¢ 21 7436 2.56 5.8(0 5.56 5.31
11.483 Ja 08 TaSte Be71 ced3 5-“5 5593
13,13 1ICsin 7+93 ¥.52 .37 Se62 B.T7
1. 74 Ao iy 6eH 1 10.60 Fes? 5.4d5 5.27
12. 36 Ge Tl Toe78 8.592 beQl . Ge 9 Sl
12.57 Y.852 .62 726 Safl 54l 5,41
1#019 10,35 .80 Haef 8 Ba5Q 5063 5-09
13-“2 4.49 5'1? 7-[1 615 G.L6 5-30
12-26 %-95 7064 QUET 5-“9 50“5 5-““
12,65 13.37 d.01 J.t9 £.«33 5435 Sebly
12.21 9, 37 755 6.32 rys . _. Seub. _
13.59 9.72 LI 7.61 fal 5454 575
13.38 15.38 T80 10430 bel2l 5.67 5.92
13.48 16439 vells T:45 he22 Sels3 5,59
13.73 11.12 Yet4 9 Geud Fadun 5.94 5.933
13,11 10.10 7.98 3.31 hedE Se bl 5.32
11-12 qlhz 7030 8-3“ "5‘50 5.27,,
14,38 134538 dalihy 761 £e23 .59 5.d6
14420 10.22 4a1] 438 by 20 549 Se78
15,33 i1.32 Selu 319 hatl 9.79 6.721
1374 1J.59 .01 3437 Cely 5.84 9.938
14,67 16.h2 .03 9413 Fa53 Beidb 5420
13445 1deub RFY-TY A.52 te2b Sens 5.¢3
14013 16,83 Yalw 8a04 6402 5.L5 5et7
13.7¢ 17405 telf Beir3 Fe33 Seid 5,21
154357 10,17 ra71 TeE7 He36 Setd 5.89
14,8 1us1l 6e3 iy 3.01 Heul 5487 S.90
13.57 Gy Sl 7.87 G.6l a0 5.36 546
13,13 1d.01 T.37 .51 halF 5455 5.69

Sebb .

5.3 .

375743

C?0e-10%

Be78

5463
5452
bolt?
bel2
6425
5.50

B6edl .

6a17
b.16
5--“9
5.81
oebb

6e18
Bel1
BelZl
6a52
5494

389
Belh
Hhel2
bah8
bed2
©e32
5436
5.78
bel3
el3
5.q3

6e10

5995,

. 5e5T .

15461

o-0% T

1d4.706

14.16
11.97
11.29
11,72
19.90

S 1%.29 0 L

14.32
8.81
13.21
15.57
A.54

LYY £

12.45
1345
11.12

F437
15466

18,07

13.67
12,26
3.75
.66
5285
3.66
12.13
13.249
13.26
J2406
16,39

12-'4&“"

S ToTaL

100. €0

100,00
160.00
100.60
100.00
100,00
100.00

100.00
100.00
100.6G0
100.00
100.00
__.160.03
100.090
100.00
100.00
100.00
100.04
__Go.00
100.00
10d0.00
100.020
100.00
100.040
. 1040.00
100.00
100.00
160.00
100.00
100.00

100460

-—~100.00

66



TABLE 26. GENERIC PASSIVELY COOLED CONCENTRATOR SYSTEM COMPONENT FAILURES

GOMPOMENT_FAILURE TABLE )
e . ____NUMBER_QF_FAILURES PER SOMPONENT BY YEAR __ .. . .
COMPONENT YEAR = 1 2 3 &% S5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 TOTAL
_ABRANCH CIRCUIT 5 & 4 & 5 % 3 9 & 6 2 6 2 2 2 2 { 4 3 & S 8 i 2 6 4 5 7 & 3 124
_A TRACK ING UNIT 9125 € 1412 71210 & 5 9 5 F 6 7 % 9 7 & 8 2.7 5 8 6 61l 61t 228
__THE_FIRST INVERTER 1 4 2 3 0 & 1 0. _0 0_3 2 1 1 2 0 3 3 0 0 1 0_1 1 0 2 4 0 _0_ 20 31 8
THE SECOND INVERTER 5.1 3 2 2 1 2 2 2 9 2 3 3 0 3 4 1 0 2 3 2 9 2 2 1 0D 2 1 2 3 6
—JTHE MONITORING PANEL ¢ 3_3_1_90_ 3 0 0 6_0_0_ 4 0O D O O 0_0 0 0 0 0 0 0__0_0_0 0 0 0 5
THE CONTROL UNLT 2 3.4 3 1 & 2 & _0_2 1 3 2 2 2 2 1 3 3 1_5_9_.3 0 _0 1 3 2 1 3 58__
THE MANUAL CONTROL 0 1 0 0 _0_ 6 06 3 9 0 0 0 0 0 ©0 0 B 9 ¢ O g 0 0 0 0 0 0 0 0 0 1
_VHE QISTRIBUTION SYS 0 0 _0_6G _8_0_0.0_0 6 0 0 0 0_0 0.0 0 0 0_0_0 0 _0_0 0_0 0 _0_2a 0.
_THE SOLIN-STE SWITGH 0 _0.0_.0_ 9. 0 0 0.0 0_0.0_0_0_ 0 .4 0 0 0 0.0 0_0._0.0_0_0_0_0_0_ . _0 _
_THE UTILITY & 1 0 3 2 0 1 0 2 1 1 0 O 1 0 2 t 4 2 4 0 @0 2 t 1 3 % 1 & 1 L 1A

L]
—SYST DUE TO MEATHER =~ 3 2 3 6 3 4. 2 0. & 9 7 3 3 S5 2 4 2 2 2 5 3 % 3 6 3 5 2 61 7T ___ 141 __

TOTALS 20 19 2r 16 2z 21 16 17T 11 19 24 19 19 20 20
26 29 30 27 26 25 48 48 22 16  1s A7 1. 28 28 638
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COST IN THOUSANOS OF DOLLARS (LINE GRAPH)

o

COST BY YEAR

SYSTEM OUTPUT BY YEAR

12m
—

1100
N
]

1000
JE B

<00 S0 an o [ 1] [ 4]
e — i L L i 1

DUTPUT IN MAH (BAR GRAPH)

a0 a0
o .

10
—_

Y T
9 1w n

o
-
~ -
«
-
(%]
[P
~ o
o =

FIGURE 26.

T L v ) T 1 T T
12 13 3% 1S 18 17 8 19 2 A
YEAR

F

H

P

g

QUTPUT OF MAINTENANCE COSTS AND ENERGY FOR APS/MOTOROLA PV SYSTEM

Lol




» k3
L L

=
-

10
i

PRESENT VALUE COST IN THOUSANDS OF DOLLARS (LINE GRAPH)
F

§
i

LEVELIZED CENTS/KHH (BAR BRAPH)

PRESENT VALUE COST BY YEAR

LEVELIZED CENTS/KWH BY YEAR

3-1
-
"
"1 In
+
™ [ o e o --4 --4._0104 ahn oy whe @ LA L LI LEL DL LI LI YT EIE Y L LYY ]
e 4 B —T ]
N
R EEREEEE R R R R R EEE R
YEAR
FIGURE 27. OQUTPUT OF MAINTENANCE COSTS AND LEVELIZED MAINTENANCE COST PER

UNIT ENERGY FOR APS/MOTOROLA PV SYSTEM

201




TABLE 27. ESTIMATE OF VARIANCE AMONG SOLREL RUNS--6 CASES,
REPAIR ON FIRST ARRAY FAILURE, CLEAN EVERY

3 MONTHS
95%
Std. Conf.
1 2 3 4 5 6 Mean Dev. Int. for Mean
Number Failures 606 627 614 630 630 651 626.3 15.5 610.0-642.6
COSt.($]OOU) 869 881 912 856 851 915 880.7 27.5 851.8-909.6
Qutput (1000 MWH) 34.2 33.9 33.9 34.0 33.9 34,2 34.0 .147 33.9-34.1

Confidence Internal For Means Defined As:

X

S% < u<X +

. : ¢ .S
/2, n-1 AN a/2—1\fﬁ“
where n = number of replications

t/2.n-1 is from t distribution at o/2 significance level and n-1 degrees of freedom

S :'/\l Z (.y-i"y)z
j
e t = 2.571
n-1 .975,56
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LIFE-CYCLE COST ANALYSIS

Defining the Procedure

In comparing the costs of competing investments, particularly invest-
ments in electric generating equipment, it is always a major problem to prop-
erly account for the fluctuations in cost and outputs which occur aver the
system's useful life. For example, a 100 kW flat-panel photovoltaic system
may cost close to $1 million to build, hut will then produce electricity with
little operating and maintenance expense. The alternative might be to
purchase electricity from the local utility which would eliminate the large
initial expenditure, but result in relatively high and increasing costs in
terms of cents per kWh which would continue indefinitely. The question
remains, how can a decision maker make a logical choice between two competing
technologies when ane involves a much higher cost in year 1 but a Tower cost
thereafter?

Life-Cycle Costs (LCC)

The .method most commonly used to assist the decision maker in making
this tradeoff is 1ife cycle costing, often referred to as present value
analysis. At the very start, it is important to note that LCC is strictly an
approach to aralyzing the financial characteristics of a system. It in no way
substitutes for such major decision making criteria as cash flow, aesthetics,
environment, or political/institutional feasibility. LCC estimates the costs
incurred and electricity produced by the system, year-by-year throughout its
1ife. For each year of system life, the LCC methodology calculates the
out-of-the-pocket costs which accrue to the owner, including such items as
initial downpayment, interest payments, payments on principal, maintenance
expense, taxes, and miscellaneous expenditures. In addition, the methodology
simulates a hypothetical tax return for the system owner, carefully recording
the tax credits which accrue due to interest deductions, depreciations, and
operating expense deductions. Once these credits and costs are calculated for
each year of system life, they may be displayed graphically as in Fiqure 28.
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$ Cost

1 2 3 4 5 6 7 8 9 10

Year

FIGURE 28. CASH FLOW OF HYPOTHETICAL INVESTMENT WITH
10-YEAR LIFE, INITIAL YEAR DOLLARS

These costs are all initial year dollars, in other waords, assuming zero
inflation. Inflation (at a rate of i), however, actually causes $10 worth of
goods and services at today's prices to require $10 x (1+i)" n years in the
future.

Therefore the costs in Figure 28 must be adjusted to current year
dollars so that inflation is taken into account. The results appear in Figure
29, Current dollars means the actual number of dollar bills which would
change hands at the time the cost was incurred.

$ Cost

1 2 3 4 5 6 7 8 9 10

Year

FIGURE 29. CASH FLOW OF HYPOTHETICAL INVESTMENT WITH
10-YEAR LIFE, CURRENT DOLLARS
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But, husinesses place a time value on mcney as well., Any prudent
businessman would rather have a dollar in his pocket today than a promise of a
dollar, even a dollar adjusted for inflation, several years in the future.

The assumption is that the businessman could invest the dollar today and
receive a yield greater than the rate of inflation. This yield is the busi-
nessman's discount rate. Due to this discount rate, the costs incurred in
year n as shown in Figure 29 will be reduced by a factor of (1 + d)", where

d is the discount rate, to calculate present value in initial year dollars.
Therefore, in present value initial year dollars, the costs will be displayed
as in Figure 30. Thus, at usual discount rates, expenses which occur far into

the future have minimal impact on an LCC analysis.

$ Cost

LAC

T 2 3 45 6 7 8 9 10

Year

FIGURE 30. CASH FLOW OF HYPOTHETICAL INVESTMENT WITH
10-YEAR LIFE, PRESENT VALUE INITIAL 'YEAR DOLLARS

At this point, the present value costs for each year can be assumed
to yield a single number, the LCC for the system. Note that only one LCC can
result from any series of expenditures; however, an infinite number of cost
streams could yield the same LCC. Therefore, this technique creates a means
for comparing cost streams which have substantially different patterns of
expenditures. Often the LCC is converted into a levelized annual
cost (LAC) by computing the stream of equal annual costs which has a present
value equal to the system 1ife cycle cost. The LAC is shown in Figure 30 as a

horizontal line.
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Life-Cycle Energy Cost (LEC)

In evaluating the feasibility of a photovoltaic system, it does
little good to compare costs without looking at output as well. If the
competing technology is purchased energy, which is expressed in cents per kWh,
then the 1ife-cycle energy cost of the photovoltaic system must be expressed
in cents per kWh. There are two methods for making this comparison.

Mathod 1 begins with the levelized annual cost mentioned earlier
(LAC) and divides that number by the average annual system output (AAQ). This
yields a cost of the generated electricity in ¢£/kWh expressed as LAC/AAQ., At
first glance, this number will normally be quite a bit higher than the current
cost of electricity, often causing considerable confusion. It should not be
compared to current cost of electricity but to the present value of purchased
electric energy. The curve of Figure 31 shows the cost escalation of pur-
chased energy over time. Cp is the current cost of electricity and C1q,
the cost of electricity (current dollars) in year 10.

€10
Cents
KWh v
Co

10
Year

FIGURE 31. COST ESCALATION OF PURCHASED ENERGY

Cpy represents the present value of the cost of purchased energy. Note that
the two shaded areas represent equal present values. Now by comparing va to
the PV system's cost of generated electricity (LEC ), an assessment of the
financial feasibility of the photovoltaic system can be made..
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Method 2 computes a "present value" of the output energy which, when
divided into the present value of the PV system cost, yields a cents per kWh
figure comparable to the current cost of electricity. Calculating the
"present value" of output involves both computational and conceptual elements.
The output in kWh normally degrades over time for a photovoltaic system as
shown in Figure 32,

kWh

1 2 3 4 5 8 7 8 9 10

Year

FIGURE 32. HYPOTHETICAL QUTPUT FROM PHOTOVOLTAIC SYSTEM

Next, each kWh of output is converted into its current value, in other wards
the current cost of electricity., The output bar chart in Figure 32 remains
identical but the units on the vertical axis become dollars instead of kWh.
Next the affect of the escalation rate of electricity is included (similar to
method used to go from Figure 28 to Figure 29) and the results appear in
Figure 33. Finally, the same discount rate used earlier is applied (same as
method used to go from Figure 29 to Figure 30) to produce the present value
output in dollars shown in Figure 34,

The same conversion factor used earlier to convert from kWh to dollars
can then be employed again to convert the present value dollars to present
value kWh Actually the conversion was necessary in the first place only to
ease the conceptual difficulty of talking of a "present value" which is not in
the monetary units.
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Present
Value
Dollars

1 2 3 46 6 7 8 910

FIGURE 33. OUTPUT IN CURRENT DOLLARS EQUIVALENT

Dollars

12 3 4 5 6 7 8 9% 10

FIGURE 34. OQUTPUT IN PRESENT VALUE DOLLARS

The present value cost over the system 1ife (Figure 34) divided by
the present value output over system output then yields a cents per kWh value
(life-cycle energy cost) which can be compared to the current cost of pur-
chased electrical energy to determine the financial feasibility of the photo-

voltaic system.
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Applying the Procedure to a Specific System

Life-cycle energy cost analyses can differ in the level of detail
which is used to define the various cost components. Sometimes initial cost
may be divided into several components. Other times a detailed tax assessment
may be needed, requiring that the attributes of the tax laws themselves be
ihc1uded in the model. The specific technique used by Battelle in this
project is similar to the one described in "A Methodology for Determining the
Economic Feasibility of Residential or Commercial Solar Energy Systems" by
Audrey M. Perino(22), Perino divides the analysis into the following
categories of present values.
initial cost' (downpayment = D)
satvage value (PVSV)
investment tax credit (PVITC)
property taxes {PVPROP)
backup energy cost (PVENER)
miscellaneous/maintenance cost (PVMISC)
toan payments (PVLOAN)
interest payments (PVINT)

e depreciation (PVDEPD).

For this project, a pessimistic discount rate of 20 percent was tested against

an optimistic discount rate of 13 percent. The remaining parameters were
defined as follows:

1}

e percent downpayment 20 percent

]

e general inflation rate 8 percent

e cost of electricity escalation rate = 2 1/2 percent + inflation

12 percent (optimistic case)
15 percent (pessimistic

e interest rate

case)
e income tax rate = 40 percent
e price year (all costs entered = 1980
in price year dollars)
# period of analysis (system life) = 30 years

*An initial cost for all PV Svstems was assumed to be $6.00 per peak Watt
for these analyses.(9)
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30 years

|

o borrowing period

¢ accounting period 7 years

e accounting method sum of years digit

1l

e year of operation 1982

¢ backup energy cost 0

e investment tax credit 25 percent of initial cost

$6.00/peak watt ($4.80 + 25%)
(1982 Cost Goal)

e initial system cost

2.3 percent of initial cost
per year

® property taxes

5 percent of initial cost

1}

o salvage value

30 years present value total
input from SOLREL

¢ maintenance

In the commercial sector, Perino assumes that mi scel 1aneous costs,
maintenance costs, property taxes, backup energy costs, depreciation, and
interest payments are tax deductibles. Battelle further assumes that the
photovoltaic system perfectly matches load (backup energy cost is zero) and
that salvage value is zero. The total present value calculaticn then becomes:
TPV = PVSYS + (1 - t) (PVMISC + PVPROP) -~ t (PVPEPD + PVINT) - PVITC where t =
the effective rate of taxation '

PVSYS = D - IC + PVLOAN

IC = initial cost.

A1l other variables have been defined earlier.

Battelle has programmed the necessary equations to perform a photo-
voltaic life-cycle energy cost analysis into a computer model called LCCOST.
This model can attach directly to SOLREL and can print results either in the
form of tables or pie charts. Note that the bottom line levelized cents, per
kWh on LCCOST output tables is comparable to the current cost of electricity.

Since the cost of electricity is tax deductible in the commercial
sector, the actual cost of electricity (which can be compared to the value
of the table) is 1 minus the effective rate of taxation times what is actually
paid to the utility. In other words, if the effective tax rate is 40 percent
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and the utility charges 5 cents/kWh, then the net cost of electricity is
(1 - .40) (5¢/kWh) = 3¢/kWh.

In addition, some sensitivity analyses have been run to test the
effect of the percent downpayment and interest rates. The results are shown
in Tables 28-29. Two discount rates were tested, 20 percent and 13 percent.
The 20 percent discount rate is 12 percent over inflation and tends to empha-
size initial expenditure over maintenance expense. Since photovoltaic systems
are expensive to build and inexpensive to maintain, a high discount rate such
as 20 percent represents a pessimistic scenario. A high discount rate empha-
sizes initial expenditures and considerably reduces the importance of expendi-
tures a few years away. The 13 percent discount rate places more emphasis on
maintenance expense relative to initial system costs and thus produces a more
optimistic economic scenaric for photovoltaic systems.

Two values for interest rate were tested, one being 5 percent below
the discount rate and the other 1 percent below the discount rate. The inter-
est rate is the rate applied to any loan the purchaser of the photovoltaic
system must obtain to finance the initial investment. Lower interest rates
are beneficial to those systems with a large Toan (i.e., a large initial cost)
such as PV systems. Finally, two values of percent downpayment were tested,
20 percent and 10 percent, respectively. The higher the downpayment the
smaller the loan. Therefore, a high downpayment will be most beneficial far
those systems with high initial investments such as a PV system. For the
sensitivity analysis and for the three generic analysis of Volume II, scenario
B and Scenario D were used to represent the pessimistic and optimistic
financial cases, respectively.
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TABLE 28, DESCRIPTION OF SCENARIOS TESTED

Discount Interest Percent

Rate, % Rate, % Rate, %
Scenario A 20 1% 20
Scenario B 20 15 20
Scenario C 20 15 10
Scenario D 13 12 20
Scenario E 13 12 10

TABLE 29, COMPARISON OF LIFE-CYCLE ENERGY COSTS
In cents per kWh

SCENARIO
A B C D E
Passively Cooled Concentrator 11.32 8.78 10.11 6.30 7.18
Design !1
Flat Panel 11.90 9,20 10.62 6.82 7.77
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SENSITIVITY ANALYSIS

SOLREL

Summary OF SOLREL Analysis

A pumber of simulations were run to determine parameter sensitivities
such as: (1) the optimal array cleaning interval and (2) the optimal Tevel of
reliability for the inverter subsystem. These sensitivity runs used SOLREL
design analyses described in Volume II for the flat-panel ‘and passively cooled
concentration systems. Table 30 shows the results of the cleaning runs. Note
that since maintenance costs are tax deductible in commercial systems, the
optimal interval is shorter when considering total life-cycle energy cost
{(with taxation versus life-cycle maintenance cost (no taxation). A discount
rate of 13 percent was assumed (optimistic case as described in previous
section).

TABLE 30. LEVELIZED LIFE-CYCLE ENERGY COST AS A FUNCTION OF
CLEANING INTERVALS ASSUMING 13 PERCENT DISCOUNT RATE

Passively Cooled

Cleaning Interval Flat Panel Concentration

in Months LEC, ¢/kWh LEC, ¢/kWh
5 7.01 (2.66)* 6.35 (2.25)
12 6.82 (2.28) 6.30 (2.11)
18 6.87 (2.30) 6.34 (2.10)
24 6.88 (2.25) - (2.10)
30 (2.10)
36 6.94 (2.22)

* Levelized Life-Cycle Maintenance Cost (£/kWh) in parentheses.
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The optimal ¢leaning interval seems to be around 12 months but would
be 18 to 24 months if maintenance expenses were not tax deductible. The
result is rather insensitive near the optimal point, In other words, the
cleaning schedule does not have to be rigorously enforced.

Table 31 shows the results of the runs testing versus inverter cost
and reliability combination in the flat-panel system. A discount rate of 20

percent was assumed.

TABLE 31. LEVELIZED LIFE-CYCLE ENERGY COST AS A FUNCTION OF
INVERTER RELIABILITY AND COST

Inverter Flat Panel
Reliability/Cost LEC, ¢/knn
MTBF = 12.0
(in months)
1 9.33 (2.32)*

Cost $15,500

MTBF = 24.0
2 9.19 {1.85)
Cost $22,689

MTBF = 32.4
3 9.22 (1.73)
Cost $26,747

MTBF = 64.8
4 9.42 (1.56)

Cost $39,180

* Levelized Life-Cycle Maintenance Cost (¢/kWh) in parentheses,

Y
The optimal inverter {minimum LEC) reliability/cost combination
seems to be the one with MTBF equal to 24 months, with a cost of $22,689,
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A more detailed analysis and discussion of the experimental design
and variance reduction techniques used to arrive at the above results are
discussed in the following section.

Reduction of Variation in Results

One of the primary purpases of reliability/maintainability modeling
is to be able to evaluate the sensitivity of the present value and levelized
cost of system-produced electricity to changes in design ar maintenance
strategies. The SOLREL model can produce a number of these sensitivity runs
quickly and at relatively Tow cost. SOLREL can also be run with different
random number streams to create a distribution around the estimated mean.
This distribution can assist the designer in avoiding extreme cases and in
understanding normal operating conditions.

In running SOLREL to test a particular design or maintenance stra-
tegy, it is essential that as much random variation as possible be either
eliminated or explained. The following describes a three phase approach for
using SOLREL to test alternative design and/or maintenance strategies (see
Figure 35).

Phase 1 consists of a single run of SOLREL with no consideration
given to the assignment of random number streams. Although this is the least
costly approach, it also yields the greatest random variation.

Figure 36 shows frequency distributions which represent the random
variatidn in maintenance costs associated with the total system as well as
those associated with the components and maintenance activities. From this
diagram, the random variation of the total system can be viewed as a combina-
tion of the random variations of Component A, Component B, Preventive
Maintenance, and {leaning. Each time a simulation is run, a paint from each
of the lower four curves (see X's) results., When these are combined they
result in one point on “he total system distribution, A Phase 1 run is
subject to variation equal to that of the total system curve.

An example might be helpful to show why Phase 1 is often ineffective.
Suppose a designer wishes to test the effect of a more reliable/more costly
inverter on system effectiveness. The failure timas of the inverter, however,
might be linked to the same random number stream as all other failure times,




PHASE 1

SINGLE
RUN

Cow D

ACCEPTABLE

TOO
ESTIMATE

RANDOM
ERROR

Ce

ACCEPTABLE

PHASE 2 TOO
—— ESTIMATE
RANDOM

ERROR

REASSIGN RANDOM
NUMBER STREAMS

TOO LARGE AND NO SOFTWARE CHANGES DESIRED

FIGURE 35.

PHASE 3
MULTIPLE €
RUNS
TOO

ESTIMATE
RANDOM
ERROR

ACCEPTABLE

STOP ’

FLOW CHART FOR THREE-PHASE APPROACH TO REDUCE
SOLREL OUTPUT VARIABILITY

gtl



M-COST

FOR
CLEANING
M-COST FOR
COMPONENT A
RELATIVE \
FREQUENCY
OF ] M-COST FOR
OCCURRENCE
PREV. M. M-COST FOR TOTAL
COMPONENT B SYSTEM
/ ‘ )MjOST

COST

FIGURE 36. MAINTENANCE COST FREQUENCY DISTRIBUTIONS FOR COMPONENTS,
GENERAL MAINTENANCE ACTIVITIES AND THE SYSTEM

6Ll



120

[f this were the case, a change in the number or timing of inverter failures
in the simulation could result in changes in the number or timing of failures
which occur to other components. This reduces the usefulness of the results
since it is unlikely that the insertion of a more reliable inverter into a
real system would affect such unrelated phenomena as failures of the control
subsystem or utility outages. A single run of Phase 1 is, in some cases,
sufficient to show a difference between the base case and the test case. The
result, however, would be subject to the cumulative random deviation of all
event types attached to the random number stream of the component being
tested.

Two methods exist for'reducing or explaining this random variation.
The first is the reassignment of random number streams (Phase 2}; and, the
second is multiple runs (Phase 3). Normally it will be less expensive for a
user who understands the software of SOLREL to proceed first to Phase 2 and
then to Phase 3. For & user who is unfamiliar with either Fortran programming
in general or the SOLREL software in particular, Phase 2 should be skipped and -
multiple runs performed, Figure 35 showed the decision process of selecting
the proper sequence of tests. Using the previous example of a more reliable
inverter, Phase 2 would involve the assignment of a single random number
stream solely to generate inverter failure times and another stream solely to
generate inverter repair times. With this adjustment, all other components
would operate as they did previously in the base case independent of changes
made to the inverter. What Phase 2 does in terms of the diagram (Figure 36)
is first to run a base case where a point from each of the lower four curves
results. Assume for the moment that Component A is the inverter., The points
for the base case run for Component B, for Preventive Maintenance, and for
Cleaning are then held fixed while tests are run on Component A, This reduces
the variation to that of Component A only {see Figure 37). When comparisons
are made between two simulation runs, this method limits the sources of random
variation to that caused by the random number streams for inverter faijure and
repair. Although Phase 2 eliminates some random variation, it may not ade-
quately describe that which still exists,

The best way to explain this remaining random error is to define the
distribution of results. This can be accomplished only by employing multiple
runs (Phase 3). In other words, a new set of random number steams should be
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defined for each run by changing the GASP data card containing the random
number seeds. The larger the number of runs the better defined will be the
distribution of results and the more precise will be the estimate of the mean
result. As the number of runs becomes large, a much tighter confidence inter-
val around the mean can be drawn. Additicnal runs will also yield a hetter
understanding of the distribution of individual results although the confi-
dence interval for individual results could grow, shrink, or remain the same.
In effect, the average total system maintenance cost curve shown in Figure 37
has been identified, allowing the designer to reduce variance in the mean to
whatever extent necessary.

F]at-Pane]--Test for More Reliable Inverter

The initial sensitivity analysis to consider a more reliable (and
higher cost) inverter was a Phase 1 test where one random number stream was
defined for all component failures and another one defined for all repair
times. The optimistic case {discount rate 13 percent) was selected. The 50
kW inverter MTBF was extended from 12 to 32.4 months, and the initial inverter
cost increased from $15,500 to $26,750, as estimated early in this report.
Table 32 shows a levelized maintenance cost of 2.28 ¢/kWh for the less
reliable inverter system and 1.57 ¢/kWh for the more reliable one. A ,
relatively high random error in the cost of $9,023 (13.8 percent) occurred.

It was calculated as follows. The more reliable inverter should fail 360/32.4
=11.1 times in 30 years. The less reliable inverter is expected to fail 30
times in 30 years or an additional (30 - 11.1) 18,9 times. The expected
repair cost per inverter failure is approximately $300 + (3$24)(%40) = 31,260,
Thus, the expected additional maintenance cost of the less reliable inverter
would be (1260)(18.9) = $23,800. Since the actual run created a maintenance
cost savings of $98,338 - $65,515 = 332,823, the estimated random error is
$32,823 - $23,800 = $9,023. |

In an attempt to reduce this random error, a single random number
stream was assigned to inverter failures and another to inverter repairs.

This technique is most effective when the random error is caused primarily by
components other than the inverter. Unfortunately, in the flat panel system,
the bulk of the unscheduled maintenance cost is due to repairs of the inverter.



TABLE 32. FLAT PANEL, SUMMARY OF TESTS FOR MORE RELIABLE INVERTER
1/2 SYSTEM (51 kWp)
Savings in
Lifetime Estimated Maint. Cost Estimated Lifetime Levelized i fe-
MTBF, Maint. Initial Savings in Stimulation Random Error Output, Maint, cgst, Life cgggf Eneray
months Cost Cost Maint.Cost Results in Cost 1000 mWh ¢/kih ¢/kih
One Random Number Stream for A1l Failures and
0 i is _
. o
12 $98,338 $306,000% - - - - 3.02 2.28 w
32.4 65,515 317,247 $23,800 $32,823 - -$ 9,023 -13.8% 3.036 1.57
One Random Number Stream for Inverter Failures
12 108,856 306,000 - - - - 2.997 2.58 7.04
32.4 71,673 317,247 23,800 37,183 -$13,360 -18.6% 3.029 1.73 6.67
(Discount Rate = 20%})
12 108,856 306,000 - - - - 2.997 2.57 9.49
32.4 71.673 317,247 23,800 37,183 -$13,360 -18.6% 3.029 1.82 9.27

»
¥or a 51 kW system at $6/Hp.
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In fact (see Table 32), the estimated random error actually increased to
$13,360 under these Phase 2 conditions. Therefore, for this case, a single
Phase 2 run offers no improvement over a Phase 1 run. For the Phase 2 run,
the levelized Tife-cycle energy cost of the less reliable system was 7.04 kWh
compared to 6.67 ¢/kWh (6.80 ¢/kwh when adjusted for the estimated random
error) for the more reliable system., Note that a relatively large percent
random variation in inverter repair costs (18.6 percent) causes a much smaller
percent variation when appiied to the total system lifetime cost

(6.80-6.67 = 1.9 percent). Based on these figures, the designer should
6.80

select the more reliable inverter. A second Phase 2 run using the same random
number streams with a 20 percent discount rate (pessimistic case) also showed
a preference for the more reliable system, 9.27 (9.41 adjusted for random
errar) ¢/kWh to 9.49 £/kWh,

A higher discount rate tends to emphasize the initial expenditure and
deemphas ize maintenance expense., Therefore, the more reliable inverter
becomes a somewhat less attractive alternative. Since the decision is less
certain in the 20 present case, and since the run produced a high random
error, this case was selected for multiple runs. Table 33 shows the results
of 10 additional base case runs {each with a different set of random number
streams) of the less reliable inverter system (MTBF=12.0) with a 20 percent
discount rate. Table 34 is the identical set of runs with the more reliable
inverter (MTBF=32.4). For the system with the less reliable inverter, the
average maintenance cost was $94,109, which can be expected to vary from
$87,137 to $101,081. Any single run, however, could vary from $71,732 to
$116,486 (95 percent confidence). Confidence intervals are calculated in the
following manner:

Confidence interval on mean = R +
tt 92151 1.8

where

t,975,11 = 2.201 {from standard tables).

is

<

For the lifetime maintenance cost in Table 33, the average cost or
$94,109 with a standard deviation of 11,417.



TABLE 33.

FLAT PANEL - TEST FOR MORE RELIABLE INVERTER, MTBF = 12 MONTHS,
DISCOUNT RATE = 13 PERCENT

One random number stream for inverter repairs and one for
inverter failures

Simulated

Est Savings Lifetime Levelized Life-Cycle
MTBF, Lifetime Initial in Savings in Output, Maint. Cost Energy
months Run # Maint. Cost Cost Maint. Cost Maint. Cost 1000 mWh ¢/kkh Cost, ¢/kkh

12 1 $88,917 $306,000 - - 3.022 2.36 %.35

12 ? 85,041 u - - 3.019 2.19 9.25

12 3 74,706 " - - 3.030 1.93 9.06

12 4 104,676 " - - 3.010 2.56 9.49
12 5 96,076 " - - 3.019 2.42 0.36 3
(4,1

12 6 113,983 " - - 3.004 2.60 9.52

-12 7 91,237 " - - 3.011 2.18 9.25

8 85,899 o - - 3.018 2.36 9.35

2 9 90,534 " - - 3.023 2.10 9.16

12 10 95,273 u - - 3.009 2.29 9.34

12 11* 108,856 " - - 3.029 2.57 9.49

x = $94,109 X = 3.0147 x=2.32 X =9.33

s = 11,417 s = .0095 s = 212 s = .142

95% Conf $71,732 - $116,486 (norma} distribution) 95% Conf 2.996 - 3.033 1.90 - 2.74 9.05 - 9.61

On obs.  $86,532 - §101.685 (studentized t dist.) On Mean 3.008 - 3.021 2.18 - 2.46 9.24 - 9.42

On Mean

*

Run 11 was base run



TABLE 34.

FLAT PANEL - TEST FOR MORE RELIABLE INVERTER, MTBF = 32.4 MONTHS,

DISCOUNT RATE = 20 PERCENT

One random number stream for inverter repairs and one for

inverter failures

Est. Savings Simulated Estimated Lifetime Levelized Life-Cycle
MTBF, Lifetime Initial in Savings in Random Output, Maint, Cost Energy
Months Run # Maint. Cost Cost Maint. Cost Maint_ tost Error 1900 mWh Cost, ¢/kWh
32.4 1 $73,814 $317,247 $23,800 $15,103 $8697 11.8% 3.033 1.85 9.30
32.4 2 70,537 " " 14,504 9296 13.1% 3.029 1.66 9.18
32.4 3 58,876 Y " 15,830 7970 13.5% 3.041 1.52 9.07
32.4 4 69,480 " " 35,196 -1139%6 -16.4% 3.030 1.79 9.26
32.4 5 73,596 " " 22,480 1320 1.8% 3.034 1.87 9,28
S
32.4 [ 71,942 " " 42,001 -18241 -25.4% 3.033 1.84 9.30
32.4 7 68,595 " " 22,642 1158 1.7% 3.028 1.63 9.17
32.4 8 +4,596 " " 11,303 12497 16.8% 3.024 1.81 9.29
32.4 9 68,977 " " 21,557 2243 3.3% 3.030 1.52 9.09
32.4 10 69,570 " " 25,703 -1903 -2.7% 3.024 1.69 9.22
32.4 n* 71,673 " " 37,183 -13360 -18.6% 3.029 1.82 9.27
X = $70,150 . -
s = 427 =130 X =1.727 %=9.22
.0N48 s = .130 s = ,083
95% Conf $61,779 - $78,521
s 95% Conf 3.021 - 3.089 - -
on obs $67,743 - §72.557 1.47 - 1.98 9.06 - 9.38
on Mean 0n]2ﬁs 1.65 - 1.80 9.18 - 9.26
On Meaﬁ 3.028 - 3.032

*Run 11 was base run
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The 95 percent confidence interval on the mean becomes:

$94,109 + (2.201) (11.417) =
11

$94,109 + $7576.6 =

$86,532 to $101,685.

One would expect confidence intervals on the mean of 11 observations to be
smaller than the confidence interval on any single observation which could
occur, The following procedure shows how this confidence interval is calcu-
lated when a normal distribution of observations is assumed.

Confidence interval on next observation = i.i N.g75 S
where

X

il

average or mean of all abservations

S sample standard deviation

N,g75 = deviate from standard normal distribution = 1.96.

Again using the sample of the lifetime maintenace cost in Table 33, the confi-
den¢e interval on the next observation becomes

$94,109 + (1.96) (11.417)
= $94,100 + 22,377
= $71,732 to $116,486.

The electrical output is much less variable with a mean of 3.015 x 106MWH
and a range from 3,009 to 3.020 x 106MWH. The levelized maintenance cost
averaged 2.32 ¢/kWh with a 95 percent confidence interval of 2.18 to 2.46
¢/kWh, The average levelized life-cycle energy cost was 9.22 ¢/kWh for the
more reliable inverter and 9,33 ¢£/kWh for the less reliable one. Again, the
confidence interval for a single run will be larger. Similar statistics are
shown in Table 34 for the case of the more reliable inverter. '

An additional inverter alternative was then tested to see whether an
even more reliable inverter might be optimal. The first set of runs (see
Table 35) was for an inverter with MTBF=64.8 months (20,000 operating hours)
and cost of $39,180. It is recognized that this high an extrapolation of MTBF
and costs is theoretical only and is not likely to be practical at the present



TABLE 35. FLAT PANEL - TEST FOR MORE RELIABLE INVERTER, MTBF = 64.8 MONTHS,
DISCOUNT RATE = 20 PERCENT

One random number stream for inverter repairs

Est Sim. Results Est. Random Lifetime Levelized Life-Cycle
Months Lifetime . Initial in Savings in Error Output Maint. Cost Energy Cost
MTBF Run # Maint, Cost Cost Maint. Cost Maint. Cost Cost 10 MuH ¢/kih ¢/ kWh
64.8 1 $67,347 $329,680 $30,800 $21,570 $9230 13.7% 3.039 1.65 9.48
64.8 2 64,205 " " 20,836 9964 15.5% 3.033 1.50 9,40
64.8 3 54,919 " " : 19,787 11,013 20.0% 3.045 1.40 9.3
64.8 4 66,920 " " 37,756 -6956 -10.4% 3.034 1.59 9.44
64.8 5 68,075 " " 28,001 2799 4.1% 3.0 1.72 9.50
64.8 6 64,288 " " 49,695 -18895 ~29.4% 3.03% 1.66 9.48
64.8 7 61,513 " " 29,724 1076 1.7% 3.036 1.46 9.37
64.8 8 66,328 " " 19,571 11,229 16.9% 3.030 1.54 9.43
64.8 9 60,511 . " 30,023 777 1.3% 3.040 1.38 9.31 s
64.8 10 61,188 " " 34,085 -3285 -5.3% 3.034 1.55 9.44 o
64.8 1 62,067 " " 46,789 -15,989  -25.8% 3.032 1.66 9.49
X = $63,39 X = 3.037 1.555 9.42
S = 3877.35 S = .004% 122 .068
95% Conf on Mean = $61,105 - $65,687 95% Conf on Obs = 3.028 - 3.046 1.34 - 1.77 9.29 - 9.55

95% Conf on OBS

$54,862 - $71,930 95% Conf on Mean = 3.0634 - 3.040 1.48 - 1.63 9.38 - 9.47



129

time. The results showed an average levelized Tife-cycle energy cost of 9,42
¢/kWnh, higher than for the MTBF=32,4 inverter (9.22 ¢/kWh).

Next, an inverter with MTBF=24,0 and cost = $22,689 was tested. This
resulted in the lowest levelized life-cycle energy cost of any of the four
alternatives. The results appear in Table 36 and Fiqure 38.

Table 37 compares the four inverter alternatives in terms of level-
ized 1ife cycle energy cost (LLEC ). Figure 38 shows the same results
graphically. The two best alternatives (MTBF=32.4 and 24.0) can be com-
pared statistically. Their differences for all 11 runs appear in Table 37.
The average difference as well as the confidence intervals on the mean and
individual observation are both useful in judging whether or not the differ-
ance between the two alternatives is significant:

X
S

.0273 (MTBF=24)-(MTBF=32.4)

.0184.

]

95% confidence interest on mean: ,0092 to ,0453.
95% confidence interest on next observation: -.0090 + ,0635.

These results indicate that on average the MTBF=24 inverter yields a
levelized 1ife cyclie energy cost which is .0273 ¢/kWh lower than the
MTBF=32.4 system. The 95 percent confidence interval on the mean indicates
that for any set of 11 trials, it is highly unlikely that the MTBF=32.4 system
will ever outperform the MTBF=24.0 system. The confidence interval on the
next observation shows a possibility of a negative result. This indicates
that for any single run, it is possible for the MTBF=32.4 system to do better
than the MTBF=24.0 run. The probability of this occurring is calculated as
follows:

D LLEC LLEC -
32.4 system < 24,0 system

= N,5.q Where N is the standardized normal deviate

L=

.0273

m = 1,475 = N_5..0c .
From standardized normal tables .5-a = .430, There a = .070. In other words,
there is only an 7 percent chance that for any single run the MTBF=32.4 system
will outperform the MTBF=24,0 system.




TABLE 36. FLAT PANEL - TEST FOR MORE RELIABLE INVERTER, MTBF = 24 MONTHS,
DISCOUNT RATE = 20 PERCENT

One random number stream for inverter repairs.

Est Savings Simulated Est. Random Levelized Life-Cycle

MTBF, Lifetime Initial in Savings in Error Lifetime Maint. Cost Energy
Months Run # Maint. Cost Cost Maint Cost Maint. Cost in Cost Qutput ¢/kih Cost , ¢/kWh
24.0 1 $77.,634 $313,189 $18,900 $11,283 ¥.617 9.8% 3.034 1.96 9.25
24.0 2 72,301 " " 12,740 6,160 8.5% 3.028 1.77 9.15
24,0 3 63,324 " " 11,382 7,518 11.9% 3,038 1.60 9.03
24.0 4 82,140 " " 22,536 -3,636 -4.4% 3.022 1.96 9.28
24.0 5 80,768 " " 15,308 3.592 4.4% 3.030 1.99 9.26
24.0 6 17,150 " " 36,833 -17,933-23,2% 3.034 1.96 9.26
24.0 7 73,511 " " 17,726 1,174 1.6% 3.027 1.75 %.14
24.0 8 75,405 " " 10,494 8.406 11.1% 3.026 1.95 §.27
24.0 9 76,174 u " 14,360 4,540 6.0% 3.030 1.64 9.05
24.0 10 72,748 " " 22,525 -3,625 -5.0% 3.025 1.80 9.19
24.0 n 74,506 " " 34,350 -15,450-20.7% 3.023 1.94 9.25

X = $75,060 i = 3.0288 1.85 3.19

S = 4,985 S = .00498 .1412 .0898
35¢ Conf. Int 95% Conf. Int

Mean = $71,752 - 78,368 Mean = 3.026 - 3.032 1.76 - 1.93 9.13 - 9.25

Obs. = 65,290 - 84,830 0BS = 3.024 - 3.034 1.57 - 2.12 9.02 - 9.37

0l
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TABLE 37. COMPARISON OF SYSTEM LEVELIZED LIFE-CYCLE ENERGY COST
(¢/kWh) FOR ALTERNATIVE INVERTERS
Differance
MTBF = MTBF = MTBF = MTBF = Between Two
Run # 12 Months  24.0 Months  32.4 Months 64.8 Months Best Alternatives
1 9.35 9.25 9.30 9.48 +.05
2 9.25 9.15 3.18 9.40 +.03
3 9.06 9.03 9.07 9.31 +.04
4 9.49 9.28 9.26 9.44 -.02
5 9.36 9.26 9.28 9.50 +.02
6 9.52 9.26 9.30 9.48 +.04
7 9.26 9.14 9.17 9.37 +.03
8 9.35 9.27 9.29 9.43 +.02
9 9.16 9.05 9.09 9.31 +.04
10 9.34 9.19 9.22 9.44 +.03
11 9.49 9.25 9.27 9.49 +.02
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Flat-Panel--Test for Cleaning Intervals

Table 38 shows the results of the flat panel system being tested for
array cleaning intervals of 6, 12, 18, 24, and 36 months respectively. A
discount rate of 13 percent {optimistic case) was used. A random number
stream was defined for all preventive maintenance times without special
consideration of cleaning (Phase 1), Table 39 shows a similar set of results
when the cleaning activities are assigned to a unigque random number stream
(Phase 2 Method). The estimated random errors have been reduced as expected.
The recommended cleaning interval which minimizes maintenance cost is
somewhere between 24 and 36 months (see Figure 39). Maintenance expense is
tax deductible in a commercial system, however, which provides an incentive to
clean the system more often. As a result, the levelized Tife-cycle energy
cost is minimized when cleaning occurs close to every 12 months (See Table 39

and Figure 39).

Passively Cooled Concentrator--
Test for Cleaning Intervals

Both Phase 1 and 2 runs were made for cleaning intervals of 6, 9, (Phase 1
only) 12, 18, 24, and 30 (Phase 2 only) months, respectively for the
passively cooled concentrator system. A discount rate of 13 percent
(optimistic case) was used. The results appear in Tables 40 and 41. Again,
levelized maintenance cost is minimized when cleaning occurs every 18 to 24
months (2.09 ¢/kWh see Figure 40). Due to the tax deductibility of
maintenance expense, levelized life cycle energy cost is minimized when
cleaning is initiated every 12 to 18 months (6.30 ¢/kWh).

Sensitivity Analysis Using the
State Space Methodology

The purpose of this section is to illustrate how the state space
mode] can be used to perform sensitivity analyses on the PV systems examined.
In the state space model, the system's output, P {expressed in kW per 30
years), is expressed as a function of the following parameters:

e W, the nominal system capacity in watts



TABLE 38. FLAT PANEL - SIMULATION RUNS TO TEST FOR CLEANING INTERVAL

EFFECT ON LIFE-CYCLE ENERGY COSTS, DISCOUNT RATE = 13 PERCENT
Random number stream defined for all preventive maintenance.

Estimated Add. Additional* Estimated Lifetime Levelized Life-Cycle
Cleaning Lifetime Cleaning Cost Cleaning Cost Random Error Output Maintenance Energy
Interval Maint @ $320/Cleaning Stimulation Results in Cost {1000 mWh) Cost (¢/kWh) Cost, (¢/kWh)
[ $116.,835 $14,400 $21,910 7510 6.4% 3.042 2.66(2'49) 7.01 (6.94)
12 98,338 4,800 3,413 -1387 -1.4% 3.029 2,28(2.31) 6.82 (6.83)%*
(2.24)2*
18 92,798 1,600 -2,127 -3727 -4.0% 2.997 2.15
24
(Base 94,925 - - - - 2.976 2.24(2-28)
Period)
36 92,883 -1,600 -2,082 442 0.5 2.930 2.20(2-23}

* With reference to 24 month interval. (Values in parentheses are adjusted for estimated random error.)
**  Minimum.

el



TABLE 39. FLAT PANEL - SIMULATION RUNS TO TEST FOR CLEANING INTERVAL
EFFECT ON LIFE-CYCLE ENERGY COSTS, DISCOUNT RATE = 13 PERCENT

Random number stream isolated for cleaning.

Cleaning Estimated Additional Additional Estimated Lifetime Levelized Life-Cycle

Interval, Lifetime Cleaning Cost Cleaning Cost Random Error Output, Maintenance Energy
Months Maint. Cost @ $320/Cleaning Simulation Results in Cost 1000 mih Cost  ¢/kkh Cost, ¢/kWh
12 $98,338 $6,400 $5,455 95 -1.0% 3.021 2.28¢2-30) 6.82"(6-83)
18 98,358 3,200 5,475 +¥2275  +2.3% 2,997 2.30(2-28) 6.57(6-85)
24 95,666 1,600 2,783 183 H.2% 2.976 2.25(2-22) 6.88(6-87)
36 92,883 - ; - - 2.930 2.22(2-22) 6.94(6-94)

* Values in parentheses are adjusted for estimated random error.

GEL
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TABLE 40. PASSIVELY COOLED CONCENTRATOR-SIMULATION RUNS TO TEST FOR

CLEANING INTERVAL EFFECT ON LIFE-CYCLE ENERGY COSTS,

DISCOUNT RATE = 13 PERCENT

Random number stream defined for all preventive maintenance.

Cleaning Estimated Add. Additional

t Estimated Lifetime Levelized Life-Cycle
Interval, Lifetime Cleaning Cost Lleaning Cost Random Error Output, Maintenance Energy

Months Maint . Cost @ $800/Cleaning Simslation Results in_Cost 1000 wikh Cost, ¢/kWh Cost, ¢/kWh

6 $470,054 $36,000 $37,789 $1789 0.4% 16.268 2.14{2:13) 6.2(6-29)
9 434,803 20,000 2,538 17462 -4.0% 16.209 1.98(2-06)

12 454,423 12,000 22,158 10158 2.2% 16.154 2.10t2-05) 6.30(6-28)
18 457,551 4,000 25,286 21286 4.7% 16.027 2.12(2.02)
2 432,265 - - - - 16.908 2.01(2.01)

Values in parenthesis are adjusted for estimated random error.

AN



TABLE 41. PASSIVELY COOLED CONCENTRATOR-SIMULATION RUNS TO TEST FOR
CLEANING INTERVALS EFFECT ON LIFE-CYCLE ENERGY COSTS,
DISCOUNT RATE = 13 PERCENT
Random number stream defined for cleaning only.
Cleaning Estimated Add, Additional Estimated Lifetime Levelized Life-Cycle
Interval, Lifetime Cleaning Cost Cleaning Cost Random Error Output, Maintenance Energy
#Months Maint. Cost @ $800/{1eaning Simulation Results in Cost 1000 mWh Cost. ¢/kWh Cost, ¢/kWh
6 $493,800 $32,000 $39,480 7480 1.5% 16.264 2.25(2-22) 6.35(6-34)
12 461,772 8,000 7.452 - 548 -0.1% 16.154 2.2 6.30 (6-30)
18 454,320 - - - - 16.018 2.10(2-10) 6.34(6:34)
24 451,697 - 4,000 - 2,623 1377 0.3% 15.912 2.10 (2:09)
30 448,140 - 6,400 - 6,180 220 -0.05% 15.776 2.10(2:10)

Values in parentheses are adjusted for estimated random error.

BEL
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e B, the expected system capacity fraction (from state space model)
e DP, the system permanent degradation factor

o [, the equivalent hours of full insolation during the given period
e D, the system degradation factor resulting from dirt accumulation.

To evaluate the effects of changes in any of these factors on the system, the
state space methodology is exercised with modified factors to determine the
resulting changes in the system's output and maintenance costs. The systems
used were those described in detail in Volume 2.

Table 42 shows some typical changes affecting the abave parameters
and the required computations in the state space model.

Table 43 presents the result of the sensitivity analysis for changes
in size and connection of two inverters in each of the three systems examined
{in Volume 2}, The alternative system designs using these inverters are as
follows:

¢ Case 1: Both inverters are rated at 60 percent of the nominal
system capacity and are operating in an active-redundancy mode,

e Case 2: Both inverters are rated at 80 percent of the nominal
system capacity and are operating in an active-redundancy mode.

e Case 3: Both inverters are rated at 100 percent of the nominal

system capacity, but are operating in a standby-redundancy mode.
The marginal cost/kWh given in the table (in current value dollars) is
computed as the ratio of the additional maintenance costs (resulting from
adding an inverter implement the described operating mode) to the increase in
power production for that same operating mode. This marginal cost/kWh does
not include any capital expenditure (such as the purchase of a larger or an
additional inverter}.

It can be seen from Table 43 that the original system is as low in
maintenance cost per kWh or lower than most of the cases considered. A very
slight advantage exists in all alternatives for the Lea County System. Even
though this example does not recommend design changes, it does exhibit the
use of the methodology in sensitivity analyses.
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TABLE 42. POTENTIAL CHANGES IN SYSTEM'S INPUT DATA
AND THEIR EFFECTS ON STATE SPACE MODEL

Changes Computation Requirements (Effects)
Components fatlure/repair rates Recompute subsystem state probabilities
and expected system capacity, 2
Components Togical configuration Recompute subsystem state probabilities
and expected system capacity, B
Change in inverter rating/other Recompute system expected capacity, 8
component rating
Cleaning frequency (interval Recompute total annual insolation hours,
between cleaning = n months) given profile of degradation due to dirt
(e.g., degradation rate)
Permanent degradation/degradation Recompute annual power production
due to cell failures--rate or
profile

(ALL THE ABOVE CHANGES WILL REQUIRE THAT THE ANNUAL POWER PRODUCTION BE RECOMPUTED)

Repair costs Recompute maintenance costs

Frequency of preventive maintenance Recompute maintenance costs
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TABLE 43. RESULTS OF CHANGES IN INVERTER LOGICAL

CONFIGURATION ON ALL THREE SYSTEMS

BOM#** Lea County APS**
System System System

Original System

8 0.964267 0.989419 0.359736

Maintenance cost, ¢/kwh 8.54%** 3.24 2.63

(current value)

Case 1 (Each inverter at 60%, active)

B 0.966005 0.991280 0.961186

% change in production, 30 years .18 0.19 0.15

Marginal maintenance cost, ¢/kwh 88z.2 0 256.2

New maintenance cost, ¢/kwh 10.11 3.23 3.0
Case 2 (Each inverter at 80%, active)

g 0.969641 0.995011 0.964799

% change in production, 30 years 0.56 0.57 0.53

Marginal maintenance cost, ¢/kwh 285.2 ¢ 73.4

New maintenance cost, ¢/kwh 10.7 3.22 3.00
Case 3 (Standby inverter at 100%)

B 0.973352 0.998827 0.968486

% change in production 0.94 0.85 0.91

Marginal maintenance cost, c¢/kwh 3.4 0 .58

New maintenance cost, ¢/kwh 8.49 .2 2.61

]

*Capital costs for additional inverters are not included.

*%The BOM and APS systems will require an additional inverter each, si7ce these two

systems initially have only one inverter.

are each rated at 50% of nominal svstem capacity.

***Thermal output not included in computations for BDM.

However, the Lea County System's inverters
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General Discussion--Sensitivity Analyses

In this section, only two of numerous design questions have been
addressed, namely the optimal cleaning internal and optional inverter dasign.
(A summary of the types of runs performed appears in Table 44,) The SOLREL
model however, can perform similar analyses on any of the components or on any
of the maintenance strategies. It can also test the sensitivity of the
various degradation assumptions. In fact, the sensitivity of any parameter
which enters through a data card can be tested to aid the system designer in
his search for the optimal system.

It is recognized, of course, that these examples are conducted on
systems that are in final design and have already been optimized through
various techniques. Also, the failure rates assumed are sometimes optimistic.
As a result, the absolute changes in LEC are small especially in the cases of
changing inverter costs and reliability. This would not be the case if the
analysis started with higher inverter failure rates. These examples are done
strictly to demonstrate the techniques.

The state space model is useful to quickly assess changes in system
configuration, as shown. B

The extent of the optimization attempted is, of course, 1imited by
the accuracy and reality of the input cost, performance, and reliability data
used.




TABLE 44.

TESTS RUN USING SOLREL TO INVESTIGATE RANDOM ERRORS

Discount
Test Rate, Phase Phase Phase
No. System percent Test 1 2 3
1 Flat Panel 13 Inverter MTB = 12, 32.4 months X X
2 Flat Panel 20 Inverter MIBF = 12, 24, 32.4, X X
64.8 months
Flat Panel 13 Cleaning Interval = 8, 12, 18, X X
24, 36 months
Passively Cooled 13 Cleaning Interval = 6, 9, 12, 14, X X

Concentrator

24 months

Pyl PU®B E9l
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CONCLUSIONS AND RECOMMENDATIONS

The program provides useful procedures and models of reliabiiity/
availability to be combined with economic analyses of PV systems which will
aid the PV system designer in minimizing 1ife-cycle energy costs. Interfaces
with existing design models such as PV system design simulations and the JPL
Flat-Plate PV Module and Array Circuit Design Optimization Methodology are
also featured. This will permit more alternative designs to be considered by
evaluating the economic effect of changes in initial equipment costs to
improve reliability, The economic effect of varying maintenance strategies
can also be tested.

The attention given reliability during the various stages of design
of a PV system should assure that proper tradeoffs, allowances, and plans are
made and that the resulting system designs will be balanced from the
performance/availability/cost viewpoint.

Experience gained during the program has reemphasized the fact that
few reliability/maintenance cost data are available for PV components and
subsystems., A vital ocutput from the ongoing photovoltaic application experi-
ments ("PRDA's"), once their system early-l1ife "infant mortality" period is
over, should be a wealth of data needed in these areas.

The form of the input data used in this program should provide a

definition of the kind of reliability and maintainability data which should be
collected from the PRDA system experiments after the performance of the
systems stabilizes, The usefulness of such data in quiding future PV designs
would thus be maximized.

This program was the first known to use the JPL Flat-Plate PV Module
and Array Circuit Design Optimization Methodology to model concentrator
systems. The curves available in the handbook for this technique were
designed for flat-plate arrays. Thus, the number of cells in series-parallel
connections and bypass diodes were representative of flat-plate systems.
Using them to model concentrator arrays requires some interpolation. It is
recommended that the JPL computer program which generated the curves used in
the analyses be rerun for series-parallel cell connections and bypass diodes
that are typical of concentrator systems.
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The estahlishment of realistic reliability levels for subsystem
specifications are expected to be more readily accomplished through the use of
these methodologies. Iteration of subsystems reliability goals and their
ef fect on systems can be acertained and the most practical combination chosen.

The models, although designed in this study for intermediate-sized
systems, can be altered slightly to become applicable to large utility-sized
systems in one direction, and to small residential or remote systems in the
other direction. For both systems, different tax-related economic considera-
tions would apply than are used in intermediate industrial/commercial PV sys-
tems. However, the basic structure of the availability and economic computer
models developed would require only minor alteration for them to be useful in
evaluating these other systems.

Other activities that should be performed in the future are partially
dependent on the development of appropriate field-experience data. The simula-
tion methodology has the ability to deal with reliability data on Tower (more
detailed) system levels than at the subsystem Tevels currently demonstrated.
It can also handle many more statistical distributions of part/component fai-
Tures than the two used in the simulations to date (exponential and Weibull).

Additional experiments should be performed to further develop and
demonstrate the methods. Activities such as "test-analyze-and-fix" should be
conducted on new PV systems and subsystems. These tests, in conjunction with
reliability models, can help the designer find weak reliability points in the
design, which can then be modified to evolve a product that meets all relia-
bility and life-cycle energy cost requirements,




(1)
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