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FINAL REPORT 

RELIABILITY-ECONOMICS ANALYSIS 
MODELS FOR PHOTOVOLTAIC 

POWER SYSTEMS 

VOLUME I 

LAWRENCE H. STEMBER, WILLIAM R. HUSS, 
AND MICHAEL S. BRIDGMAN 

INTRODUCTION 

The objective of this study is to review the characteristics of 

current and future photovoltaic power systems and develop alternative system 
reliability/availa~ility models which incorporate design, reliability, cost, 

and maintenance information to predict both annual maintenance cost and energy 
production over the system life. Thus, combined with initial cost and 

operating cost information, the model would predict levelized cost per kWh; 
and PV system designers would have a method to use in design tradeoffs to 

minimize life-cycle energy cost. 
The operation of large terrestrial photovoltaic (PV) power systems 

(over 50 kWp) is a fairly recent event. Thus, failure rate, repair time and 
cost data for many PV subsystems and components are lacking. In spite of 

this, reliability/availability models can still significantly affect today's 

system design decisions by enabling the designer to estimate the change in 

life-cycle energy costs as alternative subsystems and configurations are 
represented. As accurate test and field data become more generally available 

at lower systems levels, the models can represent the systems at a greater 
level of detail and with better accuracy. At present, their principal value 

is to emphasize reliability and ~aintainability early in the system design 
process, with resulting improvements in component part application and 

subsystem design. 
The purpose of this study is to provide an integrated reliability/ 

maintainability model (an availability model) which represents failure, lost 

production, scheduled and unscheduled maintenance. (See Figure 1.) 
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The optimal system is the one with relatively low initial cost which 

assures a reliable, easily maintained system where the total life-cycle cost 
per unit of energy delivered is minimized. The life-cycle cost portion of 

this optimization is shown as a function of MTBF (mean time between failure) 

in Figure 2. The minimum of the familiar U-shaped life-cycle cost curve 

locates the MTBF goal. This would assume that energy delivered over system 
life is independent of MTBF. From a life-cycle energy cost minimization view, 

if energy delivered over system life increases slightly, as is likely with 
increasing MTBF, the optimum MTBF would be slightly higher. 

The content of this report is covered in the summary; however, for 

general orientation, the report's overall organization is described in the 

following: It is divided into two volumes. The first volume contains the 
development of an example application of the methodologies. This is followed 

by the use of the outputs of the example in life-cycle energy cost and sensi­

tivity analysis for systems optimization. The second volume includes the 

application of the techniques to three PV system designs. Also included are 

other details of the metholodogies' developments. 

Photovoltaic power systems are the primary systems considered, so the 
three basic PV system types are described in the beginning of Volume I. After 

this, the kinds of reliability and maintenance data needed for analysis are 

outlined. Then, alternative analysis approaches are described, and the two 

methodologies chosen for use in the pro(lram are demonstrated in some detail 
using a generic passively cooled photovoltaic concentrator system for the 

analysi s. 
The methodologies chosen are: an analytical approach, namely, the 

state space methodol09Y whi ch uses Markov chain techniques; and a simulat ion 
methodology, which employs available computer simulation programs that can 

incorporate a wide variety of statistical distributions through Monte Carlo 

techn i ques. 

After the two methodologies are demon~trated by using the same PV 

system design and data, the utility of life-cycle energy cost calculations and 
their compatibility with the previously described methodologies are covered. 
Examples of variations in system design or maintenance philosophies are then 

used to demonstrate the methodologies' application to sensitivity studies and 

to compare designs and choose one with the lower life-cycle energy cost. 

", 

.. 
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Volume II contains an analysis of three present-day solar projects. 

These are intermediate-size photovoltaic systems built under DOE sponsorship, 
which are either now on-line or scheduled to be producing energy in the near 

future. Three separate sections in this second volume contain the application 
of each of the two methodologies to each system. In the latter part of the 

third section, the results of the application of the two techniques are 
compared. The volume also contains appendixes which provide mathematical 
developments and programming details for the two techniques. 
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SUMMARY 

Many factors in PV system design, development, reliability, mainte­

nance, and economics are considered in this report. The J110dels developed pull 

all of these aspects together to join preliminary design activities with life­

cyc le cost eq uat i on s. Th e mai n mi ss i ng 1 ink that the developed met hodo 1 ogi es 
provide is a direct way to calculate annual maintenance cost and annual energy 

produced, recognizing failures, preventive maintenance, degradation, and other 
conditions which incur cost or reduce energy output by the systems. 

In order to orient the reader to photovoltaic system designs, three 

typical classes of photovoltaic systems are described in detail. These are: 

the flat-panel system, the passively cooled concentrator system, and the 
actively cooled concentrator system. Briefly, the first of the three is a 

passive system which is usually built at a fixed angle, facing south, using 

large solar-cell module areas to intercept the sunlight and transform its 
energy to electrical output, The second and third systems use lenses or mirrors 

to concentrate the sunlight onto much smaller solar cell areas. This concen­

tration results in a magnification of cell energy density on the order of 20 to 

200 times. However, these systems must focus directly on the sun, tracking it 

throughout the day, in order to accomplish this increase in energy intercepted 

per unit cell area. The main difference between these two concentrator systems 

is that the first type is cooled by fins to maintain the solar cells below 

their maximum operational temperature, whereas the actively cooled type has a 

working fluid which transfers the heat away from the cells, sometimes to a use­
ful load. Block diagrams and general characteristics of these systems are dis­

cussed, and examples are given of the transformation of detailed functional 

block diagrams into simpler function block diagrams usable in reliability 
analysis. 

The general type of reliability data needed for these analyses are 

descr ibed, and re 1 i abil i ty an a 1 ys i s ap proaches are exp la i ned to fi t the data 

into the context of the problem. The kinds and availability of maintenance­
time and cost data are also discussed. One overriding factor in both areas is 
that, because of the newness of many of the system designs, dependable data 

are not yet available. However, some information can be extrapolated from 
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similar equipment in other fields such as uninterruptable power supplies, 
which make use of batteries and inverters. 

After a wide-ranging discussion of reliability/availability method­
ologies, an example of a fault tree model is presented in some detail. Fol­
lowing this, the methodology developed by the Jet Propulsion Laboratory (JPL) 
to analyze the degradation caused in array fields by individual cell failure 
is explained. 

Two methodologies were selected and developed. These were the state 
space and the SOLREL techniques. The development of the state space methodology 
and its application to photovoltaic systems is extensively explained and demon­
strated using the generic PV concentrator system. A simulation methodology 
called SOLREL was developed using the GASP IV computer program. It is described 
in detail and the same generic concentrator system is analyzed to show the 
approaches and capabilities of the simulation method as contrasted with the 
state space methodology. Extensive details of the input data required are given 
and references are made to the Volume II appendixes which contain mathematical 
details and sections of the computer program. A wide variety of output tables, 
charts, and graphs are used in Volume I to provide concrete examples of the out­
put of these two techniques. 

As in most analytical modeling techniques, the state space method has 
the disadvantage of requiring more assumptions to be accepted than the more 
extensive computer simulation method, but it can be accomplished with less man­
power and computer resources. The simulation approach has the disadvantage of 
producing a result which has a wide confidence band, but its capabilities are 
such as to present a more detailed representation of the real world. Repeated 
runs of the computer model can reduce the size of the confidence interval. Its 
other disadvantage is that a large computer is usually required and a programmer 
or someone familiar with the algorithm used must be employed to make changes in 
the model. The analytical approach, using a hand-held calculator, would thus be 
more useful early in the system design, while the simulation approach should be 
valuable later in the process as more detailed knowledge becomes available. 

Life-cycle energy cost calculation methods and their computer imple­
mentations are described to show how the output of the methodologies developed 
are used as inputs for the life-cycle energy costs computations. 
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The primary output that has been unavailable for life-cycle energy 
computations to date is that of annual system maintenance costs. Since 
failures, repair, preventive maintenance, and other costs are simulated with 
the methodologies, a reasonable and practical estimate of annual power output 
by year over a long-term period may be provided. This includes the de9rada­
tion due to lost time caused by failures of subsystems; degradation in array 
output due to dirt, yellowing, cell failures, and the like; and interruptions 
in system operation due to high winds or other extreme weather conditions. Of 
course, all of these outputs are no better than the input data and, for the 

purposes of this report, many of these data are only general extrapolations or 
approximations. Extensive operational experience with actual systems and 
components is needed to provide data which are truly representative of long­

term photovoltaic system operation. 
The second volume of the report contains the application of each of 

the two methodologies to three separate photovoltaic systems in the inter­
mediate size class. The first is the Lea County Electric flat-panel system in 
Lovington, New Mexico; the second is the Arizona Public Service installation 

at the Sky Harbor airport in Phoenix, Arizona, with a passively cooled 
concentrator system array; and the third is the Braddock, Dunn & MacDonald 
(BDM) actively cooled concentrator system installed on the roof of their 
facility near the airport in Albuquerque, New Mexico. Input data estimates, 

the process of modeling the systems, and the outputs resultin9 from each 

methodology are presented in that volume. 
A bri ef section then presents a compari son of the results cal culated 

using the two different methodologies. 
The program has resulted in the development of two reliability­

economic analysis models that, combined with proper collection of field data 

on photovoltaic components and subsystems, can develop predictions of system 
maintenance cost and annual power output over time. The models need to be 
applied to future system designs as well as to additional contemporary systems 

to accommodate data in order to further evolve the techniques and increase their 
usefulness. It is also recommended that these techniques be applied to other PV 
systems of both larger and smaller size and to remote systems with energy storage 

to further expand their usefulness. 
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PHOTOVOLTAIC SYSTEM CATEGORIZATION AND DATA 

Photovoltaic systems providing energy compatible with the 60 Hz power 

grid and those remote stand-alone PV power systems independent of the grid are 
the two major categories of PV power. The present study deals with the grid­

connected systems, which are composed of three size classes: Residential, 
Intermediate, and Central Station. The Intermediate-size systems(l), which 

are emphasized in this project (for businesses, schools, hospitals, etc.), are 
characterized by the ranges from 20 kWp to 500 kWp. Figure 3 shows a general 

block diagram of the kind of systems involved. Failure of the PV power does 

not interrupt the power to the load because it is backed up by the utility 

grid. 

Flat-Panel Photovoltaic System 

Figure 4 expands the general diagram of Figure 3 and illustrates the 
functional details of a generic flat panel power system. This generic array 

type is designed to face south in rows with panels fixed at an angle with the 
horizontal approximately equal to that of the latitude (without seasonal 
adjustment). Essentially, it is a passive system with no moving parts. The 

solar cells are wired as a large network of series-parallel connections with 

bypass diodes in parallel with the celJs. This arrangement minimizes the 
effect of failure of individual cells on the system power output. The power 

conditioning subsystem contains large silicon-controlled rectifiers and power 
transistors to convert the d-c power from the array to 3-phase a-c. It also 

includes a control module and a large, special transformer to step up the 
voltage. These components interface and synchronize the inverter output with 
the 3-phase voltage of the local distribution system. Load shedding typically 

is not a control function, because the interconnection is such that the util­

ity will make up for whateve~ load the PV system does not carry. The logic 
functions typically provided in the control module will allow for start-up and 

turn-off, as well as sense fault or "utility down" conditions in the system. 
The PV systems are normally designed to operate unattended. 

(1) Refer to REFERENCES at the end of Volume I. 
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Figure 5 is a simplified functional block diagram of a flat panel PV 

system. The diagram incorporates the major subsystems which can cause loss of 
power output from the PV subsystem or from other subsystems to the load. 

Photovo1taic Concentrator Systems 

The drawing of Figure 6 presents a oetai1ed functional block diagram 
of a passively cooled PV concentrator system. This is a power system that has 
a group of arrays, each with some means to track the sun. Each contains a 

lens or a reflector which focuses the sun onto a single solar cell (point 
focus collector) or a row of cells (linear focus collector), so that the sun's 

intensity on the cells is typically from 25 to 200 times the intensity seen by 
the flat panel's cells. These arrays track the sun across the sky during the 

day and only provide significant output when they are receiving direct sun­
light. This tracking may be one- or two-axis. Because of the resulting 

intensity of the sunlight, the cells need to be cooled. In some cases, this 
is done by passing a liquid through a heat exchanger attached to the cells. 

Often the thermal output of such subsystems is used by a thermal load. In the 
particular system shown in Figure 6, the cells are cooled passively with heat 

sinks. A simplified block diagram of the concentrator system is given in 
Figure 7. This system has more subsystems than the flat panel and these must 

be considered in the reliability model. The sun-sensor, control computer, and 
tracking mechanism comprise the control subsystem which guides each array to 

lock onto the sun's position in the sky. The reliability model must deal with 

the failure of these subsystems in addition to the failures which occur in the 
d-c power subsystem which is electrically similar to the flat-panel system. 

Thus, in order for the life-cycle energy cost to equal that of the flat-panel 
system, the higher efficiency of the concentrator system must compens~te for 
its potentially lower reliability due to greater complexity. 

Figure 8 is a functional block diagram that gives a general overview 
of a concentrator system with an active thermal subsystem. It provides a 
the rma1 as well as electric a1 output to a load, has no e 1 ectri ca 1 stora ge and 
is interactive with the utility. This system is more complex than the one 

shown in Figure 7 because of the required connections and control for the 
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thermal subsystem. Figure g describes this system in a simplified block dia­
gram form, emphasizing those portions which can cause system failure. Conse­
quently, there exists a major subsystem which provides thermal and electrical 
outputs and which has back-up sources of power for each load. The system is 

usually designed to shut down upon failure of the utility, making the solar 

subsystem incapable of providing redundancy during utility outage because of 
safety considerations. 

PV System Reliability and Maintenance Data 

Data Needed for Reliability Models 

System reliability is the probability of successful system perform­

ance at a given time, given that the system has operated according to speci­
fied operational and environmental conditions. The simplest reliability model 

results when three basic assumptions are made. The fi rst assumption is that 
all parts' in the system are series-connected such that a failure of anyone of 

them results in system failure. The second assumption is that all components . 
are independent of one another; that is, the failure of one part does not 
cause the failure of another. These two assumptions allow the system's 
probability of success to be computed by multiplying together the probability 

of success of each of the parts. Thus, 

a.J..Lj 

Ps system = n Ps part i 

The third simplifying assumption is that the failure events are randomly dis­
tributed in time so that the probability of success over time can be repre­

sented with the exponential distribution as follows: 

all i '"'" 
PS= n exp(-A;t)= exp(-t LJAi) 

all ; 



r---.---, 
I 
I 
I 
I 
I 
I 

ISOLATION. I 
I 
I 

r­
I 

--___ J 

101 

I SOLAR ARRAY 

I PVCELLS 

~-----
SUN SENSOR 

I 
I 

TRACKING 
MECHANISM. 

I 
I 
I 

204 I 
THERMAL I 

INTERFACE I 
I t I 203 

I THERMAL 
COLLECTORS I 

J I 

102 

FIELD WIRING 
& SWITCHING 

104 

CONTROL WIRING 
& SWITCHING 

THERMAL 
r OUTPUT 

206 

THERMAL -LOAD 

1 
205 

THERMAL 
STORAGE 

-------, 

I 103 
I _L ~ POWER 

CONDITIONING 

I 
, 

& CONTROL 

I 
~ 

105 I 
TRACKING I CONTROL 
COMPUTER I 

I l100 ~OW~~~~ _____________ ._ ,-____ J 

HIGH 
WIND 

SENSOR 

207 
BACK-UP 

THERMAL 
SOURCE 

201 

UTILITY 

.1 
ELECTRICAL 

,...- OUTPUT 

fio"2-- ~--l 

!.J £ J H 
! ~ t ~ 
L~~!!.U!!?!!. J 

METEOROLOGICAL 
DATA 

SUBSYSTEM 

FIGURE 9_ SIMPLIFIED FUNCTIONAL BLOCK DIAGRAM-GENERIC CONCENTRATOR PV POWER 
SYSTEM, ACTIVELY COOLED, INTERACTIVE WITH UTILITY, NO STORAGE 

" 

LOAD 

00 



I 

19 

where Ai is the failure rate of the i th part and t is time. This simple 
approach allows for the addition of the failure rates of the parts to produce 
the reliability or failure rate of the entire assembly. This assembly could 

be either a component or an item of equipment and, if these simplifying 

assumptions are maintained up through the subsystem and system level, adding 

of the failure rates of the parts will produce the system failure rate. Addi­
tionally, in these cases, the mean time to failure (MTBF) is the reciprocal of 

the failure rate, i.e, MTBF = l/A. These assumptions are often very useful in 
early subsystem design stages when functional details and precise parts infor­

mation are not yet available. Thus, failure rate data are the primary data 
needed by simple reliability models. Reliability of the subsystem can be 

estimated roughly by an estimate of the parts count. Time is usually measured 

as operating time. In PV power systems, time is best measured as lapsed time 

on a 24-hour-a-day basis (operating or nonoperating), since, in some cases 
such as with battery storage, part of the system operates continuously and the 

rest intermittently. The related failure-rate data used would have to be 
adjusted accordingly for each subsystem. In any given year, depending on 

location, there is approximately a 2.5 to 1 ratio between lapsed-time and the 
hours which a no storage PV system would operate. 

Since failure rates for individual parts can be extremely small, on 

the order of 10-6 to 10-9 failures per hour, it is difficult and expensive 
to conduct tests of sufficient length, with large enough sample sizes to 

establish reliable estimates of their failure distribution shape and param­

eters. Thus, a body of data is accumulated only over a long period of time 
after new devices, components, equipment, and systems are designed, 

fabricated, tested, and used in the field in large numbers. 
Distributions encountered in reliability models are those represent­

ing the part's probability of success over time. These include the exponen­
tia1, the Weibull, and the normal distributions. The exponential is in great­

est use in representing the "middle-life" period of electronic systems--after 
the infant mortality stage is passed and before wear-out. The Weibull can be 
used to represent early life, the exponential middle life, as well as increas­

ing failure rate behavior. The normal distribution is sometimes applied to 

model mechanical and other parts with a wear-out failure mode that is 
important to the system. 
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In the modeling of the PV array subsystem of PV power systems, the 
technique developed by JPL will be used(2,3). This "Flat-Plate Photovoltaic 
Module and Array Circuit Design Optimization Methodology" establishes the re­
sulti ng degradation over the li fetirre of the modules connected in "n"-parallel 
strings and "m" series blocks, with bypass diodes at alternative locations. 

Using the binomial distribution,these optimizations often show that with no 
maintenance during the 20-year life of the system, a well-designed large array 
field will exhibit successful operation with only 5 to 10 percent degradation 

in power output due to cell failure. In addition to the circuit design, the 

other data needed for this analysis include an estimated cell failure-rate 
value. In such cases, the array may be represented by this degradation and 

the failure probability of the flat-panel array field subsystem (or the cell 
portion of concentrator arrays) can be assumed to be zero in the overall sys­

tem reliability model. In these cases the designer may attend to other sub­
systems to optimize system reliability. This technique will be discussed 

later in more detail, as will more functionally accurate reliahility models 

than the series model discussed above. These include fault tree, state vari­

able, and simulation approaches used in combination with a system functional 
diagram. The simulation approach allows use of normal, Weibull, lognormal, 

and other distributions. Thus, data to enurrerate the characteristic 
parameters of these distributions are needed for these analysis. 

Reliability Data 

Few field reliability data are available at this time for PV subsys­

tems and components. Approximations and estimates must be used based on 
subsystems and components of similar types. The models will use estimated 
data that attempt to represent the reliability of mature production systems. 

The reliability data from DOE's and other operating PV systems will be useful 

after they have been functioning for about a year when the system debugging is 

completed and the "infant mortality" period has passed. 

The inverter is a primary subsystem of each of the three PV power 

systems which were studied. Several inverter manufacturers were interviewed 

and it was decided to represent all inverters in all the systems modeled in 
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this program with one mature production reliability figure--that being a 
one-year (lapsed time) mean time between failure (8,760 hours). In addition, 
preventive maintenance would be defined as replacement of main contactors 
every three years and a minor annual cleanup and air-filter replacement. The 

time for this annual preventive maintenance is included in the general PV 

power system annual mai ntenance data. 
The cells will not be directly represented by failure rates in the 

system reliability model, but by using the JPL technique as discussed above. 
An estimated failure rate of 0.0001 failures per year which is 114 x 10-6 

fa il ures per hour (1 apsed time) will be assumed for the flat-panel cell s. A 
failure rate of 0.0005 failures per year will be used for the more highly 

stressed concentrator cells. This is a failure rate of 570 x 10-6 failures 
per hour. Cell failures do not result in array field failure. The output 

from the J PL program is represent ed as a gradua 1 power degradat ion from a 
large array since individual cell failures are masked by the series-parallel 
arrangement and the bypass diode placement. 

The control systems will be modeled with one number--a mean time 

between failure which is typical of electronics of this complexity. 
Utility data to represent distribution systems, transformers, 

swi tches, a nd the re 1 i abi 1 ity of the gri d are all drawn from the Ap pendices of 

IEEE Standard 493-1980(4). 

The data for the thermal subsystems for the actively cooled concen­
trators were obtained from an Argonne Laboratory paper(5). Table 1 is 

extracted from this paper. It shows the wide range of failure rate data for 
each part or component. Reasonable estimates were made from these. 

The actual data used are given in tables later in the report, 
together with the discussion of the systems being analyzed. It must be made 

clear that the data used at this time are best estimates. The actual field 
behavior of PV power system components, parts and subsystems cannot be based 

on factual data until more years of experience have been obtained. 
Also, data were needed for degradation effects such as yellowing of 

plastiCS and the accumulation of dirt on flat panels and concentrating units. 
No single set of data will apply for a wide variety of locations so, in these 

cases, estimates were used based on general information available(li,7,8). 



22 

TABLE 1. RANGE OF COMPONENT FAILURE RAT~S FOR 
EVALUATING SOLAR DHW SYSTEMS(5) 

Component 

Collector panel 

Storage or expanion tank 

Storage tank with heat 
exchanger 

Hose 

Soldered joints/pipe 

Powered valve 

Pump 

Check val ve 

Pressure relief valve 

Air vent or air separator 

Control system 

Heat exchanger 

Damper 

Fan 

Failure Rate Range 
(/106 hr) 

11.4-114 

7.6-23 

11.4-23 

23-38 

0.02-5 

5.7-57 

3-350 

5.7-11.4 

5.7-11.4 

14-200 

5-30 

2.3-14.3 

11.4-38 

2.8-11.4 
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As a starting point in all the analyses, a monthly power output dura­

tion curve was used. This is a plot frequently used in the utility industry. 
It represents the power output of the system versus the number of hours in a 
given month that power is equal to or greater than a qiven value (see Figure 

10). These curves were obtained from earlier computer simulations of the PV 
system's array design, assuming a certain location and no failures or degrada­
tion. They were used as a base of reference for each month of the 12-month 

year. Annual power output was then computed from these monthly curves in 

conjunction with the effects of degradation, failures, and shutdowns for 

repair, which reduced the output in appropriate amounts. 

Reliability Versus Cost. If it becomes desirable to evaluate the 

sensitivity of the effect of the reliability of subsystems on the life-cycle 

energy cost of the PV system, it would be necessary to estimate initial 
subsystem cost for yarious reliability levels. There are few data available 

shOl~ing these relationships. Table 2 provides some general relationships 
amonq electronic equipment reliability, complexity, and cost values selected 

from a wide variety of space, military, and commercial programs. These are 
shown in graphic form in Figure 11 which is a plot of the relationship between 

MTBF per 1000 component parts .and cost per 1000 parts. 
To make use of this relationship, consider an inverter which is 

estimated(9} to cost $0.31 per Wp for a system whose total cost is $6.00 per 
Wp. A 50,000-watt inverter would thus cost $15,500. Its rHBF has been esti­

mated at 8760 clock hours for this program. However, the data in Table 2 and 

Figure 11 are in operating hours. Approximately 3700 of the R760 hours would 

be operati ng hours for a PV system in the southwest without storage. Usi ng 

the curve of Figure II, a 3700-hour inverter made up of about 600 component 
parts is equivalent to a 6167 hour/lOOO part system. A transfer of the cost 

of this $15,500 inverter into a "per-1000-part" basis results in $25,833. If 

we raise the MTBF from 3700 hours to 10,000 hours, a line parallel to the one 

given in Figure 11 could be used to estimate the change in cost as a function 
of reliability. A point on this line ;s a reasonable estimate of cost for the 
more reliable inverter. This point would be calculated as follows. 
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e.g., Sixty hours per month, 
array power output 
~ 300 kW 

OUTPUT DURATION CURVE 

60 
HOURS/MONTH 

FIGURE 10. POWER OUTPUT DURATION CURVE -- FOR 1 OF 12 
MONTHS OF TYPICAL YEAR 
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Color TV ( ... 1975) 

Altimeter, Missile 
TV Monitor (B&W) 
Computer, Minuteman G&C 
Programmer, Lunar Orbiter 

TABLE 2. RELIABILITY VERSUS COST 

MTBF, 
hr 

450 
1,880 
1,250 
8,611 

18,504 

Parts 
Count 

300 

486 
800 

6,698 

4,400 

MTBF per 
1000 Parts 

135 
914 

1,000 

57,676 

81,417 

Cost Cost per 
Dollars 1000 Parts 

480 1,600 
2,525 5.195 N 

U1 

1,250 1,560 
200,000 29,860 

240,000 54,550 
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The original equation is: 

ln (cost/1000 parts) = 0.55 (MTBF/IOOO parts) + 4.5 

To compute a line parallel to it, we calculate a new intercept in place of 

4.5. 

1n (25,833) = 0.55 ln (6167) + N 

N = 10.159 - 0.55 (8.727) = 5.36. 

and, given the desired MTBF increase: 

10,000 = 2.7 (factor increase of MTBF) 
3,700 

and substituting this factor and the new intercept ,into the original equation 

and sol vi ng for cost per 1000 parts, we have: 

For a 600 part system 

lnC2 = 0.55 ln (2.702 x 6167) + 5.36 

= 0.55 (9.721) 

= 5.34 + 5.36 

= 10.70 

C2 = $44,578 for a 1000 part system, which is the 
point needed. 

" b " h h" h TBF" 26,747 173 Thus, the increase ln cost to 0 taln t e 19 er M lS a 15,500 =. ratio. 
This is an increase of 73 percent in cost to get a 2.7 ratio or 170 percent 

increase in MTBF. 

Similar calculations may be used to obtain costs for inverters of 
other complexities and MTBF. 
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Maintenance Data 

A paper describing operational experience at the Natural Bridges PV 
System provided some information on the kinds of maintenance skills, times and 

costs involved in photovoltaic system operation(lO). These data are plotted 
in Figure 12 on a lognormal scale. Lognormal distrihutions of time-to-repair 
have been found to be appropriate to represent actual repair activi­

ties(11,12). The estimates used were related to each particular system and 

are shown later in the report with the reliability data. They are considered 

to be reasonable estimates for the specific systems involved. 
Although, the methodologies developed on this program will result in 

values of levelized life-cycle energy cost, they should not be taken as 
accurate predictions of system effectiveness until more factual input data can 

be obtained. 

.. 
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SYSTEM RELIABILITY ANALYSIS DEVELOPMENT 

Considerations in Selecting the Methodology 

Arriving at a methodology for analyzing PV systems is a matter of 

selecting aroong roodels previously developed and proven by the reliability 
commun i ty. Many factors must be cons idered in se 1 ect i ng and i ntegrat i ng the 

techniques that will be used to roodel the reliability, maintainability, and 

cost of the PV systems. A model is inappropriate if it requires data at a 

level of detail which are unavailable. The design stage of the system 
(conceptual, verification, full-scale development, or production stage) as 
well as the system's complexity must be considered, as must consistent 
definitions of failure and the planned interaction with the life cycle cost 

roodel. Table 3 presents a list of reliability/availability models which were 
considered during this study. The simpler models are listed toward the top of 
the table. These are roore useful for conceptual designs and PV systems of 
little complexity, whereas those at the bottom of the table are more practical 

in representing complex systems at later design stages. 
The selection of a reliability methodology to satisfy all conditions 

is not likely to result in a practical approach if it is limited to one 
analysis technique to cover all systems and design stages. Two or three 

techniques will be needed. 

Discussion of Reliability/Availability Methodologies 

In considering a system-level approach to analyze photovoltaic system 

reliability, it must be recognized that the methodology should accept relia­
bi li ty model outputs of a vari ed nature. Each subsystem can be characterized 
using an MTBF, a probability of success at one point in time, or a probability 

distribution with parameters representing the expected value and variance. 
For most of the subsystems shown previously, these interfaces among 

subsystems are fai rly stra ight forward. For exampl e, the uti lity and the di s­
tribution system can readily be represented by an MTBF or failure rate. The 

utility, of course, needs to be included to represent power available to the 
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TABLE 3. RELIABILITY ANALYSIS TECHNIQUES EXAMINED 

Class: 
Model's Output: 

Reliability Models 
Time to 

First Failure 

• Series Exponential Model 

• Fault Trees/Functional 
Model 

• Failure Mode and Effects 
Analysis (FMEA)--a Design 
Review Technique 

• Series/Parallel Probability 
Model 

• State Variables--Markov 
Chain Solution (involving 
exponent i al rates of fa i l­
ure only) 

• Simulation with Functional 
Model--Nonexponential Dis­
tributions can be Included 

Availability Models 
Time Between Failures 

(Includes Repair) 

• Fault Trees--Minimal 
Cut Set Approach*, 
Including Repair 

• Network Reduction* 

• State Variables--Markov 
Solution (both rates of 
failure and repair 
assumed exponential) 

• Simulation with Func­
tional Model--Including 
Effects of Degradation 
Failures, Repair, and 
Array Washing 

*As in IEEE Std. 493-1980, "Recommended Practice for Design of Reliable 
Industrial and Commercial Power Systems". (4) 

Toad. The power conditioning and the field wiring and switching subsystems 
can be represented by a seri es-exponent i al mode 1 whose chara cteri st i c 
parameter is an MTBF or failure rate. 

The models whi ch provide the interface. with the solar PV array sub­
systems are the most complex, and are also in an embryonic stage. For the 

flat·panel array, JPL has developed an Array Design Methodology(3), as 
deScribed earlier. It results in an array subsystem design that is tolerant 
to cell or module failure. That is, the interconnections are made such that 
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cell failures have little impact on the system power output. The technique 
contains a binomial model to represent the effect of cell failures as well as 

a network model to represent the electrical interactions of the series­
connections of cells and parallel-connections of cells and bypass diodes. For 

analysis purposes, it provides an output curve representing power generated 

versus time for a selected cell failure rate and replacement policy • 

The PV array for concentrator systems has further levels of complex­

ity. Fi rst, the seri es-parall el cell connect ion, bypas s diode arrangement 
must be analyzed. The JPL technique described above may be used for this 

portion of the analysis. The tracking subsystem also needs to be modeled. 
Since these subarrays are usually series-connected in pairs or triples, the 

failure of one tracking subassenbly will cause the failure of two or three out 
of 50 or 60 arrays in a typical large array field. Should the concentrator 

system also contain active cooling--that is, a pumped fluid running through 
the heat sinks of the solar cells to maintain them at an efficient operating 

temperature and to provide heat to a thermal load--the complexity of the 
modeling of this subsystem would increase. 

These considerations have been included in the choice of models for 
PV power systems which are discussed later. First, an overview of the 

methodol ogi es will be given. 
The flow chart of Figure 13 presents the basic approach of the analy­

sis methodologies selected--the state space and the simulation models. These 
were chosen for their ability to represent both failure and repair in one 

model. The two boxes at the left of the figure, the load requirements, and 
the PV system design and simulation, including the JPL methodology, deal with 

the iterations which result in the initial array field and system design. The 
outputs of this process provide the baseline inputs of a monthly power output 

duration curve (related to insolation) and degradation of the PV array field 

over time (related to cell failure). This information, together with the 

functional design of the rest of the system and the maintenanc" and reliabil­

ity data are used as inputs to the availability (reliability/ maintenance) 
methodology. As Figure 13 shows, the outputs are then fed to the life-cycle 

energy cost model to reflect the costs and energy losses due to failures, 

repai rs and preventive maintenance. The feedback loop at the top shows the 
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optimization process--to increment the design by establishing the sensitivity 
of various hardware, reliability, and maintenance factors to life-cycle energy 

costs. 

Fault Tree Model 

Early design decisions regarding relative system configuration can be 

aided by simple reliability analysis techniques such as fault trees. Simple 
techniques can be used to compare alternate designs in light of reliability/ 

availability specifications for the system. 
Figure 14 shows the example flat-panel PV system shown earlier in 

Figure 5. It is functionally diagramed in the top left-hand side of the 

figure. The array feeds a d-c to a-c inverter under the management of a 
control subsystem to provide for normal operations of supplying the load, 
backfeeding the util.ity, feeding the load in conjunction with the utility, or 

permitting the utility to carry the load should the photovoltaic system not be 
providing power. The combination of the inverter and control subsystem is 

often referred to as a power conditioning unit (PCU). The fault tree diagram 
which logically models the impact of each respective subsystem's failure on 
system failure is shown below the functional block diagram. ~t the top level, 
system failure can be caused by the control subsystem alone, since it is in 

series with all paths from the sources to the load. The symbol next to the 
letter "c" is that of an "OR" gate which indicates that failure of any of the 

inputs from the bottom will cause system failure. The symbol next to the 

letter "b" is an "AND" gate which means all inputs from the bottom of the 

syrrbol must fa il before its output is a fail ure; thus, either the array and 
the utility, or the inverter and the utility must fail before a system failure 

occurs. The probability-of-failure relationships are written as exponential 
distributions on the functional diagram. This is a convenient distribution 

but not the only one that can be used. The ualance of the model deals with 
probabilities, not failure rates (A). This functional logic can be repre­
sented by probability relationships as shown. These flow from the bottom of 

the fault tree diagram upward, and show the relationships between the proba­

bility of fa il ure at the output of each logic gate and the inputs from below. 
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They are developed upward to the probability of failure at Point "c", which is 
the system probability of failure. If the array is designed to be very redun­

dant with bypass diodes used generously, and array field failure is defined as 

a 5 0 r 10 percent decrease in output, we can ass ume that its probabil i ty of 

failure is zero, and this term drops from the equation. The last equation in 

Figure 14 is for the probability of system failure which is represented by 
(only) those subsystems which contribute to a system failure. It is noted 

that it is equal to the probability of the control subsystem failure added to 
the product of the probability of failure of the utility times the probability 

of failure of the inverter. Since the last term is the product of two proba­
bilities much less than one, it will be much smaller than the first term (the 

control-subsystem failure probability) if all three subsystem failure proba­
bilities were the same order of magnitude. Thus, the control subsystem is the 

major contributor to system failure in this example. $0 it is up to the 
des i gner to see that the probabi 1 ity of fa il ure of the control subsystem is 

made small relative to the utility and inverter probabilities of failure so 
that its impact on the system failure is minimized. Of course, costs must be 

involved in the decision as to just how small to attempt to make this subsys­
tem's probability of failure. That is where the maintenance cost and life 

cycle cost models come into use, since it is initial cost and maintenance cost 

changes that relate reliability to life-cycle cost. 

Most PV power systems have a relatively small number of subsystems, 
usually from three to five as the previous example illustrated. The fault 

tree model works well for these simple systems and will accept inputs from 
other, possibly more complex, models at lower system levels to provide the 

probabilities needed to represent the reliability of the various subsystems. 

But it does have certain limitations--it does not dynamically represent main­

tenance and return-to-operation. The example uses a negative exponential 
distribution for time between failures which is applicable to many electronic 

devices but not to mechanical and thermal devices. The inputs at the bottom 

of the fault tree must be independent and must exhaustively include all pos­
sible failure causes for the element up one level. And, as the model becomes 

more complex, it is difficult to develop the trees with a 100 percent accu­

racy. More sophisticated state space techniques using state variables and 
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Markov chains have been developed and applied. These are more appropriate for 

PV system modeling when the goal is to minimize life-cycle energy cost. They 

have the advantage of being analytical models which can be solved manually or 

with a pro grammab 1 e cal cu 1 ator. 

As the systems become more complex, as degradation needs to be repre­

sented and as various distributions need to be used for different components 
or subsystems--especia1ly when accurate data are available--computer simula­

tion techniques are useful. These make use of logic flow diagrams and the 
mathematical representation of the important cause and effect relationships. 

Random number generation is used to simulate the behavior of components and 
subsystems over time and to predict failure occurrences, repair times, and 
other characteristics of interest. A wide variety of computer simulation 

languages such as r,ASP IV and SLAM are available to simplify the use of 

simulation. 
These state space and simulation models become more effective as a 

new system evolves, as data become more complete, as the relationships between 
subsystems become better understood, and as the system's complexity increases. 

Discussions of these methodologies follow in this report. 

Genera 1 

Array Field Design Analysis Methodology-­
Output Power Degradation Due to Solar Cell Failures 

Analyses of array field power loss over time can make use of the JPL 

Array Design Methodo10gy(3). It assumes a maintenance philosophy in which 

modules with failed cells are not replaced, but allowed to remain in the 
field. The analysis is based on a knowledge of the cell series-parallel 
interconnection scheme of each array, the by-pass diode density (actually, the 

number of series cells per by-pass diode), and an assumed cell failure rate. 

Cell failure rates (Acel1) for specific cell and module designs, 
and particularly for current designs, have not been established. Estimates of 

Acell based on limited field experience with a number of disparate array 
field and module designs have been published by JPL, MIT Lincoln Laboratories, 

and others. 
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Cell ~allocations" have also been developed based on speculative 

projections of module technology. A commonly used Acell allocation for flat 
plate technology is 0.0001 failures per year. This failure rate includes both 
open and short-circuit cell failure modes. In order to produce a conservative 

prediction, the JPL methodology makes the assumption that any cell failure 

causes a substring failure, even though this is only assured for the open­
circuit mode. 

In the analysis of flat-panel systems, failure rate values of 0.001, 

0.0001, and 0.00001 failures per year are used, and three separate array power 

degradation curves generated. The largest (0.001) represents the high end of 
the field data experience. The 0.0001 value is taken as typical for a mature 

production line with good quality assurance. 
No meaningful data on cell failure rates for concentrator-type photo­

voltaic arrays exist, primarily because of the limited field experience with 
these arrays. In developing a number for use in the present analyses, it was 

projected that cells operating in concentrator arrays are subjected to higher 
stresses that those in flat-panel modules due to potentially higher tempera­

tures and/or thermal gradients. On this basis, a cell of 0.0005 failures 
per year was allocated to the concentrator cells. 

The key factors in determining the ability of a given array to main­
tain the achieve power output levels near its rated value despite individual 

cell failures, are the density of parallel interconnections of cells and the 
density of by-pass diodes. Therefore, the first step in the analysis of array 

power loss behavior is an assessment of the electrical design of the array. 
Detailed data about the series hlock, branch circuit, and by-pass diode con­

nections are requi red for each system to be analyzed. These are presented 
with each system description in Volume II. This technique was not used for 

the example PV system analyzed in Volume I. 
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Analysis Procedure 

The first step in the JPL methodology's calculation of the array 

power loss as a function of time is to determine the substring* failure 
density. The methodology uses the binomial equation 

P = k n! 

k! (n-k)! 

where n is the number of cells per substring, p is the cumulative cell failure 

density at time T, and k is the expected number of failed cells per substring. 
Additional assumptions relevant to the analyses are: 

• One failed cell results in a failed substring • 

• More than one failed cell in a given substring has no additional 
effect. 

With these assumptions, it can be seen that the substring failure density (8) 
is gi ven by 

D = 1-PO 

where Po denotes Pk with k = O. 
Once the substring failure density as a function of time has been 

determined, the array power loss as a function of time can be determined using 

computer-generated data developed by the JPL group as part of thei r Flat Plate 
Photovoltaic Module and Array Circuit Design Optimization methodology(2,3). 

The computer program uses the failure density data and, providing for random 
distribution of the failures, adds in the appropriate manner, the I-V char­

acteristics of the individual devices to assess the net impact on the array 
performance. The computer analyses include the effects of series-parallel 

*The terms substring and series block are synonymous in the case of the two 
concentrator systems. In the case of the .flat-panel system, a series block 
contained five (parallel) substrings. 

. , 
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interconnections and diodes. JPL has published the computer-generated data in 

the form of plots for a range of cases (e.(j., I, 4, 8, and 16 parallel sub­
strings per series block; 0, I, 4, 8, and 12 series blocks per by-pass diode; 

etc.) which permit interpolation to a wide range of existing designs. An 
extensive set of these curves appears in the handbook from the JPL Workshop on 

Flat Plate Photovoltaic Module and Array Circuit Design Optimization.(3) 
Appropriate interpolations from the JPL-generated plots of substring failure 
densi ty versus array power loss fraction will be used in the present analyses 

to arrive at an array power loss versus time curve. The results of the 

methodology's appl ication to a typical flat panel system are shown in Fi(jure 

15. One of these curves may be used as an input to the availability models to 
represent array de(jradation over time due to cell failures. 

While the JPL computer analyses were performed with flat-plat systems 

in mind, the methodology is clearly applicable to cell failures in concentra­
tor systems also. 

State Space Methodology 

The state space methodology for analyzing PV system life-cycle energy 

costs is oriented primarily to the early design and development phase. The 
name of this approach is derived from the fact that a PV system is always in 

one state (e.g., 100 percent operational, 90 percent operational) of many 
possible states. States are defined by the operational status of the elements 

of the system. The "space" is the set of possible states. Transitions from 
one state to another correspond to changes in the status of the system compo­

nents, such as failure of a PV cell string or repair of failed tracking motor. 

Although the only equipment required is a desk calculator, a programmable 
cal culator is useful to reduce the time to perform some mechani cs of the 

analysis. 

Figure 16 is an adaptation of Figure 13 to (jive a specific overview 

of the state space approach to estimating PV system life-cycle energy costs. 
Power production and maintenance costs are computed using separate models. 
They a re comb; ned with appropri ate di scount rates and i nfl at i on factors to 

determine the life-cycle energy cost. Both models require reliability and main­

tenance data; the maintenance cost model also requires cost factors for labor, 

parts, and materials. The use of separate models allows flexibility in the 
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appl ication of the approach. For example, many design or operation changes can 

be investigated for their impact on system reliability using only the reliability 

model. The most promising changes can then be evaluated using the entire state 
space approach to determine the lowest life-cycle energy costs. 

This approach assumes that the effects of failures, insolation, and 

degradation are independent. In reality, some dependencies exist among these 
effects. For instance, the impact of a failure which results in an hour of 

system downtime is greater if it occurs during full insolation than during 

pa rt i al in so 1 at ion. Howeve r, for systems wi th rea son ab 1 e re 1 i abil ity a nd on ly 

moderate amounts of degradation, the dependencies among the various effects 
will be negl igible. 

The following portions of this section discuss details of the energy 

production, maintenance cost, and life-cycle energy cost models. 
Energy production is a function of PV system designs, availability, 

degradation, and insolation. In this approach, a system state space model is 

used to compute system production as a function of reliability, maintainabil­
ity, and system structure. An input to the model is a monthly system power 
output duration data set which assumes normal insolation for the location and 

no degradation in any system components. The output of the state space model 

is the fraction of nominal system capacity which would be realized if the only 
problems were failures. These are combined with the degradation effects of 

dirt accumulation on PV cell covers or lenses, and material degradation to 

compute expected power product ion for each year. 

State Space Model 

The state space model is based on the use of system states. Each 

state is defined in terms of the status of each of the various elements of the 
system. For each state, the probability of occurrence (a function of failure 

rate and repair rate data) and the associated fraction of monthly nominal 

power production are computed. The average fraction of nominal power 

production is found by combining these quantities for all system states. 
The following subsections describe the basic assumptions used in the 

state space model, specific techniques used for different types of subsystems, 
and the procedure for combining subsystem results. 

.< 



-. 

. . 

45 

Four basic assumptions are made in the state space model. They are: 

1. Failures are statistically independent. 

2. The time between failures for each element is represented by the 
negative exponential distribution. 

3. The repair times for each element are represented by the negative 
exponential distribution. 

4. Subsystems are independent. 

The first assumption is widely used in reliability analysis. Many 
failures are indeed statistically independent. In addition, a minor amount of 

correlation between failures has little impact on system reliability. 
Use of the negative exponential distribution to represent the time 

between failures for each element is equivalent to assuming a constant hazard 
rate (i.e., number of failures per hour). This is a sound and a frequently 

used assumption for electronic components. 
Mechanical component reliability may be represented by a hazard rate 

which increases as a function of time. The increase corresponds to wear-out 
of the part. The Wei bull and normal distributions are frequently used to 

model the reliability of mechanical components. However, those distributions 
are less mathematically tractable than the exponential distribution. Since 

this model is to be used in the early design phase, it is important to capture 
the major effects without requi ri ng too much computational effort or 

resources. The exponential distribution, which is t~e distribution used in 
Markov chains, meets these requirements. 

A similar argument holds for using the negative exponential distri­

bution to represent the time to repair. Other distributions may be I1lOre 

appropriate, particularly for the variance and higher moments, but the first 
moments (the means) can be made identical. Since the mean-time-to-repair 

values are much smaller than the mean-time-to-failure values, the error in the 

state probabilities assoc7ated with using the exponential distribution for 

repair times will be small. 
The assumption of independent subsystems is used to decompose the 

system into manageable pieces. Breaking the system into independent subsys­

tems all ows a separate, si ngl e r1a rkov l1lOc1el for each subsystem. 
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Subsystems may not actually be independent. Failure of one subsystem 

will often cause the entire PV system to shut down until the failed subsystem 

is returned to operational status. Failure rates for the other subsystems may 
be different during the period of shutdown than during normal system 

operation. Such subsystem interactions are ignored in this state space 

approach. As long as the annual downtimes are reasonably small (i.e., less 
than 5 percent), such interactions will have negligible effects on system 
reliability and life-cycle energy costs. 

Using the fourth basic assumption, the PV system to be modeled may be 

decomposed into several subsystems. A separate state space model is used for 

each subsystem. Markov model techniques are used to compute the steady state 

occupancy probabilities for each subsystem state. Associated with each 
subsystem state is a fraction representing the portion of subsystem capacity 

available in that subsystem state. The subsyst~m probabilities are combined 
with the associated capacity fractions to obtain the expected system capacity. 

Figure 17 provides an overvi ew of this procedure. 
A typical decomposition of a PV system would be as follows: 

(Sl) Array fi e1 d 
(S2) Power conditioning 

(S3) Serial elements. 
Array fields can vary significantly in terms of design and reliability logic. 

Power conditioning subsystems may be significant contributors to system fail­

ures and may involve component redundancies (if not, they may be included with 

the serial elements). Serial element consists of all elements and functions 

not accounted for in the first two subsystems. Some functions may utilize 

redundant components. Network reduction formulas are used to express each 

such function as a single conceptual element. 

The foll owi ng paragraphs describe state space models for the vari ous 

subsystems. 
The states of a given subsystem are defined to represent changes in 

subsystem capacity due to component failures. In most cases, subsystem states 
can be readily identified. Consider, for instance, a PV system with dual in­
verters, each of which can supply a maximum of 50 percent of system capacity. 

Failure of one inverter will cause the inverter subsystem to degrade from 100 

percent capacity to 50 percent capacity. Failure of the second inverter 

causes output to go to zero. Three inverter subsystem states are defined. 

. . 
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DECOMPOSE SYSTEM 
INTO INDEPENDENT 

SUBSYSTEMS 

, 

FOR EACH SUBSYSTEM; 1 = 2, ' , , , K: 

DEFINE STATES OF INTEREST, 

J =0, 1"", N 

I 

COMPUTE PROBABILITY OF 

EACH STATE, P',J 

I 
COMPUTE FRACTION OF 
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I< 

COMBINE SUBSYSTEM STATES TO 
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if 

USE P',J AND F',J VALUES TO 
~-.. - . -. -

COMPUTE PROBABILITY AND 
CAPACITY FRACTION FOR 

EACH SYSTEM STATE 

- . 
COMPUTE EXPECTED FRACTION 
OF SYSTEM CAPACITY: 

~= 2: P(· )F( , ) 
--
SYSTEM 
STATES 

FIGURE 17. OVERVIEW OF STATE SPACE MODEL 
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Array field subsystems may not always have their states so clearly 
defined. Failure of a single PV cell in a large collecter array may have 

negligible impact on subsystem capacity, while the cumulative effect of numer­
ous cell failures may cause significant degradation. The analyst can identify 

the number of cell failures which, as a group, cause enough degradation to 

warrant definition of a subsystem state. Alternatively, the analyst can use 

the JPL technique (3) to determine a curve which describes the gradual 
degradation of system output resulti ng from cell fai 1 ures. In the latter 

case, array field subsystem failure would be defined in terms of wiring, 

tracking equipment, cooling equipment, and support structures. 

A subsystem of elements is in series when the failure of anyone 
element results in failure of the subsystem. Each element in the subsystem is 

assumed to have two states: Operating, and failed. When one element is 
failed, the remaining components are not stressed, and therefore not subject 

to failure, until the failed component is returned to service. 
Figure 18 is the state space model for a serial subsystem. The 

exponential distribution parameters for failure and repair are: 

Ai = Failure rate of element i (failures/hour) 

~i = ~epair rate of element i (repairs/hour). 
Note that l/A equals the mean time between failure (MTBF) and l/~ equals the 

mean time to repair (MTTR). Each node of the graph represents one state of 

the subsystem. State 0 is the state of successful subsystem operation. 

States 1,2, ••• ,n correspond to the subsystem being failed because the 

component indicated by the associated number is failed. 

The steady-state probabilities of subsystem operation and failure are 

computed using standard Markov techniques. These techniques are appropriate 

when the probability of each state transition is represented by an exponential 
distribution. Let 

For each 

Pi(t) = Probability the subsystem is in state i at time t, 
i = O,l, ••• ,n 

Pi = Steady-state probability the system is in state 

PF = Steady-state probability the system is fa il ed 

Pi (t) = First derivative of Pi with respect to time. 

state, the first derivative Pi(t) is equal to rate of transition 

into the state minus the rate of transition out of the state. The 
differenti al equat ions are: 

. , 
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, . 

FIGURE 18. STATE SPACE MODEL FOR A SERIAL SUBSYSTEM 
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poet) n ( n 
AYPo(t) = L lJ.P.(t) - 2: . 1 ~ ~ 

~= i=1 

. 
Pi (t) = AiPo(t) - lJiPi(t) i = 1, 2, , ••• , n 

In the steady-state condition, Pi (t) = 0 for all states. In particular, 

a = A.PO - lJ.P. ,i = 1, 2, .•• , n 
~ ~ ~ 

and 

>. • 
Pi = -! P i-I 2 n 

O ' - , , ••• , lJ i 

Since the sum of all state probabilities must be unity, 

and 

n Ai 
Po + L - Po = 1 

i=1 lJ i 

( 
n A.) 

Po 1 + L -! = 1 
i=1 lJi 

Hence, the probability the subsystem is operating is: 

1 
n A. 

1 + L -! 
1=1 lJ i 

The probability the subsystem is failed is: 

. , 
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The preceding two equations are used to compute the subsystem probabilities 

directly from the Ai and lli transition rates. 
One possible complication of this serial subsystem model is the 

existence of elements with internal parallel redundancy. Network reduction 

formulas can be used to represent such elements as single units. Appendix A 

in Vo 1 ume I I develops the fo rmul as for the two bas ic cases. 
In some PV systems, a particular function might be implemented uSing 

redundant identical el ements to improve the reli ability of the function. For 

example, two inverters could be connected in parallel. Both units operate at 

one-hal f capaci ty unt il one unit fai ls. The remaini ng unit then operates at 

full capacity. For this analysis, the failure rate of a unit is assumed to be 
constant regardless of the level at which it is operating. 

A number of variations of the redundant system are possible. The 

variable characteristics are: 

• Capacity at whi ch each unit operates 

• Hhether each unit is to be repaired upon unit failure or whether 
repair on both units must wait until subsystem failure 

• Standby or active redundancy. 

The first characteristic affects the capacity of the subsystem (and hence the 

power production of the PV system). It will be accounted for when the subsys­
tem reliability results are combined. The other two characteristics define 

four cases to be analyzed, as shown in Table 4. 
Figure 19 depicts the state transition diagrams for each of the four 

cases. The nodes represent subsystem states and the number in a node corres­

ponds to the number of failed units. Transition rates between states are 

expressed in terms of the following parameters: 
A = Failure rate of a single unit (failures/hour) 
II = Repair rate of a single unit (repairs/hour). 

Note that the failure detection and switching functions are assumed 

to be perfect. Thus they are expected to have extremely low fa i 1 ure rates 
and, therefore, to have negligible influence on the model results. Their 

omission simplifies the computations. However, they could be included by 
modifying the state transition diagrams and solving the corresponding 

differenti al equations. 
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TABLE 4. DUAL SUBSYSTEM CASES 

Standby Redundancy 

Active Redundancy 

Repair on 
Unit Failure 

I 

III 

Repair on 
Subsystem Failure 

II 

IV 

Case I Case II 

Case III 

FIGURE 19. 

2A A 

11-/2 

Case IV 

STATE TRANSITION DIAGRAMS FOR THE DUAL 
SUBSYSTEM CASES 

. , 
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Consider Case 1. The rate of change of the probability of being in a 

given state (i.e., the first derivative of the state probability) is the 'rate 

in' minus the 'rate out'. The differential equations for Case 1 are 

therefore: 

When the subsystem is in the steady-state condition, the 'rate in' equals the 

'rate out' for each state; that is, Pitt) = 0, i = 0, I, 2. Applying this 

simplification to the preceding equations results in: 

PI = ~ P 
jJ 0 

P2 = (~y Po 

Since the sum of the state probabilities is unity, 

and 

The basic transition rates are used to ~ompute Pl and P2' 
Solutions for the other cases are derived in a similar fashion. The 

results are provided in Table 5. 

The solar array field subsystem presents the most difficulties for 

two reasons. Fi rst, a large number of states are possible because of the 



I 
Standby 

Unit Repair 

II 
Standby 

Subsystem Repair 

III 
Active 

Unit Repair 

IV 
Active 

Subsystem Repair 
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TABLE 5. STEADY-STATE SOLUTIONS FOR THE 
DUAL SUBSYSTEM CASES 

1 

1 

2 +~ 
\l 

1 

1 

3 +~ 
II 

~p 
II 0 

2\ p 
\l 0 

~p 
II 0 

, . 
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large number of components. Second, the components can be connected in a 
variety of series-parallel designs. Creation of a tractable state space model 

for an array field subsystem depends on simplifying assumptions to account for 

subsystem characteristics which have little impact on reliability or capacity. 
The typical array field consists of a set of parallel assemblies. 

Each assembly consists of components such as a tracking system (sensor and 

motor), lens (concentrator systems), structural support, PV cells, collector 
surface a nd wi ri ng. Bas i cally, the state of the subsystem is defi ned by the 

numbers of operating and failed assemblies. The state of each assembly is 

determined using the series network reduction formulas provided in Appendix A 

of Volume II. These formulas allow an assembly to be expressed as a two-state 
element with appropriate exponential distribution parameters for failure rate, "­

and repair rate,~. Additional simplification can sometimes be achieved by 

eliminating subsystem states which have very small probabilities of 

occurrence. 
The PV cells may be treated using the JPL array design methodology 

described earlier(3) or as components logically connected with the remainder 
of the array fi el d. The JPL technique generates a curve which describes 
degradation in the power output of a specified array of PV cells as a function 

of time. Degradation of power output is caused by PV cell failures. The 

impact of an individual cell failure is a function of the logical organization 

of the cells and the use of bypass diodes. The JPL technique does not account 

for degradation caused by failures of components other than PV cells. If the 
JPL technique is used to model cell failures, then the state space model does 

not include cell failures. Rather, they are represented in the power output 

degradation curve resulting from the JPL technique. It is combined with the 

state model results to predict monthly power output. 
If the JPL technique is not used, then the effects of cell failures 

must be included in the state space model for the array field subsystem. 

This, of course, greatly increases the number of states to be analyzed. 

is: 

In general, the state space procedure for an array field subsystem 

• Use network reduction formulas (Appendix A, Volume II) to express 
each assembly as a Single element. 



56 

• Define the possible subsystem states and the interstate transition 
rates • 

• Determine the state probabilities. The last step may be performed 
using the differential equation procedure used for the dual 
subsystem. An example of this approach is included in the 
analysis of a generic system in a subsequent section. 

Each subsystem has a certain capacity when all components are 
operating. Failure of a component (i.e., a transition to another state) will 
in general reduce the capacity of the subsystem. The magnitude of the reduc­

tion will be a function of the nature of the component failure and the logical 

structure of the subsystem. Let 
FX(a) = Fraction of subsystem XIS capacity available when subsystem 

X is in state a. 
A val ue of FX(a) is associated with each state of each subsystem. 

If a subsystem initially has more capacity than the system, then the 
subsystem may experience some degradation without degrading system perfor­
mance. The capacity fraction for the degraded subsystem state would be 1.00. 

For example, suppose an array field is rated at 120 kW but the system is 

limited to 100 kW. If cell failures cause the array field to degrade to 105 

kW, then the system output is unaffected. The capaci ty fract ion for the array 
field remains 1.00. 

Combining Subsystem Results 

Application of state-space models to the subsystems provides, for 

each subsystem, the probability and capacity fraction for each state. Let 

Pa(i) = Probability subsystem "a" is in state "i" 
Fa(i) = Fraction of subsystem "a'"s capacity available when sub­

system a is in state "i" 

S, serial subsystem 

a = D, dual subsystem 
A, array fi el d subsystem. 

Each system state is a combination of subsystem states. Let (X, Y, Z) repre­

sent the system state in which the first (e.g., serial) subsystem is in state 

X, the second (e.g., dual) subsystem is in state Y, and the third (e.g., array 

field) subsystem is in state Z. 

.. 
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The probability of system state (X, Y, Z) is the product of the 

probabilities of the subsystem states: 

P(X,Y,Z) = PS(X) • Po(Y) • PA(Z) 
This equation follows from the assumption of independent subsystems. 

The fractional capacity of each system state, F(X,Y,Z) is a function 

of the fractional capacity of each subsystem state and the structure of the 
system. For many system states, the system fraction is the product of the 
subsystem fractions: 

F(X,Y,Z) = FS(X) • FO(Y) • FA(Z) 
For example, suppose system state (X,Y,Z) has the serial subsystems at full 

capacity (FS(X) = 1.0), the dual subsystem at full capacity (F.o(Y) = 1.0), 
the array field at 80 percent capacity (FA(Z) = 0.8). Then 

F(X,Y,Z) = (1.0)(1.0)(0.8) = 0.8 
For some system states the relationship is more complex. The system 

fractional capacity may be sufficiently limited by the degradation of one 
subsystem that the degradation of a second subsystem does not cause any fur­
ther reduction in system output. Consider a system in which parallel 

inverters each supply one half the required capacity. Suppose the serial sub­

system is at full capacity (FS(X) = 1.0), one inverter is failed (FO(Y) = 

0.5), and the array field is at 90 percent capacity (FA(Z) = 0.9). The loss 
of one inverter overshadows the array field degradation and the system 
capacity fraction is F(X,Y,Z) = 0.5. 

As a variation of the preceding example, suppose each inverter is 
dedicated to one-half of the array field. Since each half of the array field 

provi des half of the capacity, the system capacity fract i on is: 

[(
fraction for good ) + (fraction for failed )J 

F (X,Y,Z) = FS(X) inverte''', field half inverter, field half 

= (1.0) [(1.0)(0.9/2) + (O)(O.9/2)J 

= 0.45 

Combining the subsystem state data results in the probability P(j) 
and capacity fraction F(j) for each system state "j". The expected system 
capacity fraction is computed by: 

II = r P(j) • F(j) 
j 
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where "j" is the index of the system states. The fraction, 13, represents the 
portion of nominal system production capacity which is available after 

accounting for failures. 
The following subsection discusses treatment of capacity degradation 

associated with insolation, dirt accumulation, and materials. 

System Degradation Effects 

The nominal system capacity is given in kilowatts for peak operating 

conditions (full insolation and no degradation of any other type). Actual 
energy production must account for the effects of various types of degradat­
ion. The capaci ty fraction described above accounts for the effects of 

fail ures. 
Actual power output is a function of daily and monthly variations in 

insolation. The resulting available power can be expressed in an output 
durat.ion curve in terms of equivalent hours per month as a percentage of full 

power. 
Accumulation of dirt on PV cells and collector surfaces degrades the 

effectiveness of the system. This degradation is expre~sed in terms of 
percent of output per year. Cleaning of the system is assumed to eliminate 
all dirt-related degradation. 

Sup pose a gi ven PV syst em degrades r percent pe r year because of di rt 

accumulation and the interval between cleanings is M months. Let n represent 
the number of the month since the system was implemented and m equal the 

number of months since the last cleaning. Then m is the remainder of n 
divided by M. For example, if n = 28 roonths and M = 12 months, then: 

m = Remainder of (28/12) = 4 months 
Energy production for month n should be roodified by the multiplication factor 

D(n), where: 

If r = 3% per year, then the factor for the above example is 0(28) = 0.990. 
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Materials used in PV systems can experience permanent degradation. 

Abrasion from sand and yell owi ng of plasti cs are two potenti al causes of 
material degradation. Assuming this degradation is expressed as s percent of 
output per year and it is linear for each annual period, a yearly multipli­

cation factor can be developed. As before, let n equal the number of the 

month since the system was implemented. Then the number of year is: 

y = [[n/12JJ + 

where [[.J] is the greatest integer function. At the beginning of the yth 
year the degradation is: 

1 _ (y-1)s 
100 

and at the end of the yth year it is: 

~ 1 - 100 

The average of these two factors is DP(y), the permanent degradation factor 

for year y: 

DP = 1. (1 _ (y-1)s + 1 _ ~) 
2 100 100 

Energy Production Computations 

1 _ (2y-1)s 
200 

The actual energy production of a PV system is estimated by combining 

the various degradation factors with the nominal capacity. Production in 

month n, P(n), in kilowatt hours, is computed using the following parameters: 
W = Nominal system capacity in watts 
i3 = Capacity fraction for reliability (from state space model) 

n = Months since implementation of the system 

len) = Equivalent hours of full insolation in month n 

D(n) = Factor for degradation due to dirt accumulation 
DP(y) = Permanent degradation factor for year y. 

This formula and the expressions from the preceding subsection are used to 
compute Pen) for each month n. Annual power production, which is input to the 
life cycle energy cost computations is found by summing the appropriate Pen) 
values. 
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The number of computations required deserves comment. For a 3D-year 

period, 360 computations of P(n) would be required. However, this figure can 

usually be reduced by recognizing patterns of repetition in the factors. W 
and S are constant factors and may be applied on an annual basis. The I(n) 

values, i.e., the output duration curve, repeat for every year. DP(y) is 

fixed for each year. If the interval between cleanings is some even fraction 

of a year (e.g., 6 months, 12 months), then the D(n) values will repeat from 
year to year. In this case, the annual production without permanent 
degradation is 

1 2 

A (y) = w· S· L I ( n ) • 0 ( n ) 

n=l 

The actual annual production is computed by multiplying each A(y) value by the 
associated DP(y) value. This is the equivalent of 42 computations of P(n). 

Maintenance Costs 

Maintenance costs for a PV system are estimated using expected value 

analysis in the state space approach to life cycle energy costs. The output 

of the analysis is the expected (i.e., average) annual costs for corrective 
and prevent ive mai ntenance. The expected val ue approach assumes all component 

failures and repairs are statistically independent. This will not always be 

true, but the assumption has only a small impact on total costs. Furthermore, 

it allows simple cost computations which are desirable in a method to be 

appli ed in early development of a PV s'ystem. All costs are expressed in 
constant dollars for a preselected base year. Inflation and discount rates 

are applied in the life cycle energy cost computations (described in the 

following section). The following t·~o subsections present the computations 

for corrective and preventive maintenance costs. 

Corrective Maintenance Costs. The expected annual costs for correc­

tive maintenance are computed for each element of the system and then summed 

to obtain the total. Each element of the PV system is assumed to follow the 
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negative exponential distribution for the time between failures. Element 

has the exponent i a 1 paramete r Ai fa il ures per hour. The reci procal of Ai 
is MTBFi, the mean time between failures for element i. The expected annual 
number of repair actions for element i is then (t/MTBF i ) where t is the 

annual nu~ber of hours. 
Each repair action for element i may involve costs for labor, travel, 

and material. The latter two costs will be estimated as specific fixed costs 
per incident. The labor cost per repair is the product of labor hours and 

cost per labor hour. Labor hours may be estimated as a fixed number per 
repair or in terms of percentiles for the lognormal distribution. The former 

case is straightforward. In the latter case, assume the 50th and 90th 

percentile values for repair time, 0.5 and 0.9 respectively, have been 
estimated. Then the mean repair time MTTR is computed as follows: 

where 
).1 = 1 n Q x .5 

and 

The cost per repair action for element i is: 

ci = (mean repair time) (labor cost/hour) 

+ travel cost + materials cost. 
The total annual corrective maintenance costs, EC, can now be 

computed as follows: 

EC = L (c i )· (t/MTBF
1

) 

All i 

If periodic replacement of a major element is planned, then the cost of that 

replacement is added to EC for the year in which it occurs. 
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Preventive Maintenance Costs. Preventive maintenance includes activ­

ities such as cleaning, inspection, adjustment, and replacement of inverter 

contactors. It involves labor, materials, and travel. For preventive mainte­

nance action of type j, data must be provided for labor hours, cost per labor 

Mechanical component reliability may be represented by a hazard rate 

which increases as a function of time. The increase corresponds to wear-out 

of the part. The Weibull and normal distributions are frequently used to 

hour, materi al costs, and travel costs. The frequency" in terms of the aver­

age number of occurrences per year, must also be provided. Annual preventive 

maintenance costs, EP, are computed as follows: 

EP = L (occurrences/year) • [(labor hours)(cost/labor hour) 

All j 

+ materials cost + travel cost]. 
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The original PRDA* Phase I design of the Phoenix Airport--APS/ 
Motorola PV System, was used as the basis for a generic, passively cooled, 

concentrator system. Its simplified block diagram is shown in Figure 20. 
The reliability and maintenance data used for this specific system 

are shown in Table 6. These data are estimates obtained as described earlier 

in this report. They provide the needed parameters for the distributions that 

represent the reliability and repair characteristics of the system. The fi rst 
part of Table 6 provides estimates of the lognormal distribution parameters of 

repair time as 50th and 90th percentiles. These are subsequently converted to 
means and variances. Manpower costs and materials costs are also estimated. 

A similar set of data are provided for preventive maintenance. These include 
values for cleaning each of the 59 arrays. The second portion of Table 6 
includes the estimated reliability data, given as mean time between failures. 
Degradation data are also provided, as is initial system maintenance strategy. 

This array field for the generic, passively cooled concentrator sys­

tem has 59 distinct units or branches, each with an independent sun-tracking 
system. The maximum array fi el d output is 565 kWp. Therefore, if either the 

optical portion or the tracking portion of any branch fails, the system loses 

565/59 or 1. 7% of output capacity. 

Two 250 kW capacity inverters receive the d-c output from the array 

field and convert it to three-phase a-c synchronized with the utility. If one 
inverter fails, the other can maintain operation up to 250 kW. There is an 

automatic as well as a manual control system. The manual control system is 

subject to failure only when the automatic control has failed. The other 
major components are the field wiring and switching monitoring panel, the 

distribution system, and the switching system. The failure of anyone of 

these will cause system shutdown. System failures can also occur due to a 
utility outage, or unusually high winds. 

* PRDA = Program Research and Development Announcement - an acronym used for a 
series of DOE sponsored PV power system experimental designs. 
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TABLE 6. ESTIMATED RELIABILITY AND MAINTENANCE DATA INPUTS FOR TASK 2 ANALYSIS OF GENERIC PV CONCENTRATOR, 
PASSIVELY COOLED POWER SYSTEM (GENERAL FUNCTIONAL DESIGN PHOENIX AIRPORT, PHASE I PRDA) 

Subsystem/Component 

Wiring/Switching 

Inverter 

Control 

Control (redundant) 

Maintenance 

(M + M. ) 
ct ml.SC 

Maintenance Time*, hr 
~ ________ ~Lognorrnal 
50 percentile 90 percentile 

0.7xB 5.6 1.5x8 12 

3x8 24 6xB 48 

7x8 56 17xB 136 

3xB 24 6xB 48 

Per hr 
Charge, $ 

$20 

Travel & 
Mat lIs 

(Fixed), $ 

o 

40 200+100 300 

(per 40 1000+500 1500 
man) 

40 200+300 500 

Source 

Class 

IV NBNM** 

II NBNM 

I NBNM 

II NBNM 

Preventive 
Maintenance 
Time***. hr 
Lygnormal**** 

M pt 

50 percentile 90 percentile 

0.7xB 5.6 1.5xB 12 
Replace main contactors 

Fixed Cos ts/ 
Frequency 

$100/every 
30 K Itr 

Tracking Unit 1.5x8 12 3x8 24 30 120+200 ~ 320 III NBNM 2 4 Adjust, align & 
check every 
36 rno - $50 + 
labor 

Array (Solar PV 1.5xB ~ 12 3x8 24 '10 120+200 320 III NBJ(M 
Collector) 

Lens 0.7x8 = 5.6 1.5x8 12 20 0+75 75 IV NBNM 0.5 I $O/Cleaning 
Every 12 1:10 

(also run for 
every 3 rna) 

Utili ty 2 "'3.6 0 0 As in ReI. 0 $0 

Distr. Subsystem 2B "'60 0 0 As in Rei. 8 18 'VEvery 12 rno 

Power Swi tch 3.6 "'6 4 mp.n 120 'dOO As in Rel. 0 
x 30 

General Systemwide 50 106 $100/hr + $300 
P,M. 

Cleaning - See Lens Preventive l1aintenance 

Weather 10 35 0 EsL 

*Includes (active repair time + waiting time + logistics time + administrative time] (time to restore 
**NBNM :=: Natural Bridges Nationa'l Monument Initial Experience in Maintenance (Solman 15th Annual PV Special ist:::> Conference) 

***Each Unit or System is down for time being maintained - follow fUllctiollill diagram. 
****Same per hour charge as (Mct+Mndsc). 

every 12 rno 

0'1 
01 



Subsystem/Component 

Wiring/Switching 

Inventer 

Control 

Control (redundant) 

Tracking Unit 

Array (Solar PV Collector) 

Lens 

Utility 

Distr. Subsystem 

Power Switch 

Weather 

MTBF 
Clock hr 

0.1 x 10
6 

8,760 

5,000 

10,000 

60,000 

120,000 

10
6 

6,257 

8.76xl06 

1.4xl06 

2,190 

A 

A 

A 

TABLE 6. (Continued) 

Reliability 

Other 
Parameters 

160/10
6 

hr 

0.1/10
2 

hr 

0.7/106 hr 

Distribut ion & Source 

expo BCL. est. 

Ditto 
.. 

.. 
II Will use Weibull, later 

BCl , est. 

.. 

exp., IEEE Std 493 1980 
P 214, Table II 

exp., IEEE Std 4~3 1980 
p 219, Table I 

exp., IEEE Std 493 - 1930 
P 123, Table 2 (Switches) 

expo 

Output Change 

Degradation 

System Maintenance Policy - Replace after 
5 Tracking Unit Assembly Failures. 
(Also run for immediate replacement) 

Dirt 

Abrasion 

-3% output/year (removed by 
cleaning) 

-3% output/year for 2 yr; 
-O.l%/year Bal. (Permanent). 

Source: BCL est. 

Shutdown due tD wind, etc. 

'" '" 
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Preventive maintenance will be scheduled for both the optical and 

tracking components of the array as well as the inverters, the distribution 
system, and the system as a whole as shown in Table 6. 

Example Application of the State Space Approach 

This section describes application of the state space approach to the 

generic, passively cooled PV concentrator power system. -The purpose of this 
example is to demonstrate and clarify the mechanics of the state space 

approach. 
Figure 20, as discussed earlier, is a simplified functional block 

diagram of the PV system. A reliability logic diagram based on the inter­
connections of the components is given in Figure 21. The array field consists 

of 59 branches connected in parallel and has a maximum output capacity of 565 
kW. Each inverter has a maximum capacity of 250 kW, thereby limiting the PV 
system capacity to 500 kW. Table 6 presents the basic data for the generic PV 
system. 

Failure Rates and Repair Rates. The state space approach uses fail­
ure rates (failures/hour) and repair rates (repairs/hour). These rates are 

derived from the mean-time-between-failure (MTBF) data and maintenance time 

data in Table 6. The failure rate of each component is the reciprocal of its 

MTBF. 
The mai ntenance time data for each component are in terms of percen­

tiles. The state space method uses the exponential distribution for time to 

repa i r. In order for the resu lts to be compa rab 1 e wi th at her techn iq ues, the 

mean time to repair (MTTR) is equated to the mean of the lognormal distribu­

tion. Let Q represent the 100th percentile (i.e., the time for 100 percent of 
the repairs to be completed). Then: 

where 

and 



INVERTER 
ARRAY FIELD SUBSYSTEM SUBSYSTEM SERIAL SUBSYSTEM 

A A A 
(~-- ') ( ') ( '-----7------1 r-- --

LENS 1 I---- ARRAY 1 I-- TRACKING t--
UNIT 1 

LENS2 I-- ARRAY 2 I--
TRACKING 

I--
UNIT 2 

• ~ INVERTER 1 I--

• }---- CONTROL 
WIRINGI DISTRIBUTION POWER 

I--
SWITCHING SYSTEM 

I-- SWITCH I--- UTILITY t-- WEATHER 

• '-- INVERTER 2 I--

CONTROL '--
IREDUNDANT) I--

LENS 59 f...- ARRAY 59 I-
TRACKING 

UNIT 59 t-

~~--- -~--

FIGURE 21. RELIABILITY LOGIC DIAGRAM FOR THE GENERIC PV SYSTEM 
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The repair rate for each component is then: 

jl = l/MTTR repai rs/hour. 

Table 7 summarizes the failure rate and repair rate data. 

State Space Model. The generic PV system is divided into three 
subsystems: Array Field, Power Conditioning, and Serial Elements. The 

following paragraphs describe the model and computations for each subsystem 
and the combination of subsystem results into system results. 

Array Field Subsystem. The array field consists of 59 distinct 
branches, where each branch consists of PV cells, a tracking system, and a 
lens. The branches are logically in parallel since the failure of a sin9le 

branch does not impact the output of any other branch. Hence, we define the 
states of the array field in terms of the number of failed units. The initial 

repair strategy for the array field is to initiate repair upon the twelfth 
branch failure. 

Cell failures were treated directly by this early example, as seen 

below. More accuracy can be obtained by using the JPL array analysis tech­

nique. This technique produces a cell degradation factor which would be 

applied in the "Energy Production Computations". This approach is used in the 

three examples of Volume II. 

Figure 22 depicts the Markov model for the array field. State i (i = 

0, 1, ••• , 13) represents i branches failed. Notice that states 14 through 59 

are not included. Since the repair rates are much higher than the failure 

rates for the components (and therefore for the branches), the probability of 
reaching any state beyond state 13 is negligible. 

The transition rate parameters are: 

A = Failure rate of one branch 

jl = Repair rate of one branch. 

We will compute the steady-state probabilities of states 0 through 13 In terms 
of A and jl and then compute A and jl usi ng component data. 

For each state, the transition rate into the state equals the transi­

tion rate out. Hence: 
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TABLE 7. FAILURE RATE AND TIME TO REPAIR 
OF MAJOR SYSTEM COMPONENTS 

Subsystem/Component Failure Rate/Hr (A) Repair Rate/Hr 

Array - PV Collector 8.33xlO -6 .07199 

Lens l.OxlO 
-6 

.14970 

Tracking Unit l. 67xlO 
-5 

.07197 

Inverter l.14xlO -4 .03598 

!</"iring l.OxlO -6 .14970 

Control 2.0xlO -4 .01404 

Control, Redundant l.OxlO -4 .03598 

Distribution System 1.14xlO -7 .02991 

Power Switch 7.lxlO -7 .25641 

Utility 1.60xlO -4 .45045 

Weather 4.56xlO -4 .06196 

5ax 57A 48X 4Th 

FIGURE 22. MARKOV MODEL FOR THE ARRAY FIELD 

(ll) 
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49;' PI0 = 48;' Pll 

48;,Pll + P13 = ~/12P12 + 47;,P12 

47;,P12 = ~P13 

Using algebraic manipulation, we can express each Pi in terms of PO. 

59 P; = -=-"...:..-,..pp 0 i = 1, 59 - i ' 
2, ... , 11 

P12 = 12 59 .l. Po 
\.l 

P13 = 47 12 59 (l..)2PO· 
\.l 

13 
Next, we use the fact that 1: Pi = 1 to sol ve for Po in terms of;' and ~ 

i=O 

Each branch consists of a PV collector, a lens, and a tracking unit. 
The components are logically in series. Using the network reduction formulas 

in Appendix A, Volume II, we have: 

;. =~(;'IS for the components) 

= 26.03 x 10-6 failures/hour 

Ps = Pr[b ranch success] 

1 = 
1 + l: l!. 

~1 

= .999646 



72 

)l 

A Ps 
(1 - PS) = 

= .073 repairs/hour. 

Substituting these values of Aand )l into the preceding equations yields the 

Pi values. Since the nominal power rating of the array field is 565 kW, the 

loss of each branch circuit reduces the array field rating by: 

1 59 (565 kW) = 9.58 kW. 

Since the system capacity is limited by the total inverter capacity to 500 kW, 

the failure of branch circuits will not reduce the maximum system capacity 

until the seventh branch failure. In particular, the capacity fraction 

associated with state i is: 

r
o , i=O, 1, ... , 6 

F. = 
~ 565 - (i/59) (565) 

500 , i = 7, •.• , 13 . 

Table 8 presents the results for the array field subsystem. 

Power Conditioning Subsystem. This subsystem consists of two 250 kW 

inverters connected in parallel. Three states are defined as follows: 

State 0: Both inverters functioni ng (500 kW) 

State 1: One inverter functioning (250 kW) 

State 2: No inverters functioning (0 kW) 

The probability of each state is computed directly from the availability of 

each inverter. For a single inverter" the availability is: 

A = u = .946842 
]J + A 

The ,tate probabi liti es are computed as fo 11 ows: 

Po = A2 

PI = 2A(1 - A) 

P2 '" (1 - A)2 

Table 9 presents the results for the power conditioning subsystem. 

.. 
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State, i 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

State, i 

a 
1 

2 
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TABLE 8. ARRAY FIELD SUBSYSTEM RESULTS 

Probability, P(i) Capacity Fraction, F(i) 

.07383 1.000 

.07511 1.000 

.07642 1.000 

.07779 1.000 

.07920 1.000 

.08067 1.000 

.08219 1.000 

.08377 .996 

.08541 .977 

.08712 .958 

.08890 .938 

.09075 .919 

.01852 .900 

.00031 .881 

TABLE 9. POWER CONDITIONING SUBSYSTEM RESULTS 

Probability, P(i) Capacity Fraction, F(i) 

.993693 

.006297 

.000010 

1.00 

.50 

.00 
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Serial Elements Subsystem. This subsystem consists of all components 

not included in the previous two subsystems. With one exception, the compon­
ents are logically in series since the failure of any single component causes 

subsystem failure. The control function has a primary unit and a standby 
redundant unit. The two units can be treated as a single element with an 

equivalent probability of success. Figure 23 presents the computations, which 
are based on the network reduction formulas for a standby parallel system in 

Appendix A, Volume II. 
The next step for the serial elements subsystem is to compute the 

probability the subsystem is operational. The state space model for a serial 

subsystem (see Fiqure 18) provides the proper equation: 

p = o 
1 = p(success) 

where A and ]l are the fa il u re rate and repai r rate respect i ve ly fo r the i th 
element in the subsystem. Substituting the appropriate values, 

P(success) = .985829 

and 
P(failed) = .014171 

Table 10 summarizes the results for the serial subsystem. 

System Reliability Results. The above analyses provide the states, 

state probabilities, and associated capacity fractions for each subsystem. 
Use the following subscripts: 

A: Array field 
D: Power con dit i on i ng 

L: Serial elements 

S: System. 

Table 11 presents the combination of subsystem states to form system states. 
Note that all states which result in zero output have been collapsed to two 

states. 



. ' 
" 

Control, Primary 

Al = 2.0x10-4 

~1 • 1.4xlO 
-2 

Control, Standby 

A1 = 1. OxlO 
-4 

~1 - 3.6x10 
-2 

75 

< 

IS 
EQUIVALENT 

TO 
:> 

.010080 

Three states for the dual system: 

State 0: Primary control functioning 

.331143 

Control Function 

- A I--

~ 

State 1: Primary control failed, standby control functioning 

Al 
P1 • r- Po 

2 
.662286 

State 2: Both controls failed 

A1 
P2 - II Po .006570 

Two states for the single element: 

Success: Ps - Po + P1 - .993430 

Failure: P -F .006570 

Hence, for the single control element: 

A - 67. OxlO-6 

p - 10.08xlO-3 

FIGURE 23. REDUCTION OF REDUNDANT CONTROLS TO A SINGLE ELEMENT 
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TABLE 10. SERIAL ELEMENT SUBSYSTEM RESULTS 

State, i Probability, P(i) Capacity Fraction, F(i) 

o .985829 1.00 

1 .014171 0.00 

TABLE 11. SYSTEM STATES 

* 
Capacity 

System Subsystem States Probability, Fraction, 
State, i A D L P S (i) FS(i) 

1 X X 1 .014171 0 

2 X 2 0 .000010 0 

3 X 1 0 .006208 .500 

4 0 0 0 .072325 1.000 

5 1 0 0 .073579 1.000 

6 2 0 0 .074862 1.000 

7 3 0 0 .076193 1.000 

8 4 0 0 .077585 1.000 

9 5 0 0 .079025 1.000 

10 6 0 0 .080514 1.000 

11 7 0 0 .082062 .996 

12 8 0 0 .083669 .977 

13 9 0 0 .085344 .958 

14 10 0 0 .087087 .938 

15 11 0 0 .088900 .919 

16 12 0 0 .018142 .900 

17 13 0 0 .000304 .881 

* The symbol "X" indicates the subsystem may be in any of its states. 
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The probability of each system state, PS(i), is computed by 
multiplying together the probabilities of the appropriate subsystem ~tates. 
Finally, the expected system capacity fraction is computed as follows: 

S = .962 . 

That is, system output will be limited to 0.962 of its nominal capacity 
because of component failures. 

Energy Production Computations. The next step is to compute the 
system capacity fraction S, which captures the impacts of failures, with the 

• effects of insolation, dirt accumulation, and permanent degradation. 
Table 12 presents the monthly output duration curve. The total 

equivalent array hours at full power for month n, In' are computed assuming 
the curve is linear between data points. Each interval is 8.33 hours. The 
height (i.e., output fraction) associated with each interval is taken to be 
the average heights of the interval endpoints. For month 1, the computation 
is: 

11 = 145.71 hours 

Table 13 provides the results of performing these computations for each month. 
Permanent degradation due to changes in the lens material is 

expressed as a fractional multi plier for each year. The assumed rate of degra­
dation was 3.0 percent per year for the first two years and then 0.1 percent 
per year for all subsequent years. The factors for each three-year point are 
shown in Table 14. The permanent degradation factor used for year y, DP(y), 
is the average of the factors at the three-year pOints which include y. For 
example, 
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TABLE l3. MONTHLY ARRAY POWER DATA 

Total Equivalent Array 
n Hours at Full Power I 

n 

1 January 145.71 , 
• 

2 February 157.51 

3 March 191.96 
" 

4 April 209.33 

5 May 250.38 

6 June 246.29 

7 July 219.20 

8 August 213.14 

9 September 206.66 

10 October 190.47 

11 November 169.51 

12 December 133.74 

TABLE 14. PERMANENT DEGRADATION FACTORS 

Year, y DP(y) Year, y DP(y) 

1 0.975 16 0.926 

2 0.955 17 0.925 

3 0.939 18 0.924 

4 0.938 19 0.923 

5 0.937 20 0.922 

6 0.936 21 0.921 

7 0.935 22 0.920 

8 0.934 23 0.919 

9 0.933 24 0.918 

10 0.932 25 0.917 

11 0.931 26 0.916 

12 0.930 27 0.915 

13 0.929 28 0.914 

14 0.928 29 0.9l3 

15 0.927 30 0.912 
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DP(5) = (.938 + .935)/2 = .9365 

The JPL array methodology was not used for this example. It is demonstrated 
in the three examples in Volume II. If it had been used to model cell fail­
ures, then the factor DC{y). the annual degradation in array capacity due to 
cell failures, would be included in these computations. For an example, see 

Section 2 of Volume II. 
Degradation due to dirt accumulation is assumed to be three percent 

per year. Cleaning is performed every twelve months. A monthly factor, D(n), 
is derived assuming linear degradation. Table 15 presents the dirt degrada­
tion factors. 

foll ows: 

where 

The power production in kWh for month n of year y can be computed as 

W = 
S 
I(n) 
DY(y) 
D(n) 

= 
= 
= 
= 

A(n,y) = W.S.I(n)·DP{Y)·D{n) 

500 kW, nominal system capacity 

0.962, capacity fraction 
Hours for month n (Table 13) 
Permanent degradation factor for year y (Table 14) 
Dirt accumulation factor for month n (Table 15). 

The an nua 1 power product i on in kWh fo r yea r y is then: 

12 12 

A(y) = E1 A(n,y) = W· S·DP(Y)· El nn) ·D(n) 

Table 16 presents the results of these computations. 

Maintenance Costs 

Corrective Maintenance Costs. For each system component, the 
expected number of failures per year is multiplied by the expected cost per 
repair. These computations are straightforward using the data from Table 6. 
For example, consider the inverters. The expected annual number of failures 
is: 

(Failures/hr) (hrs/year)(no. of units) = (1.14 x 10-4)(8760)(2) = 

1.997 

.. 
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TABLE 15. DIRT ACCUMULATION DEGRADATION FACTORS .. 

n Month D (n) 

1 January .999 

2 February .996 

3 March .994 

4 April .991 

5 May .989 

6 June .986 

7 July .984 

8 August .981 

9 September .979 

10 October .976 

11 November .974 

12 December .971 



Year 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 
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TABLE 16. ESTIMATED ANNUAL GENERIC PV SYSTEM OUTPUT 
USING THE STATE SPACE APPROACH 

kWh (x103) Year kWh (x103) 

1,104.4 16 1,038.8 

1,070.8 17 1,037.7 

1,053.4 18 1,036.6 

1,052.3 19 1,035.4 

1,051.1 20 1,034.3 

1,050.0 21 1,033.2 

1,048.9 22 1,032.1 

1,047.7 23 1,030.9 

1,046.7 24 1,029.8 

1,045.5 25 1,028.7 

1,044.4 26 1,027.6 

1,043.3 27 1,026.5 

1,042.2 28 1,025.3 

1,041.0 29 1,024.2 

1,039.9 30 1,023.1 

. , 
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The cost per failure is: 
(R'epair hours) (cost/hour) + (travel and materi als costs) 

1 
= .03598 repairs/hour $40/hour + $300 

= $1411.60. 

Hence, the annual corrective maintenance costs for the inverters is $2,820. 
Summing these costs over all components provides the expected annual correc­
t i ve ma i ntenance costs fo r the system. 

Preventive Maintenance Costs. For each system component which re­
ce i ves prevent i ve ma i ntenance, (PM), mu lt i ply the expect ed number of oc cur­
rences per year by the cost per occurrence. The annual number of occurrences 
is computed from the PM Interval data in Table 6. The cost per occurrence is 
the sum of labor, travel, and materials. The latter two elements are the 
fixed PM costs. The 1 abor cost is the vari able PM cost times the expected 
time to perform the PM. Since the times in Table 6 are percentiles for the 
lognormal distribution, the transformation used at the beginning of this 
example is used here to compute the mean maintenance time. The expected 
annual preventive maintenance cost for this system are $10,768. 

The results of this and previously described calculations provides 
an nual ma i ntenance costs an d power generat ed inputs for the 1 ife-cyc 1 e ene rgy 
cost equations. 
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The Simulation Methodology -
The SOLREL Model 

SOLREL is a computer model developed at Battelle-Columbus Labora­
tories to simulate the reliability and availability of photovoltaic systems. 
The model simulates the failures and subsequent repairs of all major subsys­
tems, shuts down the system energy production as appropriate (for scheduled or 

unschedul ed mai ntenance, and weather-related outages), cal culates and records 
the cumulative energy generated, and records the cost of repair. In addition, 
SOLREL simulates the loss of output due to cell failures*, dirt on the array 
surface,. and permanent degradation to the array surface. SOLREL also allows 

the user to test various preventative maintenance and cleaning strategies. 
The maintenance costs produced by SOLREL can be combined with captial and 
operati n9 costs in a life cycle energy cost model (LCCOST), which will be 
described toward the end of this report. 

The Simulation Model 

SOLREL is programmed using the GASP IV simulation language supple­
mented by several FORTRAN subroutines. GASP IV, developed by Pritsker and 
Associates, consists of a collection of FORTRAN-based subroutines which allow 
the user to design either an event-oriented or continuous simulation. SOLREL 
is strictly an event-oriented simulation model since it advances through time 

on the occurance of events such as failures and repair completions. Once 
SOLREL has been adapted to a specific system, designers can test various 
cost/reliability/maintenance tradeoffs by adjusting the input values on the 
data cards. No knowledge of either FORTRAN or GASP IV is necessary unless the 

* Cell failures in the following example are treated using a failure rate for 
each branch circuit and establishing a strategy of repairing the array after 
a certain number of branch circuits have failed. However, in all three PV 
systems analyzed in Volume II of this report, the JPL Array Design 
Methodology(3), described earlier, was used. 

" 
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system configuration is modified, by changing functional interconnections, or 

by adding or subtracting components. If such a major change is desired, the 
user must make some minor modifications to SOLREL codes. 

The Initial Event File: Scheduling Failures. Figure 24 shows the 

logical flow of SOLREL. The model begins by creating an initial event file 
consisting of the time of first failure for each system component arranged in 

order of occurrence. Each of these failure times is selected at random 
according to an expected time between failures distribution unique for each 

component. Parameters of the distributions can be modifi ed by changi ng the 
data cards. The type of distribution can be modified as well but requires 

changes to the SOLREL software in subroutines INTLC and REPAIR. (See Appendix 
B, Volume II.) For this project, all electronic components are assumed to 

have negative exponential failure distributions characterized by a constant 
hazard function. Those components which experience wear-out (or have an 

increasing failure rate over time), namely most mechanical components, may be 
modeled using a Weibull or other appropriate failure distribution. 

fLOWCHART 

FAILURE 
EVENT 

I INPUT 
INITIALIZE H SHECT keNT REPAIR 

rL .. PROBABILITY !----- EVENT EVENT TYPE EvENT 
DISTRIBUTIONS FilE 

COMPUTE 
COST OF r- ADJUST r-• EXPONENTIAL • SELECT FIRST • FAILURE OUTPUT 

FAILURE TIME • REPAIR ts" 
REPAIR 

FAILURES 
FOR EACH • TIME EvENT 

r 
• LOGNORMAL COMPONENT TIME 

REPAIRS EVENT 

• CLEANING REPAIR 
• PREVENTIVE { COSTS BY 

MAINTENANCE COMPONENT 

REPORTS l5J 
FIGURE 24, FLOWCHART FOR SIMULATION PROGRAM - SOLREL 
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SOLREL also schedules a time event for the first of every month. 
permitting the user to schedule preventive maintenance and cleaning. Preven­
tive maintenance times and costs are input through data cards, however, those 
components actually receiving maintenance attention are defined within 
Subroutine TIMEV. 

Component Failure. Once the initial event file has been created, 
SOLREL is ready to begin a simulated system clock which will continue 
throughout the system life, stopping only when events in the event file are 
encountered. If the fi rst event in the event file is a failure, SOLREL will 
record which component failed and the time of failure. It will then compute 
the total kWh produced by the system from the last event (or time zero if the 
simulation is just beginning) to the time when the failure occurred. 

Power Output Calculation Including the Effect of Degradation 

To compute output (see Figure 25 which represents the Adjust Output 

Box of Figure 24), SOLREL begins with the system capacity (C) which has been 
input by the user on a data card. This capacity is then reduced by a percent­
age (% 0) due to dirt on the array surface. This percentage reduction is 
defined by a time dependent curve entered on a data card and by the cleaning 

schedule input by the user. The capacity is reduced again by a percentage due 
to permanent degradation (% Pl. This is also defined by a time-dependent 

curve entered on a data card. The capaci ty is reduced once more by a percent­
age which defines the degradation over time due to cell failures (% F). For 
the three examples in Volume II this reduction is based on the output of the 
JPL technique: a time-dependent curve entered on three data cards, and by the 
cell repair schedule input by the user. In other words, the user can initiate 
total cell repair when a certain percentage of system output has been lost due 

to cell failure. For the example in thi.s volume, the degradation is the per­
cent of branch circuits which are not operating due to cell failure. Next, 
the capacity is reduced further due to the failure of mechanical components 
within strings or branch circuits which shut down only a portion of the entire 

system (% F). For example, a failure of a tracking drive (branch circuit) on 
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the generic two-axis tracking concentrator system will cause the loss of 1/59 

of power. Therefore the degraded capacity will be multiplied by 58/59 to 
yield a final degraded capacity. Next this final degraded capacity (FOC) is 
applied to the output duration curve (see Figure 10) which captures the effect 
of changes in insolation. Twelve power output duration curves, one for each 
month, are stored in an external file. (See Table 19) They are produced 
earlier by design simulations of solar output, given historical local weather 
conditions and designed system efficiency. SOLREL will calculate the area 
under the curve and multiply that value times the degraded capacity (FOC) to 
yield output in kWh for the month as shown below: 

FOC = C • (1 - % D) (1 - % P) (1 - % C F) (1 - % F) 

In some cases, the shape of the power output duration curve will be 
modified. For example, if a 500 kW system includes two 250 kW inverters each 
of which can still produce 250 kW when the other has failed, it is possible to 
have a power output duration curve which remains unchanged below 250 kW output 
but which cannot rise above 250 kW (see Figure C-l, Volume II.) 

MAXIMUM 
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OLOGY) 

COMPONENT 
FAILURES 

LOSS DUE 
TO STRING 
FAILURES 

AREA UNDER 
OUTPUT OUTPUT 

DURATION 
CURVE 

FIGURE 25, OUTPUT CALCULATION FOR EACH MONTH 

Maintenance 

Scheduling Repair. Once a failure has occurred and the system output 
to that point calculated, SOLREL schedules the repair of that component by a 
random selection from its repair-time probability distribution. (Note: if 
the system maintenance strategy so decrees, a predetermined number of compo­
nents failures must occur before repair is initiated.) The repair time 
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distribution used in all designs simulated was lognormal, as discussed 
earlier. The user must specify on data cards the 50th and 90th percentile 
repair times for each component, and SOLREL then derives the appropriate 
lognormal distribution. It is important to note that the user enters repair 
times in terms of total man-hours. For example, suppose that 2 men spend a 
total of 16 man-hours to complete the repair. Each is paid at a rate of $20 
per hour. The total elapsed time on the job becomes 16/2 = 8 working hours 
which, assuming an 8-hour work day converts to 24 clock hours for the array 
system downtime. The user should input on data cards the 50th and 90th 
percentile for the number of man-hours, the total dollars per working hour 
($20 x 2 = $40), and the number of men performing the repair (2). The repair 
time, which appears on the printout log and which is stored in SOLREL's event 
file, is the total clock hours (24 hours). Repair cost, however, is calcu­
lated from the total man-hours. If this failure caused complete shutdown, 
then 24 hours of output is lost. Once a time has been selected for completion 
of the repair, SOLREL inserts that event into the event file where it, like 
all other events, is stored in order of occurrence. 

Maintenance Costs. When a repair event occurs, the output is calcu­
iated in the same manner as described above, A new failure time is selected at 
random and stored in the event file. The only additional step is to calculate 
the cost of repai r whi ch becomes 

dollars per working hour total man hours 
Cost of Repair = fixed cost + number of men 

where total dollars per working hour = (wage rate) (number of men) 

and total man-hours = (number of men)(hours per man). 

The fixed cost and the dollars per working hour are stored on an external 
file. The number of working hours is the same lognormal random variable 
mentioned earlier. 

Preventive Maintenance and Array Cleaning. In addition to failure 
and repair events, SOLREL also processes time events. A time event serves two 
purposes. First, it allows SOLREL to accumulate monthly (and yearly) output 

" 
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and cost figures and to activate a new power output duration curve each month. 
Second, SOLREL checks to see if any preventive maintenance/cleaning is sched­
uled to occur. If so, the cost is calculated in the same manner as repair 
cost: 

dollars per working hour working hours 
cost of PM = fixed cost + number of men 

The number of working hours is a random variable with lognormal distribution. 
To change the distribution type, SDLREL's software must be modified; however, 
changes in the distribution parameters can be accomplished by changing data 
cards. In the case of array cleaning, system output is improved to its 
original level after each cleaning. In other words, the clock used in 
conjunction with the dirt degradation curve is re-initialized (set to zero). 
All preventive maintenance is assumed to occur during off hours so that no 
syst em output is los t. 

After each event is processed, SOLREL returns to the event file and 
selects the event whi ch is schedu1 ed to occur next. That event is then 
processed and the cycle repeats itself until an event indicating the end of 
system life is reached. 

Tables and Plots. SOLREL has the capability of producing a number of 
summary reports including a: 

• complete log of event by event system performance (Table 23) 

• cost/output table (Table 24) 
• system availability table (Table 25) 
• component failure table (Table 26). 
The event log, a portion of which is shown in Table 23, provides an 

event by event detailed record of the 3D-year simulation. It itemizes each 
failure, repair, and weather-related or preventive maintenance event and 
provides a runing summary of cumulative energy generated and maintenance 
dollars spent. These are both provided in curr.'nt dollars and kWh as well as 
present value dollars and kWh. 

The cost/output table shows the annual cost, output, and cents/kWh in 
both initial year dollars and present value dollars. The system availability 
tab le s haws yearly tota 1 s for the percent of time that the syst em is produci ng 
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at a certain percent of system capacity. In other words, for year 1 the 
system may produce between 90 and 100 percent of system capacity only 10 
percent of the time. The table also shows a theoretical availability which is 
an estimate of availability given no failures or degradation. The failure 
table shows the number of failures for each component by year. System MTBF 
may be estimated from this table by dividing the number of hours in 30 years 
by the number of failures in 30 years. (See Tables 24 and 25.) 

SOLREL also produces plots of system costs and output over time both 
in initial year dollars and present value dollars (Figure 26). The plots also 
show 1 evel ized costs per kWh both annually and for system life (Figure 27). 
These plots can be produced at the end of each run or several runs can be 
accumulated and printed in one set of tables and plots. The decision on what 
plots or tables to produce is made through a data card. 

Changes to Model. Table 17 lists alternative desired adjustments to 
the model and the changes in the programs required to achieve these adjust­
ments. In most cases, changes to data cards or to external files are suffi­
cient to run sensitivity analyses. In cases where the system structure 
(number of components or relation among components or subsystems) is affected, 
certain software changes are necessary. 

SOLREL Analysis of Example System 

To demonstrate the application of SOLREL, the generic PV concentra­
tor system described earlier was modeled. Other systems will be modeled later 
in Volume II of this report to show the flexibility of the technique. 

The system was modeled functionally to respond to failures as shown 
earlier by the block diagram of Figure 20. The input data on reliability, 
degradation and maintenance presented in Table 6 were used for SOLREL input 
data. 

Random number streams are used throughout the simulation. They need 
to be chosen carefully so that when variations in system design are tested, 
the results reflect only those changes while at the same time minimizing 
random variations. Six independent random number streams were used, one bei ng 
assigned to each of the following processes: 
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TABLE 17. COMPUTER PROGRAM-RELATED CHANGES 
NECESSARY FOR ADJUSTMENTS TO r~ODEL 

User Must Modif~: 
External 

Type of Change Data Card File 

Failure Distribution Type 
Failure Parameters x 
Preventive Maintenance x 

Times 
P.M. Costs x 
Components Receiving P.M. 
System Capacity x 
Dirt Degradation Curve x 
Cell Failure Degradation x 

Curve 
Permanent Degradation Curve x 
Cleaning Schedule x 
Cell Repair Initiation x 
Output Duration Curve x 
Effect of Failures 
Repair Distribution Type 
Repair Distribution x 

Parameters 
Fixed and Variable Costs x 
Financial Parameters x 
System Configuration 
Effect of Component Fail ure 
Length of Run x 
System Capacity x 
Table/Plot Decision x 

Software 

x 

x 

x 
x 

x 
x 
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(1) array (branch circuit) failures 
(2) array (branch circuit) repairs 
(3) non-array failures 
(4) non-array repairs 

(5) preventive maintenance 

(6) analysis of array/tracking system interaction*. 
A complete listing of the components and the associated data requirements for 
this system appears in Table 18. This repeats Table 6 but in computer print~ 

out form. One notable difference is the component "Branch Ci rcuit" in Table 

18, which is "Array" and "Lens" in Table 6. 

Two repair/maintenance policies were tested. Array cleaning was 
tested for 3- and 12-month intervals. Array repai r was initiated for alterna­

tive conditions of 1, 5, 8 or 12 array failures. In order to evaluate the 

effects of failures and repairs, maintenance costs were calculated on a level­
ized cost-per-kWh-produced basis. Economic parameters were thus needed. A 
discount rate of 15 percent, inflation rate of 8 percent, and electricity 

price escalation of 12 percent were assumed. 

Table 19 shows 12 monthly power output duration curves. It is 
identical to Table 12. The numbers represent fractions of total array field 

capacity. They are printed in intervals of 8.33 hours. For example, in month 
1, a perfectly operating system could be expected to produce more than 98.2 

percent of capacity for only 8.33 hours. It would produce more than 96.3 
percent of capacity for 16.66 hours (2 x 8.33). 

The results of the SOLREL computer runs for the generic concentrator 

PV system appear in Tables 20 through 22. It can be inferred, given the input 

data assumptions, that cleaning this system every 12 months is a more cost­
effective alternative than cleaning every 3 months. Note that the cleaning 

operat ion itself is performed duri ng the off hours so that no output is lost. 
These results indicate that failed array branch circuits should be 

replaced immediately. This is due to the fact that a linear cost function was 

*Stream 6 is used to see if, when the optical/electrical portion of the array 
(branch circuit) has failed, the tracking portion of the same array has also 
fa il ed. It al so tests the opposite case. 
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hONTH 111 1.000 .993------:qil6-:9-i-9---;.-973~-:..ji.o .959 .952 .q~2 .~27 .911 .895 .879 .1163 .8'+7 .829 
__ ~~~_.U_L~ 79 .. u •• 73 L __ .IQ b _.665. __ • b3L __ .29L-.5bL_ .• 53b ___ -'ct!t5--L.3..9.8.........JS'<--... JZl..------zll_.---L1.91 .100 

.130 .09~ .065 .007 Q.OOO O.OO~ 0.000 O.adO 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

MONTH 11 1.000 .992 .98 ... 977 .969 .%1 .953 .9 .. 3 .<'27 .~11 .695 .1172 .61t6 .826 .605 .182 
&l!t9 • 71ii_....t:IIZ ___ .o .. !.._ ..•. bOO.~5-cJ __ ... 92~UL-&.Jj;;L .295 .240 0196 0163 .070 .02? 0.000 

0.000 0.000 O.GOO G.OOO O.OOG 0.000 O.GOO Q.oao O.LOC 0.000 0.000 0.000 0.000 0.000 0.000 
~---------

hOhTH 12 1.000 .960 .959 .9 .. 0 .,,22 .905 .6116 .doo .845 .S05 .171 .1~2 .113 .685 .6'+8 .5')5 
.. __ ..• 550 __ .!i13 .,.111 .393 .333 .29S .209 ...• 205 .123 .Ob3 ._.0.19.._. __ 002.1._ .OOi> .. _0~G.OO_J1.000.JI.noo 

0.000 0.000 0.000 G.OOG 0.000 O.uOO 0.000 0.000 O.COO 0.000 0.000 G.GOa 0.000 G.OOO 0.000 
------_._._- ----_._---

ID 
-I'> 



TABLE 20. 

U.N.A. F. 

1 
5 
8 

12 

* 
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SOLREL RESULTS: LEVELIZED COS~ ¢/kWh 

30 Year Lifetime 
Clean Lens After: 

3 Months 12 Months 

1.83 
1.87 
1. 91 
2.06 

1. 76 
1.80 
1.84 
1.98 

TABLE 21. SOLREL RESULTS: LIFETIME COST, 1981 DOLLARS x 103 

U.N.A.F. 

1 
5 
8 

12 

TABLE 22. 

U.N.A. F. 

1 
5 
8 

12 

* 

* 

Clean Lens After: 
3 Months 12 Months 

915 870 
904 858 
897 852 
895 850 

SOLREL RESULTS: LIFETIME OUTPUT, kWh x 106 

Clean Lens After: 
3 Months 12 Months 

34.2 
34.9 
32.0 
29.3 

33.8 
32.5 
31.6 
29.0 

* Unacceptable Number of Array Failures Before Repair is Initiated. 
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used for array repair. In other words, repairing 12 branches simultaneously 
costs 12 times as much as repairing one. In actuality, there would probably 
be minor cost savings due to batching the repairs. 

The event log, a portion of which is shown in Table 23, provides an 

event by event detailed record of the 30-year simulation. It itemizes each 
failure, repair, and weather-related or preventative maintenance event and 
provides a running summary of cumulative energy generated and maintenance 

dollars spent. These are both provided in current dolla rs and kWh as well as 
present value dollars and kWh. 

Sample pri ntouts showi ng the results of computer runs for the system 
appear in Tables 24 and 25. These outputs are useful as direct inputs to the 
life-cycle energy cost model and for estimating system availability. 

Table 26 lists failures by year and by subsystem component. The 
tracking unit, branch circuit and inverters exhibited the largest number of 
hardware failures. The maintenance cost, cost per kWh and energy output per 
year are plotted in Figures 26 and 27. Annual maintenance costs can vary by 
as much as a factor of two. 

Variability in Results. The SOLREL analysis of the case of repair on 
first array failure and clean every 3 months was replicated six times. The 
results are shown in Table 27. The mean, standard deviation, and 95 percent 
confidence limits on the mean are also presented. This experiment indicated 
tolerances of about 0.3 percent for energy output, and ±3 percent for annual 
maintenance cost and number of failures. 

The Computer Program for SOLREL 

Appendix C in Volume II contains the details of the SOLREL computer 

program as run on Battelle's CDC Cyber computer. The input and the subrou­
tines are described and a program listing is provided for each of the systems 
modeled. 

Comparison of Results from the State Space Approach and 
the SOLREL Simulation Model of the Generic PV System 

Three additional systems are modeled by both methods in the Volume 
II. A discussion of the comparative results is then given at the end of that 
portion of the report. 



TABLE 23. LOG OF SYSTEM PERFORMANCE, MAINTENANCE COSTS AND EVENTS 

kWh kWh 

A FAILU~E Of THE FIkST IhV.RTiR HA! OCCU~E~ UN SE·T!13~i 17. YlAR 11 
THi SYSTEM OUTPUT I~ KWHR FkON TH~ L~!T EVENT TO SE?T~~6E~ 17. YEAR 11 WA5 (ACT-.VI 

A ~fPAIK OF TH. fIKST INVoKT!R WAS CLMPL"TEO I~ & HCUkS ON SE.To1~E~ 17. yrAR 11 AT A COST OF S ~OOO.OO. 20~1.10 
TH. SYSTfH OUTPUT IN KWHR F.GM THe L~~T [VENT TO SE"TE1dER 17, YEAR 11 WAS (ACT-PVI 

TH" SYSTiM OUTPUT IN KWHR fROM TH< cA;T fVE~T TO ~CTOB~k 1. YEAR 11 WAS (ACT-.VI 

THE SYSTE~ OU'PUT IN KWHR fKOM TH •• A~T EV[NT TO NDVEH30R 10 YlAR 11 WAS IACT-.VI 

THE SYSTfM OUTPUT IN KWH. fROM TH! LAST EVENT TO OE~EH3~R 1. YEAR 11 WAS IACT-.V' 

THE SYSTEM OUTPUT IN KWHR fROn THE LA~T ~VENT TO JA~UA~V 1. YEAR 11 WAS IACT-PV' 

1~9l •• 1125~. 

326. 2 .. 5. 

17219, 12960 • 

3,.901. 26210. 

29125. 22352. 

32191. 24069. 

, 17000.00 
S 

---------------------------------~.------------------------------------------------------------------------------------.---.-----------52,,27". TOTAL COSTS/ouTPUTS FOR YlA~ 11 
PRi..S£NT \I~LUE 

195&.1" 397277. 

LEV.LIZ.O C.NTS PER KWH= 2.25 

THE SYSTEM WAS SHUTDOWN FO~ ~5 HGUkS fOR CLE~N.NG AND PH ON JA~Ul~Y 
TH~ SYSTEM OUTPUT I~ KHHR FROM TH~ .AST f~ENT TO FE3RU'~Y 

1. YEAR 12 ~T A CO;T OF $ 5000.00. 2505.55 
1. YlAR 12 HAS IACT-PV' 38312. 

-------------------------------------------------------------------------------------------------------------------------------------. 
28582. 

A fAILURE Gf A BRANCH CIkCUIT hAS oecu'EO ON FE~RU~~Y 1&. YEAR 12 
11 ARRAY/TRACKIhG SYSTEH COMaI~ATIONS AR. NOT OPE~~TING 

THE SYSTEH OUTPUT IN KWHR fRO" THE LAST EVENT TO FE3RU'~Y 1&. YtAR 12 WAS (ACT-PV' 21591. 16089. 

THE SYSTEM OU·PUT I~ KWhR f~O', TH~ .'5T ~VENT TO HA~CH 1. YEAR 12 WAS IACT-PV' 211'02. 15739. 

A FAILURE Of A BRAhCH CIt.CUlT HAS OCCU"EO eN lti,(CH 21. YEAR 12 
12 ARRAY/TRACKI~G SYSTEM COMdINATiOhS ARE NOT OPERATING 

THE SY~.EH.OUTPuT IN KWHR HOH THE •• H EVENT TO HHCH 21. YEAR 12 WAS IACT-PV' O. O • 

• REPAIR OF • eRANCH cIRCUIT "'5 COHPL~TEO 1M .4 HOURS ON HAiCH 23, YlAR 12 AT A COST OF I 260DO.00 11Z8~3.98 
THE SYSTEM OUTPuT IN KWH~ HO" THo .AST EVE"T TO HHCH 23. YEAR 12 WAS IACT-PV' O. o. 

THE SYSTlH OUTPUT IN K"HR f"OH THl LAST EVlNT TO APUL 1. YEAR 12 WAS IA;;T-PV' 15072. 11195. 

THE SYSTEH OUTPUT IN KWH~ fkOM THe LAST EVENT TO HAY 1. YEAR 12 wAS IACT-PVI &2556. ,.6362. 

THl SYSTlM OU;PUT IN KWhR f~OH THE LAST EVENT TO JU~E 1, YEAR 12 WAS IACT-PV' 59995. .. .. 367. 

THE SYST"M LUTPUT IN KWHk fROH THo LAST ~VENT TO JU_Y 1. YEAR 12 WAS -IACT-PV' 5b3U. 41&07. 

\D 
"-l 



YeAR 

1 
2 
3 
~ 

5 
6 
7 
d ., 

lJ 
H 
12 
13 
1'+ 
::'5 
16 
17 
18 
19 
20 
21 
22 
23 
? .. 
2S 
26 
27 
2d 
Z'~ 
~J 

TO'T';'L.£ 

" 

TABLE 24. SAMPLE PRINTOUT OF ANNUAL COSTS AND OUTPUT ENERGY 
FROM GENERIC CONCENTRATOR SYSTEM 

[c ~ T (~J 

21~~1. 7d 
3·db5.39 
B7b7.50 
3~5~2. V 
2~':Itljtl d5 
'1~j4.q6 

,~3727.,0 

47725. )0 
23769.'t~ 
32931.29 
?65'l<j.~O 

26'1J7.71 
3b333.37 
20051.b7 
21""fte.U'i 
.lteOg.1b 
31d .. 4.74 
,!1~77.26 

.3o~Cb ... O 
20832.0'; 
3:i21d.20 
1~3C 1. 7'l 
27580. 'l~ 
h54~. 'JC 
3030 7. ~~ 
19C2f).~1l 

3j':l3tl.5S 
3'h':'C 5.711 
2,tlbG.5:;; 
,~2.,13. 'H 

~JJ4';1" ... G 

~~~UAL MAINTE~ANC~ ;J~T 'N~DUTPUI 

CUF.f<~NT V~lUf 

I(~H 

11237'+1. 
1135707. 
lljJ 2':12. 
11 B[OO. 
1O':I7H~. 
~81070. 

113~~2u. 
10o"G20. 
l1l3'td~ • 
1C ';8277. 
1(j54t55. 
11 .. 63" .. 
10-;<,203. 
1130632. 
112 .. 377. 
11~H2,. 

I11b/ .. 7. 
HZ5761. 
103d574. 
1015,360. 
lCl;~Ob. 

112:,5'3. 
11 .. 3321. 
11181'32. 
1117H2. 
lUd .. 53 ... 
10727'+8. 
106';37,0. 
111S;;~2. 
lu3L';~3. 

320:>360:; • 

CiNT:: /KWh 

1.";!> 
3.07 
3 • C 7 
3.1" 
2.28 
5.20 
2.<;6 
4.46 
2.12 
l. L 8 
2.52 
2.35 
3.,,4 
2.30 
1.67 
2.bY 
Z.tj5 
3.11 
3.55 
1.9lt 
3.2 .. 
1. 71 
2.41 
1,30 
3.25 
1.75 
2.86 
3.26 
2.17 
3.15 

PRES~t.T VALU~ 

COST (U KWH 

239tl9.Z2 11~~5d5. 
321&n.lr 10911"1. 
290,+3.23 1u2~dDu. 
2l7~b.17 1"33356. 
1~05L .7·~ ... _.. 97 .. 5"'7. 
3&'+1&.~a d47724. 
2?b43.Z4 ~59"15. 
3J137.j2 b7E2b5. 
14008.7~ 8972~4. 
1~3g2.~~ d3~6~1. 

U87;l.5~ .... ,,_J'H6.60,. 
13095.8, 8'+55~3. 

Ib799.S2 7Sta51, 
111S9.72 7~13Gl. 

:490.53 766253. 
11d&4.;9 7&4106. 
11535.70. _ JZ1791i._. 
lu725.~8 &4~7aO. 
11721.12 637170. 
&1~ij.13 &422&6. 
.bj&.1j b313C~. 

SlCl.25 fJ3765d. 
~7~5.61.6305a5. 
33&4.&.. 600dll. 
7356.29 5S't,,03. 
3854.3. 552,+d&. 
5852.66 5325&2. 
6211.3~ 51c'+lt. 
41a ... 6~ 52~8Ql. 
;132.37 ~7~gb2. 

~2~ldc.3L. ZZ7~4722. 

C~NrS/K\lH 

1.d~ 
2.'1~ 

2.82 
2.7t 
1095._._ 
4.30 
203& 
3.4~ 
1.57 
2.21 

_ _ .. 1 • 73 __ .. ___ .. _____ _ 
1.55 
2.21 
1. ,,1 
1.11 
1.5. 
1.bC. __ , ___ , ___ . __ _ 
1.60 
1.a .. 

.'16 
1.53 

.80 
1.0 .. 

.51:: 
1.3t 
.ra 

1.B 
1.20 

• 7~. 
1.0~ 

1. H IL~"C:LIZ::OI 

<0 
00 



TABLE 25. GENERIC CONCENTRATOR SYSTEM AVAILABILITY 

.. /.t U~L SYSTEM ~V'lLA3I.ITV OU/UN!; :JAYU:;HT 
~:: A PERC~~T OF SV3TfM ~~~ACITY 

~Y§TE~ CAP~Clrv • 5JG.0 KW . NJ~3n JF OAYL[GHT HOU~~ P~k YEA~ • 3757.5 

VE ... 100-9.;'( '1o-eor. ~0-7JY. 10 -60 '( t·0-5C ~ 5G': .. 0r. "-0-3J Yo 30-2:;r. 20-10r. la-Or. TOTAL 

TH~ORETI(,AL 31.61 7.a3 ~.~~ 5.40 ..... 0 5.23 5.5~ 7.21 d.7S Id.71> IDD.CO 

1 32.03 9.28 6.40 n. b 1 f).55 5.21 5.3& 5.J3 5.~3 15. ,.1 100.00 
2 3J.~5 1L.32 'l.lS 7.0 a 7.28 '5.49 5.30 5.12 5.:;2 14.16 100.00 
3 2~.Cl6 12.71 9.21 7.31) ~.&6 5.80 5.5& 5.31 1).47 11.97 100.00 
It 23.u4 11.33 '1.0 d '.5" ~.?1 e.03 5.4b 5.5~ b.12 11.2'1 100.00 
<; 2~.<?'4 13.13 10." .. 7.<j 3 ~.:'2 ~.~1 5.&2 5.77 6.25 11,72 100.00 
b 22. '<0 lU.74 t\ .... '+ 6.~u 10. &0 ~.:;2 5.05 5.27 5.50 1'1.90 100.00 
7 2.7.5d 12.36 9.74 7.78 8.~2 f,.~1 5.49 5. ~L O. Q1 __ .B .• 29_ __laO .00 
8 25.92 12.~7 9.::2 7.62 1.2 b '3.71 5 ... 0 5."1 6.17 14.32 100.00 ~ 
9 2".b'+ 1 ... 19 10035 ;.~ 0 ti • 7 S ".~O 5.1',~ &.09 6.1& 6.61 100.00 ~ 

111 2 ... Bil 13.'+2 4. ~9 ~.1 7 7. C 1 0.15 5.46 5 .~o 5.~9 U.21 100.00 
11 2".29 12.26 '095 7.& .. 9. C 7 5.49 5.4~ 5 ..... S.H 15.57 100.00 
12 l6.27 12.b5 IJ.37 d.Ol 1. e 9 f" J 3 5.d5 5.6 .. &.'+6 R.54 100.00 

. 13 2~. 36 12.21 9.37 7.55 6.92 5 t7L 5. 'til. 5.64 ;; • 9~. ___ . _. 1 " . .7 't. ___ .100 .oa 
1 .. 25 ... 3 13.59 "1.72 ~. t fj 7. f> 1 ~ .:: 6 5.54 5. 75 6.18 12. r. 5 100.00 
15 23. 73 1 3. 3~ U.38 7.8b 10.la 6.20 5.&7 5.92 &.11 10,"5 100.00 16 25. 7~ U.4~ !G.39 ~').2 4 7."5 0.22 5.'+~ 5.59 0.2 .. 11.12 100.00 
17 22.90 13. 7~ 11.12 ~ ... 'I q ... ~ f 1.3'+ 5.9~ ~.~:I 6.52 '1.37 100.00 
18 21."3 1~. 11 10.10 7.98 ~.Sl ".J& 5 ... 0 5.52 5.94 1 <;. &6 100.00 
19 22.~a 11. J2 Q,"t2 7.30 d.S" . ~ .• ~O 5.27 5 • .13 5.~r 1 ~. 07 __ 100.00 
20 22. C 4 14. ~~ 10.36 .~. 4 it 7.61 6.23 ?5a S.dS ::). eq 13.67 100.00 
21 22. Yd 1 .... Z". 10. ?2 ~.1J ~.38 6.Ze 5. '+~ ::.7d b.U. 12.210 100.00 
22 21.26 1 ~ •. 33 11.32 ":;.1,+ dol'! h.ll! >;.79 b.21 6.32 9.75 100 .00 
23 25.bH 1.3. ~4 1J.~9 ~. U 1 0.37 f. 3~ 5.ij .. ~. 90 b."6 '1.65 100.00 
24 22.75 1 ... f> 7 10.F.Z ~. 0.3 9.13 F..53 5.jb 5.20 b.l2 ~.85 100.00 
2~ 2,.:>b 13.05 1 u ... b ;1. b '+ Ij.:;: 2 b.26 5.00 .. 5.c3 6.32 13.&6 100.00 
21- 23. r. 3 1 .... 13 H. ,;.~ ~ .1 ... ~.04 0.02 5.1.>5 5.b7 5 •. 36 12013 100.0~ 
27 22.27 13. 76 1·:.b5 c.1M ~.i+5 r .33 5.47 5.,,1 5.78 13.2 U 100.00 
26 21.12 1 ?, !J 1 1(1.17 ~.71 7.f7 h03f. S.~1 S.P'! bol3 13.2& 100.00 
29 2~. 32 14. J ~ 1 u. 11 f).3 it 0.01 6 .... 2 5.37 5.90 b.lt3 .~. ~ b 100.00 
30 20. ',3 13. ·;'7 q.~4 7.H 4.43 17".C;(J 5.36 ~ • .,6 ~.q3 16.39 100.00 

A V'::F.AGE 2 .... 5,,+ 1 ~. 1. 8 1J." 1 7.·~ 7 ~. 51 f.,. C f· 5.55 5.&9 b.l0 12.48 100.00 



TABLE 26. GENERIC PASSIVELY COOLED CONCENTRATOR SYSTEM COMPONENT FAILURES 

caJ:"p.~Ii.I!.L.Eli.~.!t, E TA ~l",E~ ___ .. 

. _. _ .. t-lU M flO: 1\... Qf. .HI L~LR!;.S.~EK.~ P.HI'JlN E.~LflL.Y:EAR_..... . 

w_ ... _ .. _. __ ... __ .. ___ .. ___ _ __ , _______ .. _____ ~ .. _________ .. ____________ ._. __ 

COMPONENT YEAR = 1 2 3 ~ 5 & 7 6 9 10 11 12 13 1~ 15 1& 17 18 19 20 21 22 23 24 25 2& 27 28 29 3D TOTAL 
~--.---.---- - --------, . __ .. ,--_. 

--A-BRANCH CIRC~IT 5 .. ~--S_~~~& 2 & 2 2 2. 2 1 4 3 .. 5 0 1 2. & " 5 1 6 3 124 

------'--TRAClUltlLUtlIT ._ .. !L.1.2 .. _5._fL.1!L.1L-.L12 . .1L...8_2-9 5 1 .b.-.-l_.It_3._.L..!t._ .. B._ .2. ... _.1 .... _5 ._.IL.fL .. fLl1 .. _I>. 11._.--22IL .. __ . 

~f;J.IRST IN.'l.t:.RJJ;R 1_1. .2_.3_o .. 'L_1._.0 ___ L O_1._2 __ 1_J ... ~._!L.l __ 3_L_j1_L ... O._ .. J_1 .. L..£_1_0_Jl_Q ___ .. ~~._ g 
THE SECOND IN~ERTER 0 1 3 2 2 1. 2 2 2 0 2 3 3 0 3 1 1 0 2 1 ~~ .1 0 2 1 2 3 4& 

--I!!LH2!:HTQRING PA.NEL Q L_l_,.. __ Q_L......o_~._G_ L_O~.Il_i~_Q._._L .. LJL_.Jl.--.-O._.JJ.J_.O __ .Q __ O._L_Q---.JI_1l 5 

~9NTR~ U~N~I~T ______ _ 2_3._._C_3 . __ .1_"-_ .. 2_'+_.0... .. 2_ ... .1 1 2 2 2 ?.1_.3_~_ .1.-' .... D .. __ L._D __ O._L_ .. ;t_z._L ... L ____ 5.d ___ 

THE MANUAL CONTROL 0 1 0 0 0 0 Q J 0 0 0 0 0 0 0 0 0 Q Q 0 Q 0 0 0 0 0 0 0 Q 0 1 

I!!LD.li.IW!!U1L!'LS,--,-Y",-S __ O. __ .IL 0 _.ll __ O .. _ .. 0.. __ .0 ._ ll .... 0 ... LO 0 0 JI._JJ._.L_.L-L-L_.L~LJl_.O _ 0 _. 11_0 __ 11_0 ___ L ... I1. __ ._.D. __ 

--1tl.L.S.O.L..I~-.SJIIICI:L. ____ L..JL.D ... Q_._O ... Il_.D .0 .. _ 0 O._.O ... _O .. J_.JI ....... Il_.Il .. _D .. II._JI . 0.. ... 0. 0 .. 0 .. _ L ... O._ .. O._ . .JL.L_L .. L .. _ ... 0. 

THE UTI lITY 1 1 Q 3 2 0 1 0 2. 1 1_-'1. II 0 2. 1 1 2 Q 0 _2 1 1 3 1 1 4 1 34 
\, 

_SYSLDU..LJ"JL."EIlIHE~ ___ . 3_2_._3 .fL .. L ......... 2 ._.11 .... " .9._.7 .. _ .. 3_ .. --.3. . .5.._ ... ~It .... 2._.L-Z.. ... __ 5_ .. _3 ...... " .... 3 .. _& . 3._S ..... 2._.Ii ... L .. J ._111. ._ . 

. ,- ._" ...... _---- ---- - --_. --- ---_ .. _._----_.,._----- --- --,._. - - - .-_ .... _- -,--- ._. ------_._----,_ ... _- ._------
TOTALS 21 19 27 16 22 21 1& 17 11 19 Z~ 19 19 20 20 

______________ . ___ 2.Q __ ..29 30 ...:ll __ Zi!___ 25 II 18 22 ifL_.1!t __ ----17 21 28 211. ~ 

.. 
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TABLE 27. ESTIMATE OF VARIANCE AMONG SOLREL RUNS--6 CASES, 
REPAIR ON FIRST ARRAY FAILURE, CLEAN EVERY 
3 MONTHS 

Std. 
2 3 4 5 6 Mean Dev. 

Number Fa il ures 606 627 614 630 630 651 626.3 15.5 

Cost ($1000) 869 881 912 856 851 915 880.7 27.5 

Output (1000 MWH) 34.2 33.9 33.9 34.0 33.9 34.2 34.0 .147 

Confidence Internal For Means Defined As: 

S - S - <x + t .-X - t a/ 2, n-l '\jfi- < )J a/2-1F 
where n = number of replications 

95% 
Conf. 

Int. for Mean 

610.0-642.6 

851.8-909.6 

33.9-34.1 

t a/ 2,n-l is from t distribution at a/2 significance level and n-l degrees of freedom 

s = I L (y. -y) 2 
~ i 1 

n-l 
t. 975 ,5 = 2.571 

0 
w 
III 
:::l 
0-

0 
.j:> 
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LIFE-CYCLE COST ANALYSIS 

Defining the Procedure 

In comparing the costs of competing investments, particularly invest­
ments in electric generating equipment, it is always a major problem to prop­

erly account for the fluctuations in cost and outputs which occur over the 

system's useful life. For example, a 100 kW flat-panel photovoltaic system 

may cost close to $1 million to build, but will then produce electricity with 
little operating and maintenance expense. The alternative might be to 

purchase electricity from the local utility which would eliminate the large 

initial expenditure, but result in relatively high and increasing costs in 

terms of cents per kWh which would continue indefinitely. The question 
remains, how can a decision maker make a logical choice between two competing 

technologies when one involves a much higher cost in year 1 but a lower cost 

thereafter? 

Life-Cycle Costs (LCC) 

The.method most commonly used to assist the decision maker in making 

this tradeoff is life cycle costing, often referred to as present value 
analysis. At the very start, it is important to note that Lee is strictly an 
approach to analyzing the financial characteristics of a system. It in no way 

substitutes for such major decision making criteria as cash flow, aesthetics, 

environment, or political/institutional feasibility. Lee estimates the costs 
incurred and electricity produced by the system, year-by-year throughout its 

life. For each year of system life, the Lee methodology calculates the 

out-of-the-pocket costs which accrue to the owner, including such items as 

initial downpayment, interest payments, payments on principal, maintenance 
expense, taxes, and miscellaneous expenditures. In addition, the methodology 

simulates a hypothetical tax return for the system owner, carefully recording 

the tax credits which accrue due to interest deductions, depreciations, and 

operating expense deductions. Once these credits and costs are calculated for 
each year of system life, they may be displayed graphically as in Figure 28. 
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$ Cost 

1 2 3 4 5 6 7 8 9 10 

Year 

FIGURE 28. CASH FLOW OF HYPOTHETICAL INVESTMENT WITH 
10-YEAR LIFE, INITIAL YEAR DOLLARS 

These costs are all initial year dollars, in other words, assuming zero 
inflation. Inflation (at a rate of i), however, actually causes $10 worth of 
goods and services at today's prices to require $10 x (l+i)n n years in the 
future. 

Therefore the costs in Figure 28 must be adjusted to current year 
dollars so that inflation is taken into account. The results appear in Figure 
29. Current dollars means the actual number of dollar bills which would 
change hands at the time the cost was incurred. 

$ Cost 

1 2 3 4 5 6 7 8 9 10 

Year 

FIGURE 29. CASH FLOW OF HYPOTHETICAL INVESTMENT WITH 
10-YEAR LIFE, CURRENT DOLLARS 
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But, husinesses place a time value on money as well. Any prudent 
businessman would rather have a dollar in his pocket today than a promise of a 
dollar, even a dollar adjusted for inflation, several years in the future. 
The assumption is that the businessman could invest the dollar today and 
receive a yield greater than the rate of inflation. This yield is the husi­
nessman's discount rate. Due to this discount rate, the costs incurred in 
year n as shown in Figure 29 will be reduced by a factor of (1 + d)n, where 
d is the discount rate, to calculate present value in initial year dollars. 
Therefore, in present value initial year dollars, the costs will be displayed 
as in Figure 30. Thus, at usual discount rates, expenses which occur far into 
the future have minimal impact on an LCC analysis. 

$ Cost 

-

~ 

I I I 11 
l' 23 4 5 6 7 8 9 10 

Year 

LAC 

FIGURE 30. CASH FLOW OF HYPOTHETICAL INVESTMENT WITH 
lO-YEAR LIFE, PRESENT VALUE INITIAL rEAR DOLLARS 

At this point, the present value costs for each year can be assumed 
to yield a single number, the LCC for the system. Note that only one LCC can 

result from any series of expenditures; however, an infinite number of cost 
streams could yield the same LCC. Therefore, this technique creates a means 
for comparing cost streams which have substantially different patterns of 
expenditures. Often the LCC is converted into a levelized annual 

cost (LAC) by computing the stream of equal annual costs which has a present 
value equal to the system life cycle cost. The LAC is shown in Figure 30 as a 
horizontal line. 
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Life-Cycle Energy Cost (LEC) 

In evaluating the feasibility of a photovoltaic system, it does 
little good to compare costs without looking at output as well. If the 

competing technology is purchased energy, which is expressed in cents per kWh, 

then the life-cycle energy cost of thephotovoltaic system must be expressed 
in cents per kWh. There are two methods for making this comparison. 

Method 1 begins with the levelized annual cost mentioned earlier 

(LAC) and divides that number by the average annual system output (AAO). This 
yields a cost of the generated electricity in ¢lkWh expressed as LAC/AAO. At 

first glance, this number will normally be quite a bit higher than the current 

cost of electricity, often causing considerable confusion. It should not be 
compared to current cost of electricity but to the present value of purchased 

electric energy. The curve of Figure 31 shows the cost escalation of pur­

chased energy over time. Co is the current cost of electricity and C10, 
the cost of electricity (current dollars) in year 10. 

C10r-----------------------------------~ 

Cents 
kWh Cpv 

10 
Year 

FIGURE 31. COST ESCALATION OF PURCHASED ENERGY 

Cpv represents the present value of the cost of purchased energy. Note that 

the two shaded areas represent equal present values. Now by comparing Cpv to 

the PV system's cost of generated el ectricity (LEC ), an assessment of the 

financial feasibility of the photovoltaic system can be made .. 

" 
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Method 2 computes a "present value" of the output energy which, when 

divided into the present value of the PV system cost, yields a cents per kWh 

figure comparable to the current cost of electricity. Calculating the 

"present value" of output involves both computational and conceptual elements. 
The output in kWh normally degrades over time for a photovoltaic system as 

shown in Figure 32. 

r--

kWh 

2 3 4 5 6 7 8 9 10 

Year 

FIGURE 32. HYPOTHETICAL OUTPUT FROM PHOTOVOLTAIC SYSTEM 

Next, each kWh of output is converted into its current value, in other words 

the current cost of electricity. The output bar chart in Figure 32 remains 
identical but the units on the vertical axis become dollars instead of kWh. 
Next the affect of the escalation rate of electricity is included (similar to 

method used to go from Figure 28 to Figure 29) and the results appear in 

Figure 33. Finally, the same di scount rate used earlier is appli ed (same as 

method used to go from Figure 29 to Figure 30) to produce the present value 
output in dollars shown in Figure 34. 

The same conversion factor used earlier to convert from kWh to dollars 

can then be employed again to convert the present value dollars to present 

value kWh Actually the conversion was necessary in the first place only to 

ease the conceptual difficulty of talking of a "present value" which is not in 

the monetary units. 
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r--

r--

---
r--

---

2 3 4 5 6 7 8 9 1~ 

FIGURE 33. OUTPUT IN CURRENT DOLLARS EQUIVALENT 

- - I--
-!""'"-

Dollars - -
1----

1 2 3 4 5 6 7 8 9 10 

FIGURE 34. OUTPUT IN PRESENT VALUE DOLLARS 

The present value cost over the system life (Figure 34) divided by 
the present value output over system output then yields a cents per kWh value 
(life-cycle energy cost) which can be compared to the current cost of pur­
chased electrical energy to determine the financial feasibi1ity of the photo­
voltaic system. 

. " 
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Applying the Procedure to a Specific System 

Life-cycle energy cost analyses can differ in the level of detail 

which is used to define the various cost components. Sometimes initial cost 

may be divided into several components. Other times a detailed tax assessment 
may be needed, requiring that the attributes of the tax laws themselves be 
included in the model. The specific technique used by Battelle in this 

project is similar to the one described in "A Methodology for Determining the 
Economic Feasibility of Residential or Commercial Solar Energy Systems" by 

Audrey M. Perino(22). Perino divides the analysis into the following 
categories of present values. 

• initial cost* (downpayment = D) 

• salvage value (PVSV) 
• investment tax credit (PVITC) 

• property taxes (PVPROP) 

• backup energy cost (PVENER) 

• miscellaneous/maintenance cost (PVMISC) 

• loan payments (P VLOAN) 
• interest payments (PVINT) 

• depreciation (PVDEPD). 
For this project, a pessimistic discount rate of 20 percent was tested against 
an optimistic discount rate of 13 percent. The remaining parameters were 
defined as follows: 

• percent downpayment = 20 percent 

• general inflation rate = 8 percent 

• cost of electricity escalation rate = 2 1/2 percent + inflation 

• interest rate 

• income tax rate 

• price year (all costs entered 
in price year dollars) 

= 12 percent (optimistic case) 
= 15 percent (pessimistic 

case) 

= 40 percent 

= 1980 

• period of analysis (system life) = 30 years 
*An initial cost for all PV Svstems was assumed to be $6.00 per peak Watt 

for these analyses. (9) 



• borrowing period 

• accounting period 

• accounting method 

• year of operation 

• backup energy cost 

• investment tax credit 

• initial system cost 

• property taxes 

• salvage value 

• maintenance 
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= 30 years 

= 7 years 

= sum of years digit 

= 1982 

= 0 

= 25 percent of initial cost 

= $6.00/peak watt ($4.80 + 25%) 
(1982 Cost Goal) 

= 2.3 percent of initial cost 
per year 

= 5 percent of initial cost 

= 30 years present value total 
input from SOLREL 

In the commerci al sector, Perino assumes that mi scellaneous costs, 
maintenance costs, property taxes, backup energy costs, depreciation, and 

interest payments are tax deductibles. Battelle further assumes that the 
photovoltaic system perfectly matches load (backup energy cost is zero) and 

that salvage value is zero. The total present value calculation then becomes: 

TPV = PVSYS + (1 - t) (PVMISC + PVPROP) - t (PVPEPD + PVINT) - PVITC where t = 

the effective rate of taxation 

PVSYS = D • IC + PVLOAN 

IC = initi al cost. 
All other variables have been defined earlier. 

Battelle has programmed the necessary equations to perform a photo­

voltaic life-cycle energy cost analysis into a computer model called LCCOST. 

This model can attach directly to SOLREL and can print results either in the 

form of tables or pie charts. Note that the bottom line levelized cents. per 
kWh on LCCOST output tables is comparable to the current cost of electricity. 

Since the cost of electricity is tax deductible in the commercial 
sector, the actual cost of electricity (which can be compared to the .value 

of the table) is 1 minus the effective rate of taxation times what is actually 

paid to the utility. In other words, if the effective tax rate is 40 percent 
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and the util ity charges 5 cents/kWh, then the net cost of electricity is 

(1 - .40) (5¢/ kWh) = 3¢/ kWh. 
In addition, some sensitivity analyses have been run to test the 

effect of the percent downpayment and interest rates. The results are shown 

in Tables 28-29. Two discount rates were tested, 20 percent and 13 percent. 
The 20 percent discount rate is 12 percent over inflation and tends to empha­
size initial expenditure over maintenance expense. Since photovoltaic systems 

are expensive to build and inexpensive to maintain, a high discount rate such 
as 20 percent represents a pessimistic scenario. A high discount rate empha­
sizes initial expenditures and considerably reduces the importance of expendi­
tures a few years away. The 13 percent discount rate places more emphasis on 

maintenance expense relative to initial system costs and thus produces a more 
optimistic economic scenario for photovoltaic systems. 

Two values for interest rate were tested, one being 5 percent below 

the discount rate and the other 1 percent below the discount rate. The inter­

est rate is the rate applied to any loan the purchaser of the photovoltaic 

system must obtain to finance the initial investment. Lower interest rates 
are beneficial to those systems with a large loan (i.e., a large initial cost) 

such as PV systems. Finally, two values of percent downpayment were tested, 
20 percent and 10 percent, respectively. The higher the downpayment the 
smaller the loan. Therefore, a high downpayment will be most beneficial for 

those systems with high initial investments such as a PV system. For the 

sensitivity analysis and for the three generic analYSis of Volume II, scenario 

B and Scenario D were used to represent the pessimistic and optimistic 
financial cases, respectively. 



Scenario A 

Scenario B 

Scenario C 

Scenario D 

Scenario E 
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TABLE 28. DESCRIPTION OF SCENARIOS TESTED 

Discount Interest 
Rate, % Rate, % 

20 19 

20 15 

20 15 

13 12 

13 12 

TABLE 29. COMPARISON OF LIFE-CYCLE ENERGY COSTS 
In cents per kWh 

SCENARIO 

A B C 

Passively Cooled Concentrator 
Des i gn I I 

11.32 8.78 10.11 

Flat Panel 11.90 9.20 10.62 

Percent 
Rate, % 

" 

20 

20 

10 

20 

10 

D E 

!'i. 30 7.18 

6.82 7.77 
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SENSITIVITY ANALYSIS 

SOLREL 

Summary OF SOLREL Analysis 

A number of simulations were run to determine parameter sensitivities 

such as: (1) the optimal array cleaning interval and (2) the optimal level of 
reliability for the inverter subsystem. These sensitivity runs used SOLREL 
design analyses described in Volume II for the flat-panel 'and passively cooled 
concentration systems. Table 30 shows the results of the cleaning runs. Note 

that since maintenance costs are tax deductible in commercial systems, the 
optimal interval is shorter when considering total life-cycle energy cost 
(with taxation versus life-cycle maintenance cost (no taxation). A discount 
rate of 13 percent was assumed (optimistic case as described in previous 

sect ion). 

TABLE 30. LEVELIZED LIFE-CYCLE ENERGY COST AS A FUNCTION OF 
CLEANING INTERVALS ASSUMING 13 PERCENT DISCOUNT RATE 

Passively Cooled 
Cleaning Interval Flat Panel Concentration 

in Months LEC, ¢jkWh LEC, ¢/kWh 

6 7.01 (2.66)* 6.35 (2. 25) 

12 6.82 (2.28) 6.30 (2.11 ) 

18 6.87 (2.30 ) 6.34 (2.10) 

24 6.88 (2.25) (2. 10) 

30 (t. 10) 

36 6.94 (2.22) 

* Leve1ized Life-Cycle Maintenance Cost (t/kWh) in parentheses. 
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The optimal cleaning interval seems to be around 12 months but would 

be 18 to 24 months if maintenance expenses were not tax deductible. The 
result is rather insensitive near the optimal point. In other words, the 

cleaning schedule does not have to be rigorously enforced. 

Table 31 shows the results of the runs testing versus inverter cost 
and reliability combination in the flat-panel system. A discount rate of 20 
percent was assumed. 

TABLE 31. LEVELIZED LIFE-CYCLE ENERGY COST AS A FUNCTION OF 
INVERTER RELIABILITY AND COST 

Inverter 
Reliabil ity/Cost 

1 

MTBF = 12.0 
(in months) 

Cost $15,500 

MTBF = 24.0 
2 

3 

Cost $22,689 

MTBF = 32.4 

Cost $26,747 

MTBF = 64.8 
4 

Cost $39,180 

Flat Panel 
LEC, ¢/ kWh 

9.33 (2.32)* 

9.19 (1.85) 

9.22 (1.73) 

9.42 (1.56) 

* Levelized Life-Cycle Maintenance Cost (¢/kWh) in parentheses. 

'\ 
The optimal inverter (minimum LEC) reliability/cost combination 

seems to be the one with MTBF equal to 24 months, with a cost of $22,689. 

" 

• 
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A more detailed analysis and discussion of the experimenta1 design 

and variance reduction techniques used to arrive at the above results are 
discussed in the following section. 

Reduction of Variation in Results 

One of the primary purposes of reliability/maintainability modeling 

is to be able to evaluate the sensitivity of the present value and levelized 
cost of system-produced electricity to changes in design or maintenance 
strategies. The SOLREL model can produce a number of these sensitivity runs 

quickly and at relatively low cost. SOLREL can also be run with different 

random number streams to create a distribution around the estimated mean. 
This distribution can assist the designer in avoiding extreme cases and in 
understanding normal operating conditions. 

In running SOLREL to test a particular design or maintenance stra­

tegy, it is essential that as much random variation as possible be either 

eliminated or explained. The following describes a three phase approach for 
using SOLREL to test alternative design and/or maintenance strategies (see 
Figure 35). 

Phase 1 consists of a single run of SOLREL with no consideration 
given to the assignment of random number streams. Although this is the least 
costly approach, it also yields the greatest random variation. 

Figure 36 shows frequency distributions which represent the random 

variation in maintenance costs associated with the total system as well as 
those associated with the components and maintenance activities. From this 

di agram, the random variation of the total system can be vi ewed as a combina­
tion of the random variations of Component A, Component B, Preventive 

Maintenance, and Cleaning. Each time a simulation is run, a point from each 
of the lower four curves (see X's) results. When these are combined they 

result in one point on ~he total system distribution. A Phase 1 run is 
subject to variation equal to that of the total system curve. 

An example might be helpful to show why Phase 1 is often ineffective. 

Suppose a designer wishes to test the effect of a more reliable/more costly 
inverter on system effectiveness. The failure times of the inverter, however, 

might be linked to the same random number stream as all other failure times. 



PHASE 1 

SINGLE 
RUN 

, 

STOP STOP 

ACCEPTABLE ACCEPTABLE 

PHASE 2 

REASSIGN RANDOM 
NUMBER STREAMS 

TOO LARGE AND NO SOFTWARE CHANGES DESIRED 

FIGURE 35. FLOW CHART FOR THREE-PHASE APPROACH TO REDUCE 
SOLREL OUTPUT VARIABILITY 

PHASE 3 
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LARGE 
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RELATIVE 
FREQUENCY 

OF 
OCCURRENCE 

M-COST 
FOR 
CLEANING 

M-COST FOR 

M-COST FOR 

COST 

M-COST FOR 
COMPONENT B 

) 

FIGURE 36. MAINTENANCE COST FREQUENCY DISTRIBUTIONS FOR COMPONENTS, 
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If this were the case, a change in the number or timing of inverter failures 

in the simulation could result in changes in the number or timing of failures 

which occur to other components. This reduces the usefulness of the results 

since it is unlikely that the insertion of a more reliable inverter into a 
real system would affect such unrelated phenomena as failures of the control 

subsystem or utility outages. A single run of Phase 1 is, in some cases, 
sufficient to show a difference between the base case and the test case. The 

result, however, would be subject to the cumulative random deviation of all 

event types attached to the random number stream of the component being 
tested. 

Two methods exist for reducing or explaining this random variation. 

The first is the reassignment of random number streams (Phase 2); and, the 
second is multiple runs (Phase 3). Normally it will be less expensive for a 
user who understands the software of SOlREl to proceed first to Phase? and 

then to Phase 3. For a user who is unfamiliar with either Fortran programming 

in general or the SOlREl software in particular, Phase 2 should be skipped and 

multiple runs performed. Figure 35 showed the decision process of selecting 
the proper sequence of tests. Using the previous example of a more reliable 

inverter, Phase 2 would involve the assignment of a single random number 

stream solely to generate inverter failure times and another stream solely to 
generate inverter repair times. With this adjustment, all other components 
would operate as they did previously in the base case independent of changes 
made to the inverter. What Phase 2 does in terms of the diagram (Figure 36) 

is fi rst to run a base cas e where a poi nt from each of the lower four curves 

results. Assume for the moment that Component A is the inverter. The points 

for the base case run for Component B, for Preventive Maintenance, and for 
Cleaning are then held fixed while tests are run on Component A. This reduces 

the variation to that of Component A only (see Figure 37). When comparisons 

are made between two simulation runs, this method limits the sources of random 

variation to that caused by the random number streams for inverter faiiJre and 

repair. Although Phase 2 eliminates some random variation, it may not ade­
quately describe that which still exists. 

The best way to explain this remalnlng random error is to define the 
distribution of results. This can be accomplished only by employing multiple 

runs (Phase 3). In other words, a new set of random number steams should be 
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defined for each run by changing the GASP data card containing the random 

number seeds. The larger the number of runs the better defined will be the 

distribution of results and the more precise will be the estimate of the mean 

result. As the number of runs becomes large, a much tiHhter confidence inter­

val around the mean can be drawn. Additional runs will also yield a better 
understanding of the distribution of individual results although the confi­
dence interval for individual results could grow, shrink, or remain the same. 

In effect, the average total system maintenance cost curve shown in Figure 37 
has been identified, allowing the designer to reduce variance in the mean to 

whatever extent necessary. 

Flat-Panel--Test for More" Reliable Inverter 

The initial sensitivity analysis to consider a more reliable (and 

higher cost) inverter was a Phase 1 test where one random number stream was 

defi ned for ~ component fa i 1 ures and another one defi ned for ~ repai r 

times. The optimistic case (discount rate 13 percent) was selected. The 50 
kW inverter MTBF was extended from 12 to 32.4 months, and the initial inverter 

cost increased from $15,500 to $26,750, as estimated early in this report. 

Table 32 shows a levelized maintenance cost of 2.28 ¢/kWh for the less 
reliable inverter system and 1.57 ¢/kWh for the more reliable one. A 

relatively high random error in the cost of $9,023 (13.8 percent) occurred. 
It was calculated as follows. The more reliable inverter should fail 360/32.4 

= 11.1 times in 30 years. The less reliable inverter is expected to fail 30 

times in 30 years or an additional (30 - 11.1) 18.9 times. The expected 
repair cost per inverter failure is approximately $300 + ($24)($40) = $1,260. 

Thus, the expected additional maintenance cost of the less reliable inverter 

would be (1260) (18.9) = $23,800. Since the actual run created a maintenance 

cost savings of $98,338 - $65,515 = $32,823, the estimated random error is 

$32,823 - $23,800 = $9,023. 
In an attempt to reduce this random error, a single random number 

stream was assiHned to inverter failures and another to inverter repairs. 

This technique is most effective when the random error is caused primarily by 
components other than the inverter. Unfortunately, in the flat panel system, 

the bulk of the unscheduled maintenance cost is due to repairs of the inverter. 



Li fetime 
MTBF, Mai nt. 

months Cost 

12 $98,338 

32.4 65,515 

12 108,856 

32.4 71 ,673 

12 108,856 

32.4 71.673 

TABLE 32. FLAT PANEL, SUMMARY OF TESTS FOR MORE RELIABLE INVERTER 
1/2 SYSTEM (51 kWp) 

Savings in 
Estimated Maint. Cost Estimated Lifetime Levelized 

Initial Savings in Stimulation Random Error Output, Maint. C()'it, 
Cost Maint. Cost Resul ts in Cost 1000 mWh ilkWh 

pne .. RandoUl Number Stream for All Failures and 
Qoe for 811 Bepairs lllisClluot Bate - 13~j 

$306,000* 3.021 2.28 

317,247 $23,800 $32,823 -$ 9,023 -13.8% 3.036 1. 57 

Qoe Raodom Number: Stream fQr In~e[te[ FlIi]u[es 
13%) and One For Invecter.Reoail'S...1D.iscmmt Bate ~ 

306,000 2.997 2.58 

317,247 23,800 37,183 -$13,360 -18.6% 3.029 1. 73 

(OiS~Qynt Rate ~ 20%) 

306,000 2.997 2.57 

317,247 23,800 37,183 -$13,360 -18.6% 3.029 1.82 

~ 

For a 51 kW system at $6/Wp. 

Life-Cycle Energy 
Cost, 

¢/kWh 

N 
w 

7.04 

6.67 

9.49 

9.27 
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In fact (see Table 32), the estimated random error actually incr~ased to 

$13,360 under these Phase 2 conditions. Therefore, for this case, a single 

Phase 2 run offers no improvement over a Phase 1 run. For the Phase 2 run, 

the levelized life-cycle energy cost of the less reliable system was 7.04 kWh 

compared to 6.67 ¢/kWh (6.80 ¢/kwh when adjusted for the estimated random 
error) for the more reliable system. Note that a relatively large percent 
random variation in inverter repair costs (18.6 percent) causes a much smaller 

percent variation when applied to the total system lifetime cost 

(6.80-6.67 = 1.9 percent). Based on these figures, the designer should 
6.80 

select the more reliable inverter. A second Phase 2 run using the same random 

number streams with a 20 percent discount rate (pessimistic case) also showed 

a preference for the more reliable system, 9.27 (9.41 adjusted for random 

error) t/kWh to 9.49 t/kWh. 
A higher discount rate tends to emphasize the initial expenditure and 

deemphasize maintenance expense. Therefore, the more reliable inverter 
becomes a somewhat less attractive alternative. Since the decision is less 

certain in the ZO present case, and since the run produced a high random 
error, this case was selected for multiple runs. Table 33 shows the results 

of 10 additional base case runs (each with a different set of random number 
streams) of the less reliable inverter system (MTBF=12.0) with a 20 percent 

discount rate. Table 34 is the identical set of runs with the more reliable 
inverter (MTBF=32.4). For the system with the less reliable inverter, the 

average maintenance cost was $94,109, which can be expected to vary from 
$87,137 to $101,081. Any single run, however, could vary from $71,732 to 

$116,486 (95 percent confidence). Confidence intervals are calculated in the 
following manner: 

-Confidence interval on mean = X + t S 975," 
11 

where 

t.975,11 = 2.201 (from standard tables). 

For the lifetime maintenance cost in Table 33, the average cost or X is 
$94,109 with a standard deviation of 11,417. 



MTBF, 
months Run # 

12 

12 2 

12 3 

12 4 

12 5 

12 6 

.12 7 

8 

:2 9 

12 10 

12 11* 

95% Conf 
On obs. 
On Mean 

TABLE 33. FLAT PANEL - TEST FOR MORE RELIABLE INVERTER, MTBF = 12 MONTHS, 
DISCOUNT RATE = 13 PERCENT 

Lifetime 
Maint. Cost 

$88,917 

85,041 

74,706 

104,676 

96,076 

113,983 

91,237 

85,899 

90,534 

95,273 

108,856 

x 0 $94,109 
s = 11 ,417 

$71,732 - $116,486 
$U6,532 - $101,6U5 

One random number stream for inverter repairs and one for 
inverter failures 

Est Savings Simulated Lifetime Levelized 
Initial in Savings in Output, Maint. Cost 

Cost Maint. Cost Mai nt. Cost 1000 mWh ~lkWh 

$306,000 3.022 2.36 

3.019 2.19 

3.030 1.93 

" 3.010 2.56 

3.019 2.42 

3.004 2.60 

3.011 2.18 

3.018 2.36 

3.023 2.10 

3.009 2.29 

3.029 2.57 

x = 3.0147 x = 2.32 

s = .0095 s = .212 

(normal distribution) 95% Conf 2.996 - 3.033 1.90 - 2.74 
(studentized t dist,) On Mean 3.008 - 3.021 2.18 - 2.46 

* Run 11 was base run 

Life-Cycle 
Energy 
Cost, ilkWh 

9.35 

9.25 

9.06 

9.4~ 

9.36 -' 
N 
U1 

9.52 

9.25 

9.35 

9.16 

9.34 

9.49 

j( = 9.33 

s = .142 

9.05 - 9.61 
9.24 - 9.42 



TABLE 34. FLAT PANEL - TEST FOR MORE RELIABLE INVERTER, MTBF = 32.4 MONTHS, 
DISCOUNT RATE = 20 PERCENT 

MT6F, Lifetime 
Months Run # Maint. Cost 

32.4 $73,814 

32.4 2 70,537 

32.4 3 58,876 

32.4 4 69,480 

32.4 5 73,596 

32.4 6 71 ,942 

32.4 7 68,595 

32.4 8 -4.596 

32.4 9 68,977 

32.4 10 69,570 

32.4 11* 71,673 

it = $70.150 
s = 4271 

95% Conf $61,779 - $78.521 
on obs $67,743 - $72,557 
on Mean 

*Hun 11 was base run 

• . 

One random number stream for inverter repairs and one for 
inverter failures 

Est. Savings Simulated Estimated lifetime 
Initial in Savings in Random Output, 

Cost Maint. Cost Maint, ~!lst Error l!!!!!! mWb 

$317,247 $23,800 $15,103 $8697 11.8% 3.033 

" 14,504 9296 13.1% 3.029 

15,830 7970 13.5% 3.041 

35,196 -11396 -16.4% 3.030 

22,480 1320 1.8% 3.034 

" " 42,041 -18241 -25.4% 3.033 

22,642 1158 1.7% 3.028 

11 ,303 12497 16.8% 3.024 

21 ,557 2243 3.3% 3.030 

25.703 -1903 -2.7% 3.024 

" 37.183 -13360 -18.6% 3.029 

x = :J.fl30 
s = .0048 

95% Conf 3.021 - 3.089 
Int 

On obs. 
On Mean 3.028 - 3.032 

Levelized 
Maint. Cost 

¢/kWh 

1.85 

1.66 

1.52 

1. 79 

1.87 

1.84 

1.63 

1.81 

1.52 

1.69 

1.82 

x = 1. 727 
s = .130 

1.47 - 1.98 
1.65 - 1.80 

L He-Cycle 
Energy 
Cost, UkWb 

9.30 

9.18 

9.07 

9.26 

9,28 

N 
0'1 

9.30 

9.17 

9.29 

9.09 

9.22 

9.27 

x = 9.22 
5 = .083 

9.06 - 9.38 
9.18 - 9.26 
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The 95 percent confidence interval on the mean becomes: 

$94,109 ! (2.201) (11.417) = 
11 

$94,109 ! $7576.6 = 

$86,532 to $101,685. 

One would expect confidence intervals on the mean of 11 observations to be 
smaller than the confidence interval on any single observation which could 

occur. The following procedure shOlvs how this confidence interval is calcu­
lated when a normal distribution of observations is assumed. 

Confidence interval on next observation = X! N.975 S 

where 

x = average or mean of all observations 

S = sample standard deviation 

N.975 = deviate from standard normal distribution = 1.96. 

Again using the sample of the lifetime maintenace cost in Table 33, the confi­

dence interval on the next observation becomes 

$94,109! (1.96) (11.417) 

= $94,109 ! 22,377 

= $71,732 to $116,486. 

The electrical output is much less variable with a mean of 3.015 x 106MWH 

and a range from 3.009 to 3.020 x 106MWH. The levelized maintenance cost 
averaged 2.32 ¢/kWh with a 95 percent confidence interval of 2.18 to 2.46 
¢/kWh. The average levelized life-cycle energy cost was 9.22 ¢/kWh for the 

roore reli able inverter and 9.33 ¢/kWh for the less reli able one. Agai n, the 

confidence interval for a single run will be larger. Similar statistics are 

shown in Table 34 for the case of the roore reliable inverter. 
An additional inverter alternative was then tested to see ~hether an 

even roore reli able inverter might be opt imal. The fi rst set of runs (see 
Table 35) was for an inverter with MTBF=64.8 months (20,000 operating hours) 
and cost of $39,180. It is reco~nized that this high an extrapolation of MTBF 
and costs is theoretical only and is not likely to be practical at the present 



TABLE 35. FLAT PANEL - TEST FOR MORE RELIABLE INVERTER, MTBF = 64.8 MONTHS, 
DISCOUNT RATE = 20 PERCENT 
One random number stream for inverter repairs 

Est Sim. Results Est. Random Lifetime Levelized Life-Cycle 
Months Lifetime Initial in Savings in Error Output Maint. Cost Energy Cost 

MTBF Run # Maint. Cost Cost Maint. Cost Maint. Cost Cost 10 Ml'lH UkWh UkWh 

64.8 $67,347 $329,680 $30,800 $21,570 $9230 13.7% 3.039 1.65 9.48 

64.8 2 64,205 20,836 9964 15.5% 3.033 1.50 9.40 
64.8 3 54,919 19,787 11 ,013 20.0% 3.045 1.40 9.31 
64.8 4 66,920 37,756 -6956 -10.4% 3.034 1.59 9.44 

64.8 5 68,075 28,001 2799 4.1% 3.041 1.72 9.50 
64.8 6 64,288 " 49,695 -18895 -29.4% 3.039 1.66 9.48 
64.8 7 61,513 " 29,724 1076 1.7% 3.036 1.46 9.37 
64.8 8 66,328 " 19,571 11 ,229 16.9% 3.030 1.54 9.43 
64.8 9 60,511 " 30,023 777 1.3% 3.040 1.38 9.31 
64.8 10 61 ,188 " " 34,085 -3285 -5.3% 3.034 1. 55 9.44 

N 
(X) 

64.8 11 62,067 " 46,789 .15,989 -25.8% 3.032 1.66 9.49 

X $63,396 X = 3.037 1.555 9.42 
S 3877.35 S = .0045 .122 .068 

95% Conf on Mean $61,105 - $65,687 95% Conf on Obs = 3.028 - 3.046 1.34 - 1.77 9.29 - 9.55 
95% Can f on OBS $54,862 - $71,930 95% Conf on Mean = 3.034 - 3.040 1.48 - 1.63 9.38 - 9.47 
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time. The results showed an average levelized life-cycle energy cost of 9.42 

¢/kWh, hiCjher than for the t'1TBF=32.4 inverter (9.22 ¢/kWh). 

Next, an inverter with MTBF=24.0 and cost = $22,689 was tested. This 

resulted in the lowest levelized life-cycle energy cost of any of the four 
alternatives. The results appear in Table 36 and Figure 38. 

Table 37 compares the four inverter alternatives in terms of level­

ized life cycle energy cost (LLEC). Figure 38 shows the same results 

graphically. The two best alternatives (MTBF=32.4 and 24.0) can be com­
pared statistically. Their differences for all 11 runs appear in Table 37. 

The average difference as well as the confidence intervals on the mean and 

individual observation are both useful in judging whether or not the differ­

ence between the two alternatives is significant: 
-X = .0273 (MTBF=24) - (MTB F=3 2. 4) 

S = .0184. 

95% confidence interest on mean: .0092 to .0453. 

95% confidence interest on next observation: -.0090 + .0635. 

These results i·ndicate that on average the MTBF=24 inverter yi el ds a 

levelized life cycle energy cost which is .0273 ¢/kWh lower than the 
MTBF=32.4 system. The 95 percent confidence interval on the mean indicates 

that for any set of 11 trials, it is highly unlikely that the MTBF=32.4 system 
will ever outperform the MTBF=24.0 system. The confidence interval on the 

next observation shows a possibility of a negative result. This indicates 
that for any single run, it is possible for the MTBF=32.4 system to do better 

than the MTBF=24.0 run. The probability of this occurring is calculated as 
foll ows: 

p(LLEC LLEC )_ 
32.4 system < 24.0 system 

x 5 = N.5-a where N is the standardized normal deviate 

.0273 

.0184 = 1.475 = N.5-a . 

From standardized normal tables .5-a = .430. There a = .070. In other words, 
there is only an 7 percent chance that for any single run the MTBF=32.4 system 

will outperform the MTBF=24.0 system. 



MTBF, 
Months Run # 

24.0 
24.0 2 
24.0 3 
24.0 4 
24.0 5 
24.0 6 
24.0 7 
24.0 8 
24.0 9 
24.0 10 
24.0 11 

X = $75,060 
S = 4,985 

TABLE 36. FLAT PANEL - TEST FOR MORE RELIABLE INVERTER, MTBF = 24 MONTHS, 
DISCOUNT RATE = 20 PERCENT 
One random number stream for inverter repairs. 

Est Savings Simul ated Est. Random Levelized 
Lifetime Initial in Savings in Error Lifetime Maint. Cost 
Maint. Cost Cost Maint Cost Maint. Cost in Cost Outl!ut ~LkWh 

$77 ,634 $313,189 $18,900 $11,283 $7 ,617 9.8% 3.034 1.96 
72 ,301 12,740 6,160 8.5% 3.028 1.77 
63,324 " 11,382 7,51811.9% 3.038 1.60 
82,140 " 22,536 -3,636 -4.4% 3.022 1.96 
80,768 15,308 3,592 4.4% 3.030 1.99 
77 ,150 36,833 -17,933 -23.2% 3.034 1.96 
73,511 " 17,726 1,174 1.6% 3.027 1. 75 
75,405 " 10,494 8,406 11.1% 3.026 1. 95 
76,174 " " 14,360 4',540 6.0% 3.030 1.64 
72 ,748 " 22,525 -3,625 -5.0% 3.025 1.80 
74,506 34,350 -15,450 -20.7% 3.023 1.94 

X = 3.0288 1.85 
S = .00498 .1412 

95% Conf. lnt 95% Conf. lnt 
Mean = $71,752 - 78,368 Mean = 3.026 - 3.032 1.76 - 1.93 
Obs. = 65,290 - 84,830 OBS = 3.024 - 3.034 1.57 - 2.12 

Life -Cycle 
Energy 
Cost, ¢/kWh 

9.25 
9.15 
9.03 
9.28 

9.26 
9.26 

9.14 
9.27 w 
9.05 a 

9.19 
9.25 

9.19 
.0898 

9.13 - 9.25 
9.02 - 9.37 



Run # 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 
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TABLE 37. COMPARISON OF SYSTEM LEVELIZED LIFE-CYCLE ENERGY COST 
(¢/kWh) FOR ALTERNATIVE INVERTERS 

Difference 
MTBF = MTBF = MTBF = MTBF = Between Two 

12 Months 24.0 Months 32.4 Months 64.8 Months Best Alternatives 

9.35 9.25 9.30 9.48 +.05 

9.25 9.15 9.18 9.40 +.03 

9.06 9.03 9.07 9.31 +.04 

9.49 9.28 9.26 9.44 -.02 

9.36 9.26 9.28 9.50 +.02 

9.52 9.26 9.30 9.48 +.04 

9.26 9.14 9.17 9.37 +.03 

9.35 9.27 9.29 9.43 +.02 

9. 16 9.05 9.09 9.31 +.04 

9.34 9.19 9.22 9.44 +.03 

9.49 9.25 9.27 9.49 +.02 
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F1at-Pane1--Test for Cleaning Intervals 

Table 38 shows the results of the flat panel system being tested for 
array cleaning intervals of 6, 12, 18, 24, and 36 rronths respectively. A 

discount rate of 13 percent (optimistic case) was used. A random number 

stream was defined for ~ preventive maintenance times without special 
consideration of cleaning (Phase 1). Table 39 shows a similar set of results 

when the cleaning activities are assigned to a unique random number stream 

(Phase 2 Method). The estimated random errors have been reduced as expected. 
The recommended cleaning interval which minimizes maintenance cost is 
somewhere between 24 and 36 months (see Figure 39). Maintenance expense is 

tax deductible in a commercial system, however, which provides an incentive to 

clean the system more often. As a result, the leve1ized life-cycle energy 
cost is minimized when cleaning occurs close to every 12 months (See Table 39 

and Figure 39). 

Passively Cooled Concentrator-­
Test for Cleaning Intervals 

Both Phase 1 and 2 runs were made for cleaning intervals of 6, 9, (Phase 1 
only) 12, 18, 24, and 30 (Phase 2 only) months, respectively for the 

passively cooled concentrator system. A discount rate of 13 percent 
(optimistic case) was used. The results appear in Tables 40 and 41. Again, 

1eve1ized maintenance cost is minimized when cleaning occurs every 18 to 24 

months (2.09 4/kWh see Figure 40). Due to the tax deductibility of 
maintenance expense, leve1ized life cycle energy cost is minimized when 
cleaning is initiated every 12 to 18 months (6.30 ¢/kWh). 

Sensitivity Analysis Using the 
State Space Methodology 

The purpose of this section is to illustrate how the state space 

model can be used to perform sensitivity analyses on the PV systems examined. 

In the state space model, the system's output, P (expressed in kW per 30 
years), is expressed as a function of the following parameters: 

• W, the nominal system capacity in watts 



Cleaning Lifetime 
Interval Maint 

6 $116,835 

12 98,338 

18 92,798 

24 
(Base 94,925 

Period) 

36 92,883 

TABLE 38. FLAT PANEL - SIMULATION RUNS TO TEST FOR CLEANING INTERVAL 
EFFECT ON LIFE-CYCLE ENERGY COSTS, DISCOUNT RATE = 13 PERCENT 
Random number stream defined for all preventive maintenance. 

Estimated Add. Additional* Estimated Lifetime Levelized Life-Cycle 
Cleaning Cost Cleaning Cost Random Error 
@ $320/Cleaning Stimulation Results in Cost 

Output Maintenance Energy 
(1000 mWh) Cost (¢LkWh) .~ Cost, (¢lkWh) 

$14,400 $21,910 7510 6.4% 3.042 2.66(2.49) 7.01 (6.94) 

4,800 3,413 -1387 -1.4% 3.029 2.28(2.31) 6.82 (6.83)** 

1,600 -2,127 -3727 -4.0% 2.997 2.15(2.24)** 

2.976 2.24(2.24) 

-I ,600 -2,042 -442 -0.5 2.930 2.22(2.23) 

* With reference to 24 month interval. (Values in parentheses are adjusted for estimated random error.) 
** Minimum. 

-' 
w 
-I:> 



Cleaning 
Interval, 

Months 

12 

18 

24 

36 

li fetime 

~ 

TABLE 39. FLAT PANEL - SIMULATION RUNS TO TEST FOR CLEANING INTERVAL 
EFFECT ON LIFE-CYCLE ENERGY COSTS, DISCOUNT RATE = 13 PERCENT 
Random number stream isolated for cleaning. 

Estimated Additional Additional Estimated Lifetime Levelized Life-Cycle 

IL' . ~ 

Cleaning Cost Cleaning Cost Random Error Output, Maintenance Energy 
.a"'<. LOH @ $320/Cleaning Simulation Results in Cost 1000 mWh Cost ¢/kWh Cost. ¢/kWh 

$98,338 

98,358 

95,666 

92,883 

$6.400 $5.455 "945 -1.0% 3.021 2.28(2.30) 6.82*(6.63) 

3.200 5.475 +2275 +2.3% 2.997 2.30(2.25) 6.87(6.85) 

1.600 2.783 +1183 +1.2% 2.976 

2.930 

2.25(2.22) 

2.22(2.22) 

6.66(6.67) 

6.94(6.94) 

* Values in parentheses are adjusted for estimated random error. 

W 
01 
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FIGURE 39. TEST FOR CLEANING INTERVALS FLAT-PANEL SYSTEM, 
DISCOUNT RATE = 13 PERCENT 
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FIGURE 40. TEST FOR CLEANING INTERVALS PASSIVELY COOLED CONCENTRATOR 
SYSTEM, DISCOUNT RATE = 13 PERCENT 



Cleaning 
Interval, Lifetime 
Months Mai nt. Cost 

6 $470,054 

9 434,803 

12 454,423 

18 457,551 

24 432,265 

TABLE 40. PASSIVELY COOLED CONCENTRATOR-SIMULATION RUNS TO TEST FOR 
CLEANING INTERVAL EFFECT ON LIFE-CYCLE ENERGY COSTS, 
DISCOUNT RATE = 13 PERCENT 
Random number stream defined for all preventive maintenance. 

Estimated Add. Additional Estimated Lifetime Levelized 
Cleaning Cost Cleaning Cost Random Error Output, Maintenance 

@ $800/Cleaning Simulation Results in Cost 1000l\'lWh Cost, ¢[kWh 

$36,000 $37,789 $1789 0.4% 16.268 2.14(2.13) 

20,000 2,538 -17462 -4.0% 16.209 1.98(2.06) 

12,000 22,158 10158 2.2% 16.154 2.10(2.05) 

4,000 25.286 21286 4.7% 16.027 2.12(2.02) 

16.908 2.01 (2.01) 

Values in parenthesis are adjusted for estimated random error. 

Life-Cycle 
Energy 

Cost, ¢/kWh 

6.29(6.29) 
w 
'-I 

6.30(6.28) 



Cleaning 
Interval, lifetime 
140nths Maint. Cost 

6 $493,800 

12 461,772 
18 454,320 

24 451,697 

30 448,140 

TABLE 41. PASSIVELY COOLED CONCENTRATOR-SIMULATION RUNS TO TEST FOR 
CLEANING INTERVALS EFFECT ON LIFE-CYCLE ENERGY COSTS, 
DISCOUNT RATE = 13 PERCENT 
Random number stream defined for cleaning only. 

Estimated Add. Additional Estimated Lifetime leve1ized 
Cleaning Cost Cleaning Cost Random Error Output, Maintenance 

@ $800/C1eaning Simulation Results in Cost 1000 mWh Cost, ¢LLU" 

$32,000 $39,480 7480 1.5% 16.264 2.25(2.22) 

8,000 7,452 - 548 -0.1% 16.154 2.11(2.11) 

16.018 2.10(2.10) 

- 4,000 - 2,623 1377 0.3% 15.912 2.10 (2.09) 

- 6,400 - 6,180 220 -0.05% 15.776 2.10(2.10) 

Values in parentheses are adjusted for estimated random error. 

6.35(6.34) 
6.30 (6.30) 

6.34(6.34) 
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• 8, the expected system capacity fraction (from state space model) 

• DP, the system permanent degradation factor 

• I, the equivalent hours of full insolation during the given period 

• 0, the system degradation factor resulting from dirt accumulation. 

To evaluate the effects of changes in an.v of these factors on the system, the 

state space methodology is exercised with modified factors to determine the 
resulting changes in the system's output and maintenance costs. The systems 

used were those described in detail in Volume 2. 
Table 42 shows some typical changes affecting the above parameters 

and the required computations in the state space model. 
Table 43 presents the result of the sensitivity analysis for changes 

in size and connection of two inverters in each of the three systems examined 
(in Volume 2). The alternative system designs using these inverters are as 

fall ows: 

• Case 1: Both inverters are rated at 60 percent of the nominal 
system capacity and are operating in an active-redundancy mode. 

• Case 2: Both inverters are rated at 80 percent of the nominal 
system capacity and are operating in an active-redundancy mode. 

• Case 3: Both inverters are rated at 100 percent of the nominal 
system capacity, but are operating in a standby-redundancy mode. 

The marginal cost/kWh given in the table (in current value dollars) is 

computed as the ratio of the additional maintenance costs (resulting from 
adding an inverter implement the described operating mode) to the increase in 
power production for that same operati ng mode. Thi s marginal cost/kWh does 
not include any capital expenditure (such as the purchase of a larger or an 
addi t i anal i nve rter). 

It can be seen from Table 43 that the original system is as low in 
maintenance cost per kWh or lower than most of the cases consirlered. A very 
slight advantage exists in all alternatives for the Lea County System. Even 
though this example does not recommend design changes, it does exhibit the 
use of the methodology in sensitivity analyses. 
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TABLE 42. POTENTIAL CHANGES IN SYSTEM'S INPUT DATA 
AND THEIR EFFECTS ON STATE SPACE MODEL 

Changes 

Components failure/repair rates 

Components logical configuration 

Change in inverter rating/other 
component rating 

Cleaning frequency (interval 
between cleaning = n months) 

Permanent degradation/degradation 
due to cell failures--rate or 
profile 

Computation Requirements (Effects) 

Recompute subsystem state probabilities 
and expected system capacity, 3 

Recompute subsystem state probabilities 
and expected system capacity, 8 

Recompute system expected capacity, 8 

Recompute total annual insolation hours, 
given profile of degradation due to dirt 
(e.g., degradation rate) 

Recompute annual power production 

(ALL THE ABOVE CHANGES WILL REQUIRE THAT THE ANNUAL POWER PRODUCTION BE RECOMPUTED) 

Repair costs Recompute maintenance costs 

Frequency of preventive maintenance Recompute maintenance costs 

, 
, , 
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TABLE 43. RESULTS OF CHANGES IN INVERTER LOGICAL 
CONFIGURATION ON ALL THREE SYSTEMS 

BOM** Lea County APS** 
System System System 

Original System 

6 0.964267 0.989419 0.959736 

Maintenance cost, ¢/kwh 8.54*** 3.24 2.63 
(current value) 

Case 1 (Each inverter at 60%, active) 

8 0.966005 0.991280 0.961186 

% change in production, 30 years 0.18 0.19 0.15 

Marginal maintenance cost, ¢/kwh 882.2 0 256.2 

.New maintenance cost, ¢/kwh 10.11 3.23 3.01 

Case 2 (Each inverter at 80%, active) 

6 0.969641 0.995011 0.964799 

% change in production, 30 years 0.56 0.57 0.53 

Marginal maintenance cost, ¢/kwh 285.2 0 73.4 

New maintenance cost, ¢/kwh 10.7 3.22 3.00 

Case 3 (Standby inverter at 100%) 

6 0.973352 0.998827 0.968486 

% change in production 0.94 0.95 0.91 

Marginal maintenance cost, c¢/kwh 3.4 0 0.58 

New maintenance cost, ¢/kwh 8.49 3.21 2.61 

*Capital costs for additional inverters are not included. 

**The BOM and APS systems will require an additional inverter each, s :,ce these two 
systems initially have only one inverter. However, the Lea County System's inverters 
are each rated at 50% of nominal svstem cacacity. 

***Thermal output not included in computations for 8DM. 

I 
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General Discussion--Sensitivity Analyses 

In this section, only two of numerous design questions have been 
addressed, namely the optimal cleaning internal and optional inverter design. 
(A summary of the types of runs performed appears in Table 44.) The SOLREL 
model however, can perform similar analyses on any of the components or on any 
of the maintenance strategies. It can also test the sensitivity of the 
various degradation assumptions. In fact, the sensitivity of any parameter 
which enters through a data card can be tested to aid the system designer in 
his search for the optimal system. 

It is recognized, of course, that these examples are conducted on 
systems that are in final design and have already been optimized through 
various techniques. Also, the failure rates assumed are sometimes optimistic. 
As a result, the absolute changes in LEe are small especially in the cases of 
changing inverter costs and reliability. This would not be the case if the 
analysis started with higher inverter failure rates. These examples are done 
strictly to demonstrate the techniques. 

The state space model is useful to quickly assess changes in system 
configuration, as shown. 

The extent of the optimization attempted is, of course, limited by 
the accuracy and reality of the input cost, performance, and reliability data 
used. 



TABLE 44. TESTS RUN USING SOLREL TO INVESTIGATE RANDOM ERRORS 

Discount 
Test Rate, Phase Phase Phase 

No. System percent Test 1 2 3 

Flat Panel 13 Inverter MTB = 12, 32.4 months X X 
-' 
.j:> 

2 Flat Panel 20 Inverter MTBF = 12, 24, 32.4, X X w 

64.8 months '" ~ a. 

Flat Panel 13 Cleaning Interval = 8, 12, 18. X X .j:> 

24. 36 months .j:> 

Passively Cooled 13 Cleaning Interval = 6. 9, 12, 14, X X 
Concentrator 24 months 
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CONCLUSIONS AND RECOMMENDATIONS 

The program provides useful procedures and models of reliability/ 
availability to be combined with economic analyses of PV systems which will 
aid the PV system designer in minimizin'g life-cycle energy costs. Interfaces 
with existing design models such as PV system design simulations and the JPL 
Flat-Plate PV Module and Array Circuit Design Optimization Methodology are 
also featured. This will permit more alternative designs to be considered by 
evaluating the economic effect of changes in initial equipment costs to 
improve reliability. The economic effect of varying maintenance strategies 
can also be tested. 

The attention given reliability during the various stages of design 
of a PV system should assure that proper tradeoffs, allowances, and plans are 
made and that the resulting system designs will be balanced from the 
perfonrrance/availability/cost viewpoint. 

Experience gained during the program has reemphasized the fact that 
few reliability/maintenance cost data are available for PV components and 

subsystems. A vital output from the ongoing photovoltaic appli,cation experi­
ments ("PRDA's"), once their system early-life "infant mortality" period is 
over, should be a wealth of data needed in these areas. 

The form of the input data used in this program should provide a 
definition of the kind of reliability and maintainability data which should be 
collected from the PRDA system experiments after the performance of the 
systems stabilizes. The usefulness of such data in guiding future PV designs 
would thus be maximized. 

This program was the fi rst known to use the JPL Flat-Plate PV Modul e 
and Array Circuit Design Optimization Methodology to model concentrator 
systems. The curves available in the handbook for this technique were 
designed for flat-plate arrays. Thus, the number of cells in series-parallel 
connections and bypass diodes were representative of flat-plate systems. 
Using them to model concentrator arrays requires some interpolation. It is 
recommended that the JPL computer program which generated the curves used in 
the analyses be rerun for series-parallel cell connections and bypass diodes 
that are typical of concentrator systems. 
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The establishment of realistic reliability levels for subsystem 
specifications are expected to be more readily accomplished through the use of 
these methodologies. Iteration of subsystems reliability goals and their 
effect on systems can be acertained and the most practical combination chosen. 

The models, although designed in this study for intermediate-sized 
systems, can be altered slightly to become applicable to large utility-sized 
systems in one direction, and to small residential or remote systems in the 

other direction. For both systems, different tax-related economic considera­
tions would apply than are used in intermediate industrial/commercial PV sys­
tems. However, the basic structure of the availability and economic computer 
models developed would require only minor alteration for them to be useful in 
evaluating these other systems. 

Other activities that should be performed in the future are partially 
dependent on the development of appropriate field-experience data. The simula­
tion methodology has the ability to deal with reliability data on lower (more 
detailed) system levels than at the subsystem levels currently demonstrated. 
It can also handle many more statistical distributions of part/component fai­
lures than the two used in the simulations to date (exponential and Weibu1l). 

Additional experiments should be performed to further develop and 
demonstrate the methods. Activities such as "test-analyze-and-fix" should be 
conducted on new PV systems and subsystems. These tests, in conjunction with 
reliability models, can help the designer find weak reliability points in the 
design, which can then be modified to evolve a product that meets all relia­
bility and life-cycle energy cost requirements. 

• 
• t 
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