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ABSTRACT 

This document describes in detail a procedure to be followed in conducting a 
human reliability analysis as part of a probabilistic risk assessment when 
suchan analysis is performed according to the methods described in NUREG/ 
CR-1278, "Handbook for Human Reliability Analysis with Emphasis on Nuclear 
Power Plant Applications." An overview of the procedure describing the major 
elements of a human reliability analysis is presented along with a detailed 
description of each element and an example of an actual analysis. An appendix 
consists of some sample human reliability analysis problems for further study. 
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1.0 INTRODUCTION 

1.1 Objective 

A PROCEDURE FOR CONDUCTING A HUMAN 
RELIABILITY ANALYSIS FOR NUCLEAR POWER PLANTS 

The purpose of this document on human reliability analysis (HRA)* is to pro­
vide a procedure for estimating the probabilities of human errors in the 
operation of nuclear power plants (NPPs). This introductory section defines 
the scope, assumptions, limitations and uncertainties, and product of a human 
reliability analysis. An overview of the procedure for conducting an HRA is 
then outlined, highlighting the major tasks involved. The methodology is 
described in the next section, followed by a listing of the information re­
quirements. Next, a detailed procedure is given, along with an example of an 
HRA, each stage of which is presented in parallel with the description of each 
step of the procedure. For greater understanding of HRA methodology, the 
reader is urged to study the practice exercises presented in the appendix. 
Additional examples, human performance models, and estimates of generic human 
error probabilities (HEPs) for NPP tasks are found in NUREG/CR-1278 1 (short 
title, the Handbook), which serves as the source document for this procedure. 
The procedure is keyed to the 1983 version of the Handbook. (The December 
1981 draft of NUREG/CR-2254 was keyed to the October 1980 draft of the 
Handbook.) 

1.2 Scope 

The HRA methodology in this document is intended to support full programs of 
probabilistic risk assessment (PRA) of NPPs, as exemplified by WASH-1400,2 the 
Interim Reliability Evaluation Program (IREP), the Zion PRA, the Oconee PRA, 
the Big Rock Point PRA, and future PRAs that may be conducted as part of the 
National Reliability Evaluation Program (NREP). The manners in which the HRAs 
have been conducted in each of the current and past PRA programs have varied, 
but certain essentials were addressed in each and are described here. In an 
NPP P~, the first effort toward identifying those human-related events af­
fecting system reliability is made by the system analysts. The human relia­
bility analysts then determine the human errors associated with these events 
that are to be defined and analyzed. Drawing from the data in the Handbook, 
on expert judgment, or on better sources of data if available, probabilities 
for these system-important errors are estimated, and their effects on system 
success probability will be investigated. Criteria for system success and 
failure are determined by the system analysts. 

* All abbreviations used in this document are defined in the list at the end of 
this document. 
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In an NPP PRA, human tasks performed under normal operating conditions and in 
post-accident or post-transient situations must be considered. In the former 
situation, errors might be made during or following maintenance, calibration, 
or testing tasks or in the normal operation of the plant. These errors may 
occur in or out of the control room. In the post-accident situation, most but 
not all of the system safety-related errors occur in the control room. 

In either situation, most of the errors to be identified and analyzed are made 
in following directives (written or oral procedures, or standard shop prac­
tice). Only occasionally are extraneous acts, operations outside the scope of 
the procedures, considered. That is, in most cases, whether a given directive 
is followed correctly is determined, while the identification of which 
uncalled-for elements are manipulated is not made. At times, it will be 
necessary to estimate the types and probabilities of errors made in inter­
preting plant conditions (diagnosis errors) or in deciding what actions are 
appropriate for a given plant condition (decision-making errors). These types 
of errors can have considerable impact in a PRA, so it is necessary to treat 
them as fully as possible. 

1.3 Assumptions 

We deal only with human errors--mistakes made in the performance of assigned 
tasks. Malevolent behavior (deliberate acts of sabotage and the like) is not 
considered for discussion. It is assumed that all NPP personnel act in a 
manner they believe to be in the best interests of the plant. Any intentional 
deviation from standard operating procedure is made because the employee 
believes his method of operation to be safer, more economical, or more effi­
cient or because he believes performance as stated in the procedure to be 
unnecessary or inappropriate. 

An important aspect of an HRA is the qualitative assessment of the sources of 
human error. This calls for identifying and understanding the underlying 
contributors to each error and for assessing the relative importance of each 
of these contributors to the system failure events being analyzed. Appropri­
ate points in the procedure for the performance of qualitative analyses will 
be identified. For more information on the qualitative application of HRA to 
NPP operations, see the Handbook. 

1.4 Limitations and Uncertainties 

For a complete HRA, the PRA team should include a person who is, by profes­
sional training and experience, competent in applying human performance tech­
nology to complex systems. Such a person is usually known as a human factors 
specialist, an engineering psychologist, or an ergonomist. For a more de­
tailed description of the qualifications of a human factors specialist, see 
pp. 8-9 of NUREG-0801. 3 This person must also be proficient in using HRA 
methodology as set forth in the Handbook. To carry out this procedure, he 
must be thoroughly familiar with and have a good understanding of this docu­
ment as well as of the Handbook on which it is based. For a less complete 
HRA, e.g., a qualitative analysis, the only requirement in this respect is 
that the person performing the HRA be familiar with this document and the 
Handbook; he need not necessarily be a human factors specialist. 

In all cases, it is presumed that the HRA will be performed as an integral 
part of the PRA. There will be considerable and continuing interaction between 
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those responsible for the BRA and those working in the area of system relia­
bility analysis. The HRA should in no case be performed by the human relia­
bility analyst in isolation from the rest of the PRA team. The structure of 
the team should in itself facilitate the interaction necessary among the 
several analysts. 

Sources of uncertainty in HRA include the dearth of actuarial data on human 
error probabilities and the shortage of human performance models that have 
been verified in NPP situations. For the most part, the Handbook presents the 
best available data on human performance in carrying out NPP tasks. Most of 
the estimates of HEPs in the Handbook represent extrapolations from human 
error data based on tasks performed outside of but behaviorally similar to 
those performed in NPPs. In other words, tasks performed in situations other 
than NPPs may involve the same types of cues, interpretations, response re­
quirements, and responsibilities as those performed in the NPPs themselves-­
the only significant difference may be that of the names of the facilities . 
Therefore, in those cases for which an analyst can find better data on human 
performance than are presented in the Handbook, he should use them . 

In the future, it is expected that the uncertainty and subjectivity involved 
in estimating REPs for NPP tasks will be reduced considerably. Under the 
sponsorship of the Office of Nuclear Regulatory Research, Nuclear Regulatory 
Commission (NRC), a program plan for a human performance data bank is being 
developed, and active efforts are underway to collect HEP data from realistic 
simulator exercises for control room tasks and from maintenance and other 
tasks taking place outside the control room. 

As explained in the Handbook, most of the tabled HEPs relate to rule- based 
human actions. For some NPP operations, cognitive errors are critical, e.g., 
errors in evaluating the display indications resulting from a transient. There 
is relatively little information on errors of interpretation or decision­
making, i.e., errors in the thought process. However, new models for estimat­
ing the probability of correct diagnosis are presented in Chapter 12 of the 
Handbook and are referenced in Section 5.7.1 of this document . 

The nominal value for a specific HEP for a given human action that reflects 
the best estimate (based on available data and on judgment) of the probability 
of a particular error in a generic sense is presented in the Handbook along 
with uncertainty bounds. The latter are considered to approximate the 5th to 
95th percentile range of the HEPs to be expected under all possible scenarios 
for a particular action. These uncertainty bounds are based on subjective 
judgment rather than on actuarial data and are not meant to represent statis­
tical confidence limits. 

As discussed in the Handbook, there are several sources of uncertainty in the 
generic HEPs provided . The variability of human performance is reflected in 
the individual differences in skill, experience, and other personal charac­
teristics of NPP personnel. There can be wide variation in specific environ­
mental situations and other physical aspects of the NPP tasks to be performed. 
Only some of this variation in performance shaping factors (PSFs) is accounted 
for in the Handbook data by providing different estimates of HEPs for differ­
ent sets of influencing factors. The width of the uncertainty bounds sur­
rounding each estimated nominal HEP represents an attempt to account for the 
residual uncertainty. 
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Unless specifically stated otherwise, all of the HEP estimates in the Handbook 
are based on a set of common assumptions that limit or restrict use of the 
data as stated. Exceptions to these assumptions are clearly indicated. These 
data apply to situations in which the following hold true: 

- The plant is in a state of normal operating conditions. Also, there 
exists no emergency or other state that would produce in the operators 
a level of stress other than the optimal. 

- The operations are considered to be performed without the necessity of 
the operator's wearing protective clothing. 

- A level of administrative control roughly equal to the average of those 
employed industry-wide is in effect. 

- The tasks are performed by licensed, qualified plant personnel such as 
operators, maintainers, or technicians. They are assumed to be experi­
enced--to have functioned in their present positions for at least six 
months. 

- The environment in an NPP control room is not adverse. The levels of 
illumination and sound and the provisions for physical comfort are 
adequate even if not optimum. 

The above-mentioned factors must be evaluated qualitatively for each situation 
being analyzed. The determination of a situation's being similar to or sig­
nificantly different from these assumed scenarios is highly subjective. There 
are no absolute guidelines for establishing a plant's conformance to what is 
"normal" for the rest of the industry. Only with experience and exposure to 
several operating plants can a human reliability analyst develop the skills 
necessary to perform these discriminations successfully and reliably. 

It is mainly the level of detail that will differ for HRAs performed at dif­
ferent stages in the life cycle of an NPP. The level of detail of the method­
ology presented in this procedure is predicated on the application of HRA to 
NPPs that are already providing power. For earlier applications, e.g . , at the 
construction permit stage, some of the information necessary for a detailed 
task analysis of that particular NPP will not be available. Nevertheless, the 
methodology can still be applied, as discussed in Part II of the Handbook. 
For very early applications of HRA to an NPP, much of the information needed 
to determine the potential for human error in that plant will have to be 
derived from HRAs of similar, operating plants. 

1.5 Product 

The main result of the HRA effort in a PRA for NPPs is, for each iteration of 
the HRA, a set of estimated plant- and situation-specific human error proba­
bilities. During quantification of the risk-significant events, these esti­
mated REPs can be grouped into sets for incorporation into the total PRA on 
the basis of their affecting the reliability of a component, a whole system, 
or the entire response scenario required by an initiating event. The assump­
tions on which these sets of estimates are based are also presented to the 
systems analysis team. 

2.0 OVERVIEW 

The four phases of HRA (familiarization, qualitative assessment, quantitative 
assessment, and incorporation) are shown in Figure 1. Most HRA methods follow 
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FAMILIARIZATION 

• INFORMATION GATHERING 
• PLANT VISIT 
• REVIEW OF PROCEDURES/INFORMATION FROM SYSTEM ANALYSTS 

QUALITATIVE ASSESSMENT 

• DETERMINE PERFORMANCE REQUIREMENTS 
• EVALUATE PERFORMANCE SITUATION 
• SPECIFY PERFORMANCE OBJECTIVES 
• IDENTIFY POTENTIAL HUMAN ERRORS 
• MODEL HUMAN PERFORMANCE 

QUANTITATIVE ASSESSMENT 

• DETERMINE PROBABILITIES OF HUMAN ERRORS 
• IDENTIFY FACTORS/INTERACTIONS AFFECTING HUMAN PERFORMANCE 
• QUANTIFY EFFECTS OF FACTORS/INTERACTIONS 
• ACCOUNT FOR PROBABILITIES OF RECOVERY FROM ERRORS 
• CALCULATE HUMAN ERROR CONTRIBUTION TO PROBABILITY OF SYSTEM 

FAILURE 

" 
INCORPORATION 

• PERFORM SENSITIVITY ANALYSIS 
• INPUT RESULTS TO SYSTEM ANALYSIS 

Figure 1 Four phases of a human reliability analysis. 
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this general format. A block diagram illustrating the application of these 
phases to the procedure followed in performing an HRA using Handbook methods 
is shown in Figure 2. The sequence of activities shown in this figure may, 
however, be different from that of an analysis performed in another context. 
Also, since this is a block diagram and not a flow chart of actual activities, 
the interactions between the human reliability analyst and the rest of the PRA 
team are largely left off. This is not to suggest that they do not exist, but 
simply to provide a schematic of the major tasks to be performed by the human 
reliability analyst himself. In reading the description of these activities, 
it is necessary to keep in mind that the order of the various HRA activities 
is not a fixed one in which the activities are accomplished only once. In 
fact, the entire process is highly iterative and its parts recursive. 

It is necessary to begin preparation for the HRA concurrently with the rest of 
the PRA. Otherwise, there will not be sufficient time to perform all the 
activities required for an accurate assessment of the effects of human errors. 

As mentioned, the HRA is an iterative process. Various stages of the HRA, as 
diagrammed in Figure 2, will be repeated as additional plant-specific or other 
information becomes available. A complete HRA is assumed in Figure 2; for 
less detailed analyses such as (in some cases) a bounding analysis, the per­
formance of the activities represented by some of the blocks can be modified 
to reflect the level of detail of the analysis, while some of the blocks can 
be eliminated. Obviously, the less plant-specific the information analyst 
has, the more uncertain his estimates. In a sense, the degree of uncertainty 
drives the level of analysis that is possible. The more uncertain an ana­
lyst's estimates, the closer his analysis is to being qualitative in nature. 
A bounding analysis is more appropriate than a strictly quantitative assess­
ment of the likelihood of any set of human errors when the information leading 
to the estimation of such errors is suspect. 

2.1 Plant Visit 

A survey of the control room performed in conjunction with a general plant 
visit is an essential preliminary to the performance of a plant-specific HRA. 
The purpose of such a survey is to allow the analyst to famiiiarize himself 
with the operations-relevant characteristics of the plant. No assessment of 
the control room in terms of design recommendations is made. The intention of 
such a visit is to identify the aspects of the control room, the general plant 
layout, and the plant's administrative control system that affect generic 
human performance. No evaluation of any individual's performance is to be 
done. This point must be clearly understood by plant personnel if accurate 
and complete information is to be obtained. 

2.2 Review Information from System Analysts 

For a given scenario or sequence of events, the system analysts pinpoint human 
actions that directly affect the system-critical components they have previ­
ously identified. In the light of the information obtained from the plant 
visit, the human reliability analyst must review these actions in the context 
of their actual performance to determine whether any factors exist that in­
fluence behavior on these system-critical actions that may have been over­
looked by the system analysts. For example, if performance on a noncritical 
element subsequently affects performance on a system-critical element, this 
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l PLANT VISIT I 
t PHASE 1: 

REVIEW INFORMATION FROM FAMILIARIZATION 
SYSTEM ANALYSTS 

t 
TALK- OR 

WALK-THROUGH 

t PHASE 2: 
T ASK ANALYSIS QUALIT A TIVE ASSESSMENT 

t 
DEVELOP HRA EVENT TREES 

j 

lASSIGN NOMINAL HEPs I 
t 

ESTIMATE THE RELATIVE 
EFFECTS OF PERFORMANCE 

SHAPING FACTORS 

t 
I ASSESS DEPENDENCE I 

t 
PHASE 3: 
QUANTITATIVE ASSESSMENT 

DETERMINE SUCCESS AND 
FAILURE PROBABILITIES 

t 
DETERMINE THE EFFECTS 
OF RECOVERY FACTORS 

t 
PERFORM A SENSITIVITY 

ANAL YSIS, IF WARRANTED 

t PHASE 4: 
SUPPL Y INFORMATION TO INCORPORA TION 

SYSTEM ANALYSTS 

Figure 2 An overview of a human reliability analysis. 
(Note: The iterative nature of the analysis 
is not shown in the block diagram.) 
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effect must be considered in the HRA even though the first task in itself is 
not important to the reliability of the system as defined by the system ana­
lysts. 

2.3 Talk- or Walk-Through 

Sometimes performed in conjunction with the survey of the control room and 
sometimes at a later date during interviews with operations personnel, talk­
or walk-throughs of the task sequences in question form a necessary part of 
any HRA. The terms talk-through and walk-through are synonymous. They are 
conducted by the human reliability analyst and performed by plant operations 
personnel. In this activity, the analyst questions the operator on points of 
the task performance until his understanding of the task is such that he could 
perform it himself or at least be able to understand fully the performance of 
an operator. Performance specifics are identified along with any time re­
quirements, personnel assignments, skill-of-the-craft requirements, alerting 
cues, and recovery factors. (Performance talk-through for activities not 
defined by a specific plant procedure can be done, but the level of effort 
required by the human reliability analyst for such an analysis is greatly 
increased.) 

The information obtained in a talk- or walk-through should enable the analyst 
to estimate the effects of a situation's PSFs. (See Chapter 3 of the Handbook 
for a discussion of these factors.) Modifications made to the nominal esti­
mates of HEPs that are found in the Handbook will be based on information 
gathered at this point. 

2.4 Task Analysis 

Next, a task analysis should be performed, as described in Chapter 4 of the 
Handbook. (The discussion in Chapter 4 considers the gathering of information 
during the plant visit and the performance of the talk-through to be compo­
nents of the task analysis.) We define a task as a quantity of activity or 
performance that the operator sees as a unit either because of its performance 
characteristics or because that activity unit is required as a whole to accom­
plish some part of the system goal. Only safety- relevant tasks are considered 
in the PRA. A task analysis involves breaking down each task into individual 
units of behavior. Usually, this breakdown of tasks is accomplished by enter­
ing information relative to each specific human action into a table. Format 
requirements for such a table are not rigid--any style that contains informa­
tion in such a manner that it can be retrieved easily can be used. These 
formats will reflect the level of detail as well as the type of task analysis 
to be performed. The analysis itself and the information obtained from it can 
be either qualitative or quantitative. Examples of task analysis formats are 
presented later. 

Specific potential errors should now be identified for each unit of behavior 
shown in the task analysis. As defined in the Handbook, a human action (or 
its absence) constitutes an error only if it has at least the potential for 
reducing the probability of some desired system event or condition. The 
existence of this potential should be identified in conjunction with the 
system analysts. For every human action appearing in the task analysis table, 
likely errors of omission and commission should be pinpointed. As mentioned 
earlier, ·extraneous acts are seldom considered. For example, the analyst may 
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determine that because of the control panel layout, a selection error is 
possible during the manipulation of a specific switch, but his analysis will 
not usually predict which other element will be chosen, nor will it deal with 
the system effects of the operator's selecting a specific incorrect switch. 
An exception to this statement is illustrated in the second case study in 
Chapter 21 of the Handbook. 

The situation must be evaluated for other errors affecting system success and 
failure probabilities that do not appear in the task analysis. Some of these 
can be disregarded by assuming for the entire analysis that a certain condi­
tion does or does not exist. For example, in the case of a post-maintenance 
test, if we are interested in the conduct of the test itself, we may assume 
that the supervisor has already ordered the test. In determining which of 
these assumptions may be made, great care must be taken by the analyst. In 
analyzing actual plant conditions, it is inappropriate to assume that some­
thing that should be done will always be done. 

2.5 Develop HRA Event Trees 

Each of the errors defined above should be entered as binary branches on an 
HRA event tree, as described in Chapter 5 of the Handbook. The possible error 
events should appear on the tree in the chronological order in which they 
might potentially occur if such order is relevant. The suggested format for 
HRA event tree diagramming will be presented later. The product of the HRA 
event tree is a probabilistic statement as to the likelihood of occurrence of 
a given sequence of events. Some PRAs deal only with the probability of 
successful completion of all human actions, while others take a more global 
approach, considering all system interactions and reactions that may contri­
bute to the probability of system success. In either case, recovery factors 
usually are not included at this time. This is simply a time-saving feature 
of this HRA procedure. If, in a preliminary system analysis, the probability 
of an unrecovered human error is found not to impact system safety signifi­
cantly, there is no need to expend additional time and effort identifying and 
quantifying the effects of recovery factors acting on the situation. 

2.6 Assign Nominal Human Error Probabilities (HEPs) 

An estimate of the probability of each human error event appearing on the HRA 
event tree must be derived from the data tables in the Handbook, other data 
sources, or expert judgment. Tables of HEPs (and their associated uncertainty 
bounds) for generic task descriptions are found in Chapter 20 of the Handbook. 
One of the reasons for recommending the analyst's familiarity with the Hand­
book is that he must have a thorough understanding of the assumptions and 
limitations underlying each of these tables. If there is no exact match 
between the descriptions of a task found in the Handbook and that defined by 
the task analysis, the estimated HEP for a similar task may be used as is or 
may be used for extrapolation for that situation, depending on the degree of 
similarity between the descriptions. Similarity in this context refers to the 
likeness of required operator behaviors. There can be a high degree of simi­
larity between the performance of two tasks even though the equipment be dis­
similar. In our experience, a person skilled in human performance technology 
is required for these kinds of judgments. 
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2.7 Estimate the Relative Effects of Performance Shaping Factors 

HEPs assigned for a given task must now be modified to reflect the actual 
performance situation. For example, if the labeling scheme at a particular 
plant is very poor compared to those described in MIL STD-1472C 4 or 
NUREG-0700,5 the REP should be increased toward the upper of its uncertainty 
bounds. If the tagging control system at a plant is particularly good, per­
haps the HEPs for certain errors should be decreased. 

Some of the PSFs have an effect on the performance of a whole task or on that 
of the whole procedure, while others have an effect on certain types of errors 
regardless of the types of tasks on which they might occur. Still other PSFs 
have an overriding influence on the probability of occurrence of all types of 
errors in all conditions. Familiarity with those sections of the Handbook 
that deal with the effects of PSFs is absolutely necessary in order to perform 
an accurate HRA. 

2.8 Assess Dependence 

For any given situation, different levels of dependence may exist between an 
operator's performance on one task and on another because of the character­
istics of the tasks themselves or because of the manner in which the operator 
was cued to perform the tasks. Dependence levels between the performances of 
two (or more) operators may differ, also. The analyst should keep in mind 
that the effects of dependence on human error probabilities is always highly 
situation-specific. The concepts presented in the chapter on dependence in 
the Handbook must be followed precisely. The analyst should also remember 
that the Handbook dependence model deals only with positive dependence. If 
negative dependence is assessed, some basis other than this dependence model 
must be employed for estimating conditional probabilities of success or 
failure. Chapter 10 of the Handbook includes a sample HRA using negative 
dependence. 

2.9 Determine Success and Failure Probabilities 

Based on the criteria for system success and failure supplied by the system 
analysts, the end point of each path through an HRA event tree can be labeled 
as a success or failure. Multiplying the probabilities assigned to each limb 
in a success or failure path through the HRA event tree provides a set of 
success and failure probabilities that can then be combined to determine the 
total system success and failure probabilities. 

2.10 Determine the Effects of Recovery Factors 

It is often convenient to postpone consideration of the effects of recovery 
factors in the sequence of activities in the HRA until after the total system 
success and failure probabilities have been determined. These estimated 
probabilities for a given task sequence may be sufficiently low without con­
sidering the effects of recovery factors so that the sequence does not appear 
as a potentially dominant failure mode. In this case, it can be dropped from 
further consideration. 

2.11 Perform a Sensitivity Analysis, If Warranted 

To determine the effect of a single parameter or assumption on the total 
system success probability, a sensitivity analysis can be performed. In this 
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exercise, the value of a given parameter is manipulated or an assumption is 
changed and the resulting system success probabilities are compared to judge 
the impacts of different magnitudes of change. This is not a necessary part 
of all HRAs, but is extremely helpful in identifying those elements of the 
system that have relatively large or small effects on system safety. 

2.12 Supply Information to System Analysts 

A copy of each HRA event tree along with a synopsis of the results, a copy of 
the task analysis table, and a list of the assumptions made should be pre­
sented to the system analysts. They and the human reliability analyst should 
then go over the HRA event tree and its associated assumptions very carefully. 
This ensures that the human reliability analyst has correctly defined system 
success and that the system analysts do not apply the results of the HRA event 
tree outside the scope of ~ts stated limitations. 

3.0 METHODOLOGY 

The theory, models, and data presented in this document are taken from the 
Handbook. Original sources for some of the methods (such as task analysis) 
can be found there. 

The basic components of the HRA described in this document are task analysis 
and the Technique for Human Error Rate Prediction (THERP). Task analysis 
involves breaking down system-required human actions (or tasks) into small 
units of physical or mental performance (steps) as well as identifying to the 
extent possible likely human actions not required by the system but having the 
potential for degrading certain system functions. These small units are then 
fully described and analyzed in terms of the PSFs that affect each of and 
combinations of them. The performance models and theories from the Handbook 
are then applied to these steps using the THERP approach. Possible human 
errors are identified and estimates of the probability of occurrence of each 
error are derived. The end product of an HRA for a PRA is a set of system 
success and failure probabilities that reflects the probable effects of human 
errors. These system-based probabilities are in a form such that they can be 
entered on a sequence, task performance, or component availability basis on 
the system fault trees. 

For cases in which it is necessary to use expert judgment to derive estimates 
of the probabilities of human errors in NPPs, there are a number of psycholog­
ical scaling methods available. For a recent review, see Stillwell et al 
(1982).6 Seaver and Stillwell (1983) 7 provide recommendations and procedures 
for the use of expert judgment to derive estimates of HEPs and performance 
times in NPP tasks. A review of these two documents is found in Chapter 8 of 
the Handbook. 

4.0 INFORMATION REQUIREMENTS 

The PRA team members involved in system analysis should supply the human 
reliability analysts with system-critical events or components to be evalu­
ated. The human reliability analyst should double-check to ensure that no 
human events affecting these system-critical events have been overlooked. 
Procedures for the performances of each of the tasks involved in these events 
must be evaluated. These procedures can be written, oral, or in the form of 
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known standard shop practice or skill-of-the-craft. In the case of written 
procedures, a copy of the procedure itself should be supplied to the human 
reliability analyst. In the other two cases, the specifics required of the 
performance must be determined in the course of interviews with and observa­
tion of plant personnel. 

For the human reliability analyst, familiarity with the plant, especially with 
the layout of the control room, the characteristics of its test and mainte­
nance activities, the plant environmental conditions, and the plant's general 
operating standards and administrative controls, is necessary. For the ana­
lyst who is not familiar with these aspects of a particular plant, at least 
one visit (and preferably several) to the site is recommended. Blueprints, 
drawings, or photographs of the consoles and control boards should be avail­
able for later reference. Personnel familiar with all phases of plant opera­
tions should be on call to provide information relative to control room spe­
cifics and other aspects peculiar to the plant. 

A thorough understanding of NPP systems and functions is not necessary for the 
human reliability analyst--he need not have the same degree of understanding 
of these systems and functions as other specialists on the PRA team. The 
human reliability analyst should concern himself only with actual human per­
formance--system causes and effects are not of interest to him except in that 
they may influence an operator's perception of the urgency of a particular 
task. The system analysts and plant representatives are chiefly responsible 
for defining the impacts of human errors on the plant systems and functions. 
Their close interaction with the human reliability analyst will ensure the 
correct modeling of the effects of human errors. In quantifying these ef­
fects, the underlying assumptions and limitations that apply to the models and 
data presented in the Handbook must be understood and not contradicted in 
their applications to PRA. 

5.0 PROCEDURE 

5.1 Introduction 

The purpose of performing an HRA as a part of the PRA described in this docu­
ment is to determine the contribution of human errors to predetermined sig­
nificant system failures. The object of such an analysis is to treat the 
relevant human actions as components in system operation and to identify error 
probabilities that could significantly affect system status. This section 
outlines an approach to be used in deriving relevant human error probabili­
ties. Frequent reference to the Handbook will be necessary to increase the 
consistency of the estimates made and the similarity of the approach utilized. 

As stated previously, the HRA should be performed by a human factors special­
ist who is familiar with the theory and techniques presented in the Handbook. 
For a complete HRA, he must have an understanding of the plant's administra­
tive control network, some familiarity with the layout and operating charac­
teristics of the control room, and frequent access to plant personnel who can 
provide information on specific aspects of performance situations. Without 
sufficient plant-specific information, he will be unable to perform an HRA 
that models the actual plant situation adequately in that he will not have 
defined all the potential human errors nor will he have accounted for all the 
likely recovery factors. 

12 



In this section, each of the major tasks of an HRA (outlined in Section 2.0, 
Overview) is discussed. An example of an HRA is presented in tandem with 
these discussions. For each task described, an example of its application to 
an actual HRA is given. 

There are several possible sequences for the elements of an HRA. The sequence 
outlined in this procedure is by no means absolute, but it does reflect an 
order that served well for the lREP and other programs. The elements them­
selves were derived from THERP and should be included in all complete HRAs. 
The recording and reporting formats described in this document can be modified 
for the convenience of the analyst, but he should keep in mind the type and 
level of detail of information necessary for reference to his analysis. The 
HRA can be used for qualitative as well as quantitative assessments, with the 
level of detail of the information collected reflecting that of the analysis 
itself. The state-of-the-art of HRA is such that it depends largely on data 
sources that are extrapolations from tasks not directly related to NPPs and on 
models that have not been validated in the strictest sense of the word. 
Nevertheless, this application of the theory, data, and models presented in 
the Handbook represents an attempt at standardizing the approach to applying 
HRA to PRAs of NPPs. 

5.2 Plant Visit 

5.2.1 Discussion 

At least one plant visit specifically including a detailed survey of the 
control room should be made at the onset of an HRA. Arrangements with the 
plant as to the areas of the facility to be visited, the plant's requirements 
for access, and the types of personnel to be made available for interviews 
during the visit need to be made. Impact on the plant and on the utility 
should be minimized. As little disruption of plant operations as is possible 
should be effected. 

When possible, a meeting between the human reliability analyst and representa­
tives of the plant and/or utility should be held in advance of the actual 
plant visit. The purpose of this visit is to assure the plant and utility 
representatives that the purpose of this portion of the PRA is not a regula­
tory one. More cooperation at all levels of involvement will be afforded if 
the concerned parties do not see the role of the human reliability analysts as 
a condemnatory or judgmental one. The main purpose of the visit should be 
stressed: plant conditions are to be observed so that in the analysis accu­
rate descriptions of actual performance can be predicted. These observations 
are to be only descriptive in nature. No "solutions" to plant problems or 
inadequacies are to be offered. (If the PRA is performed by or for the 
utility, it can be used as a design or evaluative tool. In such a case, the 
information from the HRA can be used to recommend changes to layout, pro­
cedures, or administrative control. PRA provides a powerful input to the 
plant's analysis of its own operating efficiency and safety through the em­
ployment of sensitivity analysis. However, when the PRA is performed for 
government agencies such as NRC, the information collected will be relevant to 
the operating plant in most cases, and not usually to the safety implication 
of proposed changes.) 
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In the initial visit to the plant, the human reliability analysts will make 
notes on relevant PSFs, especially those dealing with the control room opera­
tions and the paperwork associated with equipment change and restoration 
activities. If the system analysts have already indicated plant subsystems or 
procedures that are of interest in the PRA, these can be examined closely at 
this time. General information about the plant's operating characteristics 
and a "feel" for the effectiveness of the plant's administrative control 
·system are to be derived from this visit. 

An evaluation of the various kinds of written procedures (maintenance, cali­
bration, emergency, etc.) related to critical tasks for the PRA should be ger­
formed, using available checklists, e.g., Brune and Weinstein (1982, 1983) ,9 
and INPO. 10 If the written material at a plant deviates from the good prac­
tices specified in these checklists, the analyst may adjust the nominal HEPs 
from the Handbook accordingly. 

In surveying the control room, note specifics relating to the layout of con­
trols and displays. Take copious notes on the characteristics of critical 
controls and displays, noting any factors that would influence their use-­
anything that would aid or hinder the operators in either locating, manipu­
lating, or interpreting them. Deviations from good human factors engineering 
practices, such as those noted in MIL STD-1472C4 and NUREG-0700,5 should be 
noted. Record any specifics relative to the operation of critical subsystems 
that have been pinpointed for observation by the system analysts. If they 
have already identified any plant procedure that will be examined, use the 
time at the plant to perform a talk-through of that procedure (see Section 
5.4). 

5.2.2 Example 

Following is a set of notes similar to the type that would be collected during 
an actual plant visit. 

- On some chart recorders, the indications are hazy because nonglare 
glass is used. The operations superintendent says they are all being 
changed to regular glass. (The nonglare glass was installed on a 
recommendation from the manufacturer.) 

- Some labels for two-channel switches are sideways because of space 
restrictions. (Later note: When these sideways labels appear between 
displays, some confusion in relating a label to a display may result.) 

- Each annunciator panel is numbered, with the numbers increasing from 
right to left rather than the conventional left to right (so do the 
numbers for control boards and panels). 

- On the fronts of control boards CB1 and CB2, there are rows of J-handle 
switches; the first of which are turned inward to prevent their inad­
vertent manipulation. This is not true for CB4, but the J-handle 
switches there are not critical to plant operation. Those on CB1 and 
CB2 are for oil pumps and turbines, movement of which during normal 
power generation would cause a trip. The direction of manipulation for 
the reversed J-handles is the same as for the outward-facing ones. 

- Some J-handles have arrows at their bases that indicate the direction 
of operation, some do not (note: different manufacturers?). Other­
shape handles have arrows at their bases, especially round knurled or 
symmetrical handles. The size of these shape-coded handles is such 
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that the arrows cannot be seen easily, especially when viewed at eye 
level straight on. 

- At the alarm cathode-ray tube (CRT), there are three display modes: a 
flashing dark green display indicates a new, unacknowledged alarm; a 
steady dark green display indicates an uncorrected but acknowledged 
alarm; and a steady light green display indicates a cleared alarm (it 
remains on for reference only). 

- For the engineered safety feature (ESF) panels in the cabinets in the 
back (as well as other indications in the control room), display status 
and some parameter readings must be recorded at various intervals of 
time. (Note: Need to request a copy of "Procedures for Conducting 
Plant Operations" to review the checklist used versus the frequency of 
its use and the locations of all controls checked.) 

- On the ESF panels in the control room, the color of the label for a 
particular item is the color of the indicator light during actuation of 
the automatic safety equipment. During system response to an emer­
gency, the operator can scan the ESF panel quickly to see whether the 
lights that are on are the same color as the labels for those items. A 
disagreement between the colors indicates that some safety system has 
malfunctioned or has been overridden manually for some reason. 

- Stubs from yellow tags for valve change operations are tossed into a 
drawer; no record of them is in evidence. (Note: Check this out.) 

- The labels on locally operated valves are impression-printed on metal 
tags and, due to poor lighting, are difficult to read. No indication 
is present at these valves that designates their normal positions. 

- The procedures for responding to a LOCA often have many actions per 
numbered step. (Note: Check the Complexity Index and Specificity 
Index using NUREG/CR-2005. 9 ) 

Obviously, there are other observations that could be made during a survey, 
but they have been omitted here simply for the sake of brevity. The levels of 
detail of the control room survey and the inspection tour of the plant are at 
the discretion of the human reliability analyst and should reflect the level 
of detail required by the PRA being performed. Specific information relating 
to the conduct of certain procedures identified later in the program can be 
supplied by plant personnel during a talk-through, with the human reliability 
analyst interpreting that information in the light of knowledge gained during 
the plant visit. 

5.3 Review Information from System Analysts 

5.3.1 Discussion 

The system analysts will have identified a set of scenarios to be analyzed. 
These will usually take the form of operator performance on a critical system 
element during the course of following a set of plant procedures. The system 
analysts will have identified system-critical components and the circumstances 
under which they will be manipulated. The human reliability analysts must 
then determine the probability that errors will be made in dealing with these 
components. They must also determine whether human performance on other 
elements or in the conduct of the plant's administrative control system will 
affect the probability of error in operating the system-critical components. 

Often, the system analysts will present the human reliability analysts with a 
set of plant procedures from which they have pinpointed the steps that they 
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feel deal directly with the operation of system-critical components. In other 
cases, they may have identified entire systems for which human errors must be 
identified and quantified. In either case, the human reliability analysts 
must examine the entire set of plant procedures associated with these elements 
to determine whether they involve required performances on other elements that 
might affect the probability of error on the critical components or systems. 
At times, these determinations will have to be made in conjunction with the 
performances of the talk-throughs of the sets of procedures (see Section 5.4). 

During this review of the information received, the critical task required of 
the human reliability analyst is that he ensure that all human performance is 
analyzed in the context of its actual performance. Human actions in an NPP 
should not be considered isolated entities, unaffected by other factors. 
There are many interactions in an NPP--between personnel and between tasks-­
that must be identified. Some of these interactions will affect the assess­
ment of levels of dependence between certain behaviors (see Section 5.9). 
Some of them will have a global effect on the performance of all tasks in a 
given procedure. The system analysts will have identified the interfaces 
between critical equipment items and associated human tasks. However, the 
identification of the interactions between these and other system elements 
should be made by the human reliability analyst, who has been trained to spot 
them. This extra investigative effort on the part of the human reliability 
analyst ensures that the better part of them are identified. 

Note that, in some cases, a single plant procedure will cover the performance 
of several sets of tasks involving critical components. For example, in 
restoring items of equipment after maintenance acts, the operators may follow 
a general plant procedure governing the application and removal of tags. This 
administrative control procedure may apply to all cases in which tags are 
used. In this case, it is the following of the administrative control proce­
dure that is analyzed as well as the restoration act per se. The operator is 
actually following the administrative control procedure rather than a set 
restoration procedure for a specific component. Here the human reliability 
analyst can examine one procedure (the administrative control procedure) and 
apply the results to all cases involving restoration after maintenance. He 
must take care, however, to determine that the administrative control pro­
cedure applies to every case he analyzes. 

As he reviews the information received from the system analysts, the human 
reliability analyst should search for deviations from or inconsistencies with 
respect to the assumptions of the theories and models in the Handbook. The 
HEP estimates in Chapter 20 of the Handbook are based on limitations on their 
use that must not be contradicted. The human reliability analyst must examine 
a given procedure in the context of its performance to assess its conformance 
to these limitations. 

5.3.2 Example 

A set of hypothetical plant procedures dealing with response to a small loss­
of-coolant accident (LOCA) is reproduced in Figure 3. Only part of the proce­
dure has been reproduced, and the steps identified by the system analysts as 
being critical are double-asterisked. In this case, the system analysts have 
made the assumption that the situation has been diagnosed correctly and that 
the operators have completed the immediate actions required by the situation 
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D. SUBSEQUENT ACTIVITIES 

Note: Reverify asterisked parameters in all sections, using alternative indications if avail­
able. Select proper computer functions to monitor incore thermocouples. 

*If FW and RCPs are available (manual HPI actuation, no automatic actuation), proceed through 
Section D. 

*If no FW is available, proceed to Section E. 
*If FW is available but RCPs are not, proceed to Section F. 

0.1 Stop all but one RCP in each loop. 

Note: If ES actuation occurs before HPI can be manually established and the RCS pressure 
recovers, do not reset ES analog channels, since this would delay restart of actuated 
equipment in the event of a loss of offsite power as pressure would have to fall again 
to the actuation setpoint. 

**0.2 Monitor RCS pressures and temperatures; maintain at least 500 F margin to saturat ion by 
holding RCS pressure near the maximum allowable pressure within the cGo ldown pressure­
temperature curve (Figure B). 

Note: If RCS pressure is not restored before the pressurizer goes solid, or if the RCS relief 
valve alarm remains in, the leak may be in the pressurizer steam space, and the pressur­
izer must be taken solid to regain RCS pres sure. If such is the case, reopen ERV block 
valve MOV-1300 to allow ERV operation before pressurizer code safet ies . 

**Caution: HPI components are not to be overridden unl ess the following criteria are met: 

1. The HPI system has been in operation for 20 min, and all hot - and co ld- l eg tem­
peratures are at least 50 of below saturation temperature for the existing RCS 
pressure, or 

2. The RCS is >50 0 F subcooled, and throttling of HPI i s necessary or 

3. The RCS is 50 of subcooled, and HPI throttling is necessary to remain within the 
plant cooldown pressure-temperature curve limit s, or 

4. DH or LPI has been operating for >20 min with total flow rates of?2000 gpm. 

If margin to saturation drops below 50 0F after HPI override, reinitiate maximum HPI 
until >50 0 F subcooled. UNDER NO CIRCUMSTANCES IS HPI TO BE OVERRIDDEN IF RCS IS NOT 
SUBCOOLED. 

0.3 Monitor RB pressure; if pressure reaches 4 psig, verify reactor building i so lation and 
cooling actuation (ES channels 5 & 6) and HPI & LPI actuation (channels 1, 2, 3, and 4). 

Note: Proper ES actuation is verified by noting that the colors of components' indicating 
lamps on the ES panels ES-16 and ES-18 and CB-26 correspond to the colors of the switch 
nameplates. Proper flow ranges for HPI, LPI , and RB spray are marked on the meter 
faces. Proper penetration room ventilation is veri fied by noting all room i so lation 
damper light s out, flow indicated, and negative penetration room pressure indicated .... 

**0.4 If RCPs and FW are available, and RCS margin to saturation is >500F, override and throt­
tle HPI MOVs to control system pressure if pressurizer is solid or to hold pressurizer 
level at setpoint while using pressurizer heaters and spray for RCS pressure control; 
initiate plant cooldown per Plant Procedure 12 at a rate that allows RCS pressure to 
be maintained within the cool down pressure-temperature envelope. 

0.5 If RCS pressure falls to within 50 of of saturation or if low margin to saturation tempera­
ture alarms are received, maintain maximum HPI flow until 500 F margin is restored. 

0.6 If RCS pressure falls below secondary pressure, reduce and maintain secondary pressure 
at 20 lb/in. less than primary pressure and maintain maxi mum HPI flow until subcooled, 
then initiate a cooldown by decreasing secondary pressure per Plant Procedure 23. 

Figure 3 Part of the procedures for responding to a small LOCA, 
with the critical steps double-asterisked (**) p. 1 of 2. 
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**D.7 Prepare for LPI boost to MU pump suction and RB sump recirc as follows: 

D.7.1 Verify MU tank outlet MU-13 closed. 

D.7.2 Open DH-7A and DH-7B, LPI discharge to MU pumps suction, verify MU pump suction cross­
over valves MU-14, MU-15, MU-16, and MU-17 open, and verify MU pump discharge crossover 
valves MU-23, MU-24, MU-25, and MU-26 open. 

D.7.3 Isolate the DH rooms by closing both DH room floor drain valves, ABS-13 and ABS-14, 
securing room purge dampers CV-7621, CV-7622, CV-7637, and CV-7638 from ventilation 
control panel (east wall of 404-foot ventilation room) and closing watertight doors. 

D.7.4 Verify both DH pumps operating and both LPI MOVs open (MOV-1400 and MOV-1401). 

D.8 Once a 500F margin to saturation is attained ..... 

**D.9 Monitor BWST level; when BWST level has fallen to 6-foot indicated level or when the 
corresponding BWST lo-lo-level alarm is received, transfer suction to RB sump by verify­
ing RB sump suction valves inside containment MOV-1414 and MOV-1415 open, opening RB sump 
suction valves outside containment MOV-1405 and MOV-1406 (a slight upward perturbation 
should be noted on pump flows indicating suct ion transfer) then close both BWST outlets 
MOV-1407 and MOV-1408 (refer to Plant Procedure 23 for RCS temperature control methods). 
Close NaOH tank outlets MOV-16 16 and MOV-1617. MANUAL OVERRIDE PUSHBUTTONS MUST BE DE­
PRESSED FOR ALL VALVE MANIPULATIONS IF ES ACTUATION HAS OCCURRED. 

Figure 3 (cont'd.) p. 2 of 2. 
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correctly. These assumptions limit the nature of the HRA since, given them, 
the human reliability analyst does not have to account for errors of diagnosis 
or for the fact that the operators' level of stress might be higher due to 
their having made mistakes in the immediate actions. However, those systems 
that have been judged to have the potential of being degraded by human errors 
are those involved in the "SUBSEQUENT ACTIVITIES" section of the procedure. 
These, therefore, are the only ones to be considered in this example. (The 
treatment of diagnosis errors will be discussed in a later section.) 

Given the above assumptions and following a detailed reading of the proce­
dures, everything seems to be in order for a straightforward use of the 
theories and models in the Handbook, with one exception: the performance of 
these tasks takes place about an hour after the onset of the small LOCA. 
Chapter 18, "Staffing and Skill Levels," in the Handbook states that there 
will be three reactor operators Rnd a shift technical advisor in the control 
room at this time. In this example, for simplicity we assume that the shift 
technical advisor has aided in the initial diagnosis, but now he has no in­
volvement in the procedure to be carried out by the operators. We will also 
make the very conservative assumption those actions required by the procedure 
which take place outside the control room must be performed by one of the 
licensed reactor operators, leaving only two qualified operators in the con­
trol room. Often such activities may be performed by auxiliary operators with 
no reduction in the number of qualified reactor operators in the control room. 
Furthermore, during an incident of this type, there will probably in actual 
fact be several people in the control room. However, the shift supervisor is 
still in charge of operations, and personnel working for him are likely to 
follow his instructions and line of thought. Therefore, we conservatively 
assume that the net effect of having several people present during response to 
a transient would be no more beneficial than that afforded by the presence of 
only three licensed operators. 

5.4 Talk- or Walk-Through 

5.4.1 Discussion 

In a talk-through of a set of procedures for which safety- critical events have 
been identified, the human reliability analyst questions someone familiar with 
the performance of that procedure on specific points of the procedure until 
the analyst is so familiar with the tasks that he could perform them himself 
or at least be able to understand fully the performance of an operator. The 
talk-through can be performed on sets of written or oral plant procedures or 
standard shop practice or training methods. (These talk-throughs could take 
place at a simulator facility instead of at the plant itself, but, in these 
cases, the human reliability analyst must take great care in noting which of 
the characteristics of the simulator are unlike those to be found at the 
plant.) During the talk~through, the human reliability analyst must determine 
the PSFs that influence behavior, such as the location and the physical and 
operating characteristics of specific controls, the type and location of 
alarms and annunciated indicators, control room manning and task allocation, 
and time requirements and limits for alarm indications and responses. He must 
also "translate" the written procedures into English as he speaks it. That 
is, he is to determine the meaning or the specific instruction resulting from 
each command that is given in the language of that particular plant in the set 
of procedures. The analyst must specify in language he can understand the 
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exact interpretation the operators will make from the sometimes vague wording 
of plant procedures. At times, these interpretations are based on the opera­
tor's knowledge of system operation rather than on a standardized plant defi­
nition of the term in question. When this is the case, the human reliability 
analyst must discover whether all the operators define that term in the same 
way. 

To perform a talk-through, the human reliability analyst conducts an interview 
with a plant employee who is familiar with the performance of the procedure in 
question. (In the case of a new plant, the person most familiar with the 
development of the procedures should be interviewed.) To afford himself more 
familiarity with the performance characteristics of the procedure, the human 
reliability analyst should ask general questions about the PSFs acting at the 
time of performance and specific questions about the PSFs affecting the per­
formance of the critical steps. 

A talk-through of control room operations can be performed as part of the 
survey of the control room. In this case, the operator and the analyst 
actually follow the path taken by the operators during the performance of the 
procedure. When the procedures call for the manipulation of a specific con­
trol or for the monitoring of a specific set of displays, the operator and the 
analyst approach them at the control panels, and the operator points out the 
controls and displays in question. The procedure is followed in sequence, and 
the analyst could generate a link analysis at this time. (Link analysis is 
discussed in Chapter 4 of the Handbook.) 

Careful notes chronicling the outcome of the talk-through must be taken. Much 
of the information from these activities will be entered directly into the 
task analysis tables (see Section 5.5) for use later in the analysis. 

5.4.2 Example 

In the talk-through of the procedures in Figure 3, some general information 
was gathered that relates to the performance of all the steps in the proce­
dure. They are listed below. 

1 • . The plant is following an emergency procedure. (Note for later 
reference: There will be some level of stress for the operators.) 

2. The SUBSEQUENT ACTIVITIES section of the procedures will be performed 
approximately 1 to 1-1/2 hours after the initiation of the transient. 

3. At least three licensed operators will be available to deal with the 
situation. One of them will be the shift supervisor. 

4. At this plant, "verify" means to check and, if necessary, to correct 
the status of a given item of equipment. For example, if the opera­
tor must verify that a valve is open and on checking its status finds 
it closed, he must open it manually. 

5. The asterisked notation at the beginning of the section indicates 
that completion of the items in Section D is to be reverified 
(double-checked) after the section has been completed. This consti­
tutes a recovery factor and, as such, will not be included in the liRA 
event tree at this time. 

6. The Caution following Step D.2 in Figure 3 resulted from actions 
taken during the incident at Three Mile Island II in March 1979. 
Because of the special implications of performing these actions 
incorrectly, they will be considered in a separate analysis. 
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7. Steps D.2, D.4, D.9, and D.7.4 are performed in the control room. 
They will be diagrammed separately from steps D.7.1, D.7.2, and 
D.7.3, which take place outside the control room. 

Specifics relating to the performance of individual steps will now be given in 
the order of the steps themselves. 

Step D.2 RCS pressures are found on a chart recorder; RCS temperatures 
can be read from digital indicators; both are on a front control board. 
A copy of the pressure-temperature curve is taped to the side of the 
computer terminal, adjacent to these other indicators. To manipulate 
the pressure and temperature values, the heater switches found on the 
same front control board will be used. 

Step D.4 -- Switches for four RPI MOVs are located on the vertical ESF 
panels. A sketch of the layout of the controls is shown in Figure 4. 
Cooldown is initiated by following another procedure. The operator 
says that this other procedure is so well known that he cannot think of 
any situation in which it would actually be necessary to refer to it. 

Step D.7 --
D.7.1 -- MU-13 is a manual valve located in the stairwell outside the 

MU Pump Room. This is two levels down from the control room. 
D.7.2 -- The layout of these valves is shown in Figure 5, with the 

channels they represent indicated. One channel should always be 
completely open so that the operator should only have to open one LPI 
discharge valve, two MU pump suction crossover valves, and two MU 
pump discharge crossover valves. The operators view this entire 
series of tasks as one unit task--in their interpretation, all these 
steps are performed to satisfy a major system function. These valves 
are located one level below the MU Pump Room. 

D.7.3 -- ABS-13 and ABS-14 are large, locally operated valves located 
outside the DR rooms, one level below the DR pump rooms. They are 
large valves situated under the grating outside the watertight doors. 
There are no other valves under the grating. The Ventilation Room is 
two levels above the control room. The switches for CV-7621, 22, 37, 
and 38 are located on the wall there in the midst of dozens of other 
similar switches. They are grouped near each other and near other 
switches that control equipment in the same physical area of the 
plant, but there are no location cues on the wall to indicate where 
this grouping can be found among other groups. 

D.7.4 -- Indicator lamps for the DR pumps and for the LPI MOVs are on 
the vertical ESF panels in the control room. See Figure 4 for the 
layout of the panels. 

Step D.9 -- The level indicator, an analog meter, is on a panel adjacent 
to the vertical ESF panels in the control room. The lo-lo-level alarm 
sounds when the 6-foot level is reached. During a small LOCA, this 
should happen no sooner than 1-1/2 hours after initiation of the event. 
All the MOV switches are on the ESF panels. 

5.5 Task Analysis 

5.5.1 Discussion 

At this point, a formal breakdown of the procedure into tasks or smaller units 
of behavior should be done; that is, for each step in the procedure that was 
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Figure 5 Layout of valves in DR pump rooms. 
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identified for analysis by the system analysts, individual units of operator 
performance must be identified, along with other information germane to these 
performances. These individual units of performance constitute elements of 
behavior for which potential errors can be identified. In other words, a 
large task made up of a set of steps should be broken down in order that 
errors associated with each step might be identified. All of this information 
must then be entered into a task analysis table. The format of this table is 
not specified other than that it contain all the information necessary to 
later parts of the analysis. In most cases, the necessary information will 
consist of such items as the piece of equipment on which an action is per­
formed, the action required of the operator, the limits of his performance, 
the locations of the controls and displays, and explanatory notes. If differ­
ent tasks are to be performed by different operators, the allocation of tasks 
to personnel can be indicated in the task analysis table, or separate task 
analysis tables can be made for each operator. Our example illustrates the 
latter approach. The level of detail necessary in a task analysis and the 
amount of information recorded should reflect the level of detail (qualitative 
or quantitative) of the PRA and are obviously determined judgmentally. The 
guiding rule for this determination is that one should be able at a later date 
(perhaps when the results of the HRA are compared to those from another analy­
sis) to recapitulate the rationale for the REP estimates that were used in the 
analysis. 

Once the breakdown of task steps has been done, errors likely to be made must 
be identified for each step. The determination of whether an error of omis­
sion should be considered for any given step or of the types of errors of 
commission (selection, reversal, sequence, etc.) that are likely for that step 
must be made based on the relevant PSFs and on the task analysis itself. The 
steps should be listed chronologically.* Based on the characteristics of the 
actual performance situation, the human reliability analyst must determine and 
record which types of errors the operator is likely to m~ke and which he is 
not. For example, if an operator is directed by a set of written procedures 
to manipulate a valve and that valve is fairly well isolated pn the panel, is 
of a different shape than other valves on the same panel, and has been very 
well labeled, the human reliability analyst may tietermine that errors of 
selection are not to be considered in this case. He should also have deter­
mined that an error of omission made in following the written procedures might 
be made. 

Extreme care should be exercised in deciding which errors, if any, are to be 
completely discounted for an analysis. Relative to those encountered in 
analyses of tasks in other industries, most of the HEPs associated with NPP 
tasks are very low, on the order of 10- 3 • Although one error in a thousand 
opportunities seems quite low, a 10- 3 human error probability may contribute 

* In some cases, it may be discovered that the order of the steps in the pro-
cedure is not necessarily the one followed by the operators. The task analy­
sis and the HRA event tree resulting from it can easily reflect any perfor­
mance sequence. However, in the absence of any indications to the contrary, 
the order of the steps in the procedure is usually assumed to be the most 
likely order of performance of the tasks. Record-keeping is simplified by 
following the same task sequence from procedures to task analysis to HRA 
event tree. 
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substantially to the probability of system failure. Rather than failing to 
consider a "questionable" error, one the human reliability analyst thinks may 
be unlikely, the analysis should be completed including it, then a sensitivity 
analysis should be performed to ascertain what impact that particular error 
has on the probability of system success (see Section 5 .12). If its impact is 
determined to be negligible, an indication of this can be made in the fault 
tree block for this error. 

Once the errors likely to be made on each unit of performance have been iden­
tified, the analyst must examine the situation for other factors that may 
influence performance. The entire performance scenario must be considered in 
this examination. The analyst is looking for elements taking place usually 
outside the scope of the procedures the operator is following that could 
influence his performance. For example, if something is to be done at the 
discretion of the shift supervisor, whether the supervisor remembers to order 
the task will have a definite effect on whether the operator performs the 
task. These factors extraneous to the procedure itself that affect the proba­
bility of human error often involve some sort of failure of the plant's admin­
istrative control system. The quality and the potential (during a particular 
performance sequence) for disruption of the plant's personnel communication 
system will also have to be examined in these cases. 

Events other than human actions that, on occurring, affect subsequent perfor­
mance must also be taken into account. If an operator's cue to initiate a 
task involves some signal from the equipment or an order from a supervisor, 
the probability of that signal's being generated or that order's being given 
must be considered. Many times, the equipment failure probabilities are 
provided by the system analysts or are not considered for the analysis based 
on the assumptions that the system analysts provided. Such an assumption 
about the supervisor's order (that it will always be given when it should) 
should not be made unless direct evidence supports it. 

The human reliability analyst usually designs and performs the task analysis 
to agree with the level of incorporation of the lIRA into the system analysis 
that has been dictated by the system analysts. Whether the results of the HRA 
are to be included in the system event trees, at a high (subsystem) level of 
the system fault trees, or at a low (component unavailability) level of the 
system fault trees has no effect on the actual performance of the HRA other 
than in the formatting of the results. All tasks are to be analyzed in the 
contexts of their performances. Whether the information relative to these 
performances is considered in part or as a whole in another section of the PRA 
is of little consequence to the human reliability analyst. The results of his 
analysis can be presented so that they can be parceled into smaller collec­
tions of information for inclusion at the component level in the system fault 
trees or taken as a whole for inclusion at the subsystem level. The format 
used in the example can accommodate either. 

5.5.2 Example 

The task analysis for the procedures in Figure 3 has been done in two sec­
tions. First, the tasks performed by the operators assigned to the control 
room have been examined, then those performed outside the control room. 

The table format used for this example is shown in Figures 6 and 7. In Figure 
6, dashed lines are drawn between sets of actions that apply to specific plant 
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STEP 

D.2 

D.4 

D.7.3 

D.7.4 

N 
0\ 

D.9 

EQUIPMENT ACTION 

RCS pressure Monitor 

RCS temperature Monitor 
heater swi tches Maintain 

pres. & temp. 

- - - - - ------
4 HPI MOVs Override & 

throttle 
Initiate 

cool down 

- - - - - - - - - - -

INDICATION 

Wi thi n curve 
on chart 

Plant proce­
dure 12 

LOCATION NOTES 

CB4 

CB4 
CB4 

CP16, CP18 ESF 

ERRORS 

Omission (all) 
reading 

Reading 
Reading 

Omission (all) 
selection (1) 

Omission 

EVENT 
TREE* 

1 
2 
3 
4 

5 
6 
7 

CV-7621,22,37,38 Secure Close swi tches 
(room purge 

Ventil ation 
Room 

Omission (all) 
selection 

8 
9,10,11,12 

dampers) 

- - - - - - - - -
DH pumps Veri fy on 

MOV-1400, 1401 Veri fy open 

Indicator lamps CP16, CP18 ESF 

Indicator lamps CP16, CP18 ESF 

( each) 

Omission (for 
MOVs too) 
selection 
i nterpreta ti on 

Se1 ection 
interpretation 

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
BWST Monitor >6 feet CP14 Omission 

reading 
------ - - - - - - - - - -------

MOV-1414, 1415 Verify open Indicator lamps CPI6, CP18 ESF Selection 
interpretation 

MOV -1405, 1406 Open MOV switches CP16, CP18 ESF Selection 
reversal 

MOV-1407, 1408 Close Switches CP16, CP18 ESF Selection 
reversal 

MOV-1616, 1617 Close Switches CP16, CP18 ESF Se1 ection 
reversal 

*The numbers in this column do not usually appear in a task analysis; they have been included 
for the reader's convenience. They refer to the error event numbers appearing in HRA event 
trees starting with Figure 9. 

Figure 6 Task analysis table for actions by operators assigned 
to the control room. 

13 

14 
15 
16 
17 

18 
19 

20 
21 
22 
23 
24 
25 
26 
27 



EVENT 
STEP EQUIPMENT ACTION INDICATION LOCATION NOTES ERRORS TREE* 

D.7.1 MU-13 Verify closed Position Stai rwell Only Omission 2 
Outside valve 
MU Pump 
Room 

D.7.2 DH-7A, 7B Open Position Outside DH Omission (for 3 
Pump Rooms all D.7.2) 

MU-14, 15, 16, Verify open Position DH Pump 
& 17 Rooms 

N MU-23, 24, 25 Verify open Position DH Pump 
'-l & 26 Rooms 

D.7.3 ABS-13, 14 Close Positi on Outside DH Only Omission (for 4 
Room val ve all D.7.3 

here) 
Watertight doors Close Locks in DH Rooms 

place 

*The numbers in this column do not usually appear in a task analysis; they have been included 
for the reader's convenience. 

Figure 7 Task analysis table for actions by operator outside control room. 



functions. This is done to enable the system analysts to keep track during the 
course of the analysis of which portion of the HRA event tree should be ex­
cerpted for insertion at the subsystem level of the system fault trees. In 
this case, step D.2 involves the operator's diagnosis of plant status. This 
step should be excerpted for inclusion with all others since its correct 
performance affects the probability of correct performance on the rest of the 
steps. Once this diagnosis has been made correctly, the operator will move to 
effect cooldown after verifying that saturation is adequate per step D.4. 
Step D.7.3 involves isolating the DH room. Step D.7.4 calls for the opera­
tor's verifying the initiation of the DH function. Then, he must diagnose the 
need for the establishment of recirculation based on the indication of the 
BWST level. This involves the first part of step D.9 (monitoring the BWST), 
and must be excerpted along with any of the other errors from step D.9 (ef­
fecting recirculation) for inclusion in the system analysis of the recircula­
tion system. 

In actual HRAs, the format used for the task analysis is relatively unimpor­
tant; it can be modified to reflect the type and amount of information needed 
in later phases of the PRA. The STEP number from the written procedures is 
included for easy reference back to the procedures should any questions arise. 
The actual items of equipment to be manipulated, read, or otherwise dealt with 
are listed in the EQUIPMENT column. The ACTION column contains the commands 
made to the operator; they are usually the action verbs contained in the 
procedure. In the INDICATION column, the analyst notes the cues (usually from 
visual displays) that inform the operator whether the action has been per­
formed correctly and of any restrictions on the operator actions. In the 
example task analyses in Figures 6 and 7, many of the indications are so 
obvious (e.g., turn switch to ON position) that no entry has been made. The 
physical positions of the equipment items are given in the LOCATION column. 
The NOTES column contains any information the human reliability analyst be­
lieves will be beneficial in later parts of the analysis. In these cases, we 
have indicated whether the equipment items of interest in the control room are 
on the ESF panel and whether locally operated valves are isolated or part of a 
group. The ERRORS column lists the errors determined likely for each task. 
They are discussed for each step in detail below, beginning with those in 
Figure 6. 

Step D.2 Monitoring and maintaining RCS pressure and temperature within the 
curve is considered to be a unit task made up of three steps: (1) reading the 
pressure chart, (2) reading the temperature from the digital indicator, and 
(3) manipulating the heater switches to keep the above values within the 
acceptable range on the pressure-temperature curve. As such, the probability 
of an error of omission applies to the entire task--only by forgetting to 
perform the task itself will the operator forget to perform any element of it. 
The possible commission errors are those made in reading the pressure from its 
chart recorder, the temperature from its digital readout, and the curve which 
is in the form of a graph. The feedback from manipulating the heater switches 
is almost immediate, so the probability of making an unrecovered reversal 
error in their operation is not considered likely. All of these equipment 
items are located on one of the front control boards, with the exception of a 
graph of the pressure-temperature curve which hangs off the CRT console imme­
diately adjacent. This unit task is performed very often during normal and 
emergency operating conditions. The equipment items are functionally grouped 
and well labeled. Under these circumstances, errors of selection were not 
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considered. These steps are considered dynamic tasks in that they involve 
continuous monitoring of the displays and repeated operation of the heater 
switches. 

Step D.4 -- Because their manipulations are called out in the same procedural 
step and because of their close proximity (see Figure 4), the operator views 
the throttling of the four HPI MOVs as a single task. Therefore, the proba­
bility of an error of omission applies to them all as a unit. Because on the 
actual panel they are delineated with colored tape, a selection error for the 
group is very unlikely. However, as Figure 4 shows, a similar switch is next 
to the last HPI MOV control in the group. A selection error for that control 
is likely--instead of MOVs 1, 2, 3, and 4, the operator may throttle MOVs 2, 
3, and 4 and the other control. In initiating cooldown, the operators have 
stated that they probably would not refer to the other set of procedures. For 
this reason, an error of omission is assigned to the entire task of performing 
that other procedure. 

Step D.7.3 - - We have assumed that at this time there are three licensed 
operators available to deal with the transient. One of them is performing the 
activities shown in Figure 7. Of the two remaining in the control room, one 
will have to go two levels above the control room to secure the DH room purge 
dampers (close the switches). If he goes to perform this task, he will mani­
pulate four MOV switches--we have said that an error of omission applies to 
the manipulation of all four switches because they are on the same procedural 
step. Because of the poor layout of the Ventilation Room (no cues are pro­
vided as to the location of functional groups), selection errors for each of 
the four switches are assigned. 

Step D.7.4 -- Verifying that the DH pumps are on and verifying that the LPI 
MOVs are open are called out in the same procedural step. The equipment items 
are all located on the ESF panel. An error of omission is assigned for for­
getting the task entirely. For the DH pumps, the wrong items of equipment 
could be chosen or the indications on the correct items could be interpreted 
incorrectly. For the LPI MOVs, the wrong switches could be selected or their 
indications interpreted incorrectly. Two errors of commission have been 
assigned to each item. 

Step D.9 Monitoring the level of the BWST (a dynamic task) provides the 
operator with the cue to perform the rest of this step. If he fails to moni­
tor or if he monitors incorrectly, the other activities in this step will not 
be performed. An error of omission is assigned to the monitoring task only 
since the rest of the activities in this step are considered to be completely 
dependent with respect to errors of omission. A reading error is also as­
signed to the monitoring task. For the manipulation of the valves, errors of 
selection and interpretation or reversal are possible. 

The errors assigned for the operations outlined in Figure 7 were determined in 
a slightly different manner. First, consider the fact that the assigned 
operator performs these actions in response to an order from the senior con­
trol room operator. If the senior man fails to order these tasks, they will 
not be performed. In developing the HRA event tree for this set of tasks (see 
Section 5.6), this probable error will have to be considered. Regarding the 
rest of these tasks, the operator must perform them on three different levels 
of the plant. He views his job at each level as a unit task; therefore, 
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errors of omission apply to each of these unit tasks. If he remembers to stop 
at a given level, we assume that the operator will attempt all the tasks re­
quired at that level. Errors of commission are discussed below. 

Step D.7.1 -- MU-13 is the only valve located in the stairwell outside the MU 
Pump Room. No selection error is possible. It is not deemed likely that the 
operator would make a reversal error on a manual valve in this situation. 

Step D.7.2 -- Valves DH-7A and -7B are located outside the DH Pump Rooms, one 
on each end of the hall. They are very large valves, and the only other 
valves in that area are too small to be confused with them. Of all the valves 
inside the DH Pump Rooms, those called for in this step are located high on 
the walls of the rooms; the only other valves in the rooms are on piping lines 
that run along the f1oor~ In none of these cases are errors of selection 
deemed likely. 

Step D.7.3 -- ABS-13 and -14 are located under the grating outside the water­
tight doors. They are the only valves there; likewise, there is only one set 
of watertight doors at this location. Again, selection errors were not con­
sidered likely. 

5.6 Develop HRA Event Trees 

5.6.1 Discussion 

In making a probabilistic statement as to the likelihood of occurrence of 
human error events, each error defined as likely in the task analysis is en­
tered as the right limb in a binary branch of the HRA event tree. Chronologi­
cally, in the order of their potential occurrence, these binary branches form 
the limbs of the HRA event tree, with the first potential error starting from 
the highest point on the tree at the top of the page. An example of an HRA 
event tree is shown in Figure 8. 

Any given task appears as a two-limb branch, with each left limb representing 
the probability of success and each right limb representing the probability of 
failure. (In a later phase of the HRA, the HEPs from the Handbook will be 
entered on the tree. See Section 5.7.) Once a task is diagrammed as having 
been completed successfully (or unsuccessfully), another task is considered; 
the binary branch describing the probability of the success (or failure) of 
the second event extends from the left (or right) limb of the first branch. 
Thus, every limb following the initial branching depicts a conditional proba­
bility. The initial branching also represents a conditional probability in 
that the probabilities for that branch are based on the existence of a given 
situation. However, it is defined as the starting point for the analysis, not 
as a conditional probability, since we do not investigate the probabilities of 
occurrence of the circumstances of the basic situation. (As described in 
Chapter 5 of the Handbook, the conditional probabilities are understood in the 
labeling scheme shown in Figure 8, e.g., the leftmost limb, labeled b, 
actually means bla.) 

Each limb is described or labeled, usually in a form of shorthand. Capital 
letters in quotes ("A") represent certain tasks themselves. Capital letters 
(A) represent failure or the probability of failure on given tasks. Lower 
case letters (a) represent success or the probability of success on certain 
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Figure 8 An example of HRA event tree diagramming. 
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tasks. The same convention applies to Greek letters, which represent nonhuman 
events such as equipment failures. The letters Sand F are exceptions to this 
rule, in that they represent system success and failure, respectively. In 
actual practice, we sometimes label the limbs of an HRA event tree with a 
short description of the error itself. This eliminates the necessity for 
having a legend at the bottom of the page which defines each event by its 
alphabetic denotation. The labeling format used is unimportant--the critical 
task in developing HRA event trees is the definition of the events themselves 
and their translation onto the trees. (Examples of labeling formats are shown 
in Figures 9 and 10.) 

All the limbs of an HRA event tree are heavy solid lines in the diagram. For 
illustration only, the limbs representing failure in Figure 8 are shown as 
dashed lines. (See Chapter 5 of the Handbook for a more complete discussion 
of the basics of HRA event tree diagramming.) 

In PRA, we are usually interested in determining the probability of error on a 
single task or in the probability that for a set of tasks, none or all will be 
performed incorrectly. For the first case, no HRA event tree need be devel­
oped unless performance on that single task is affected by other factors the 
probabilities of which should be diagrammed. A description of the task and 
knowledge of the PSFs are sufficient for entering Chapter 20 of the Handbook 
to determine a single HEP. For the second case, in which we want to know the 
probability of all tasks' being performed without error, a complete-success 
path through the HRA event tree is followed (as discussed in Chapter 10 of the 
Handbook). Once an error has been made on any task, a criterion for system 
failure has been met. Given such a failure, no further analysis along that 
limb is necessary at this point . In effect, probabilities of event success 
that follow a failure and that still end in a system success probability 
constitute recovery factors and should be analyzed later in the HRA, if at 
all . Thus (as shown in Figures 9 and 10), we have HRA event trees that are 
developed along the complete-success path only. This does not indicate that 
we think that this is the only combination of events possible; it indicates 
only that in the initial analysis we go no further once system failure has 
been met. 

Development of the HRA event tree is the most critical part of the process for 
quantifying the probabilities of human errors. If the task analysis has 
listed the possible human error events in the order of their potential occur­
rence, the transference of this information onto the HRA event tree is made 
much easier . Each potential error and success are represented as binary 
branches on the HRA event tree, with subsequent errors and successes following 
directly from immediately preceding ones. Take care not to omit the incor­
poration of errors not found in the task analysis table that were determined 
to have a potential effect on the HEPs listed in the table. For example, 
errors of administrative control that affect a task's not being performed but 
that may not appear in the task analysis table must be included in the HRA 
event tree. 

5.6 . 2 Example 

The HRA event trees shown in Figures 9 and 10 represent the task analyses 
shown in Figures 6 and 7, respectively. In Figure 9 (HRA Event Tree of 
Actions by Operators Assigned to the Control Room), the labeling format in­
corporating a short description of each event for its corresponding limb is 
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HRA event tree of actions by operators assigned to the 
control room. 
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Event 

A = Control room operator omits ordering the following tasks 

B = Operator omits verifying the position of MU-13 

C = Operator omits verifying/opening the DH valves 

D = Operator omits isolating the DH rooms 

HEP Source 

Figure 10 HRA event tree for actions performed outside the contol room. 

34 



used. This is very convenient for analyses in which there are large numbers 
of events diagrammed. Referring back and forth to a legend describing the 
events represented would be inconvenient in these cases. The dashed lines in 
Figure 9 are placed according to those found in the corresponding task analy­
sis table in Figure 6. Again, they are included to aid the system analyst in 
extracting information from the HRA event tree for inclusion in the system 
analysis. 

Figure 10 (HRA Event Tree for Actions Performed outside the Control Room) 
shows a case in which the format consisting of alphabetic labels and an accom­
panying legend can be used very effectively since it consists of a small 
number of events. The legend format has the advantage of allowing a more 
complete description of the error events than does the short label format. As 
stated previously, however, the actual labeling format is of little importance 
as long as it is helpful to the analyst. Combinations of these two styles may 
be used, or entirely new formats may be developed by the analyst. 

Both HRA event trees shown reflect the technique described above and in Chap­
ters 4 and 5 of the Handbook. The possible errors listed in their respective 
task analysis tables have been put directly onto the right limbs of the 
branches of the HRA event trees in Figures 9 and 10. We show only the com­
plete-success paths, as previously explained. The first branch of Figure 10 
represents the adminstrative control error identified in the discussion of 
that set of tasks. In the HRA event tree itself, no distinction is made 
between the error events that appeared in the task analysis table and those 
that were identified during other parts of the analysis. 

5.7 Assign Nominal HEPs 

5.7.1 Discussion 

Now that the errors have been identified, defined, and diagrammed, estimates 
of the probability of occurrence for each of them must be assigned. Since the 
analyst should be familiar with the theories, models, and limitations pre­
sented in the Handbook, he will be able to use Chapter 20 of that document to 
make most of these estimates. 

First, the task itself must be categorized. The analyst determines whether he 
is dealing with an operator manipulating valves, performing a check of an­
other's work, using a written procedure, or attempting some other type of 
task • . Errors are then considered on the basis of their being of the omission 
or commission types. The tables in Chapter 20 of the Handbook are organized 
to contain groups of HEPs that relate to a given type of error (omission or 
commission) that may occur in the performance of a certain type of task. 
Errors of omission are found in Chapter 20 in tables describing the use of the 
type of plant directive being followed (e.g., written procedures, oral in­
structions, standard shop practice, etc.). Errors of commission are listed in 
tables describing the PSFs associated with equipment types. 

The analyst should have "read" and should be familiar with the organization of 
the HEPs found in Chapter 20. The data are presented in tables that duplicate 
their original appearance in the subject chapters of the Handbook. An analyst 
who is familiar with the organization of Chapter 20 prior to his trying to use 
it as a source document will have decreased the time required for the per­
formance of this portion of the HRA considerably. Also, he will have helped 
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himself predetermine cases in which it will be necessary for him to make 
estimates of REPs directly from the task analysis since no such task 
description exists in Chapter 20. 

Most of the tables in Chapter 20 have several numbered items, each one of 
which lists a short description or name of a possible task, condition, or 
operation together with an estimated REP and its uncertainty bounds. The 
estimated HEP is usually considered to be the median of a lognormal distribu­
tion. The uncertainty bounds are usually expressed as an error factor (EF). 
Dividing the median REP by the EF provides an estimate of the 5th percentile 
HEP as the lower uncertainty bound on the lognormal distribution. Multiplying 
the median HEP by the EF provides an estimate of the 95th percentile HEP as 
the upper uncertainty bound on the lognormal distribution. The analysts who 
are familiar with the organization of Chapter 20 can search the tables them­
selves for the HEPs relevant to their task analyses. A search scheme to 
direct the analyst to the appropriate table is found at the beginning of 
Chapter 20. 

A description of each error identified for every task in the task analysis 
should be looked up in Chapter 20 of the Handbook. That is, the description 
that most closely approximates the situation under consideration should be 
identified. In some cases, the description in Chapter 20 will detail a sce­
nario that differs slightly from the one in the analysis. If the differences 
in specifics are not large, the analyst may judge that they are so minor as 
not to affect materially the use of the HEP as is. In other cases, the actual 
situation and the one described in Chapter 20 may reflect tasks that are basi­
cally the same but that are performed under different circumstances. The REP 
must then be modified to reflect the conditions of actual task performance. 
Usually, this is done during the assessment of the PSFs acting on the task 
(see Section 5.8). 

Especially for cases in which an estimated HEP other than the one found in the 
Handbook is used, the source for the REPs entered on the HRA event trees 
should be recorded, along with the assumptions made in their derivations. The 
table number and item number should be recorded if Chapter 20 is the source 
for the HEP. If an HEP from the Handbook was used as a reference point for 
the derivation of an estimated REP, its specific source and the reasoning 
behind its modification should be noted. For easy reference, this information 
can be added to the task analysis tables. New columns in the table for the 
HEP and its source can be made. This documentation is necessary for many 
reasons. Other analysts may want to check the similarity of their solutions 
to those of other problems. Given that the estimates of many of the HEPs in 
the Handbook are numerically identical, these other analysts must have some 
method for tracing the original analysis. The assumptions should be recorded 
to prevent the analyst's having to reinvestigate a situation should he need to 
refer to an analysis again. Also, in the course of performing a series of 
analyses on a single facility, some sections of an analysis may be used 
several times. The analyst must, however, be able to demonstrate that the 
situations are indeed identical before reproducing part of one analysis to be 
used without modification in another. 

In the HRA event tree shown as Figure 11 and in subsequent discussions and 
figures, results are shown to several decimal places merely to illustrate the 
arithmetic. In practice, final answers are subjected to judicious rounding. 
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HRA event tree for actions by operators assigned to the 
control room with original estimates of HEPs. 
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NOTE: In Section 1.4, it is stated that one of the limitations of the tabled 
HEPs in the Handbook is that most of them apply to rule-based human actions. 
For diagnosis errors related to the evaluation of display indications that 
result from a transient, we suggest using the Nominal Model for Diagnosis that 
appears in Chapter 12 of the Handbook. This model lists the cumulative values 
for estimated HEPs and EFs for combined recognition and diagnosis of an 
abnormal event (e.g., a transient or LOCA) as a function of time since some 
compelling indication of the event. Unlike other human performance models in 
the Handbook, the Nominal Model for Diagnosis is based on the estimated col­
lective performance of the control room personnel. Instructions for use of 
the model are given in Chapter 12 of the Handbook. Also included in that 
chapter are screening values for diagnosis and for following the rule-based 
activities subsequent to the diagnosis of an abnormal event. The first exam­
ple in Chapter 21 of the Handbook illustrates the use of the nominal model for 
diagnosis. For some kinds of transients, there are plant-specific operating 
rules that, if rehearsed properly, will effectively eliminate any initial 
indecision on the part of the operator when a transient occurs. (For an exam­
ple, see the third case study described in Chapter 21 of the Handbook.) In 
such a case, the main effort of the human reliability analyst will be to 
estimate the effectiveness of the provisions for in-plant rehearsal of these 
operating rules. This type of treatment reflects the state-of-the-art in HRA 
and points to the need for the type of NRC-sponsored studies mentioned in 
Section 1.4. 

5.7.2 Example 

Keep in mind the situational characteristics that affect the performance of 
this set of tasks. For example, in this case, we are analyzing the actions of 
operators who are following ~ set of written procedures. Any errors are made 
in the context of using those procedures. Also, remember that recovery fac­
tors are not to be considered at this time. Even though there will be three 
licensed operators available in the control room at ·this time following the 
transient, we will only consider the actions of one of them in this first 
analysis. 

In the first part of this example, each error and the source of its estimated 
REP will be discussed in detail. Later in the example, errors that have 
already been discussed will simply have their source HEPs mentioned. Figures 
11 and 12 show the same HRA event trees diagrammed in Figures 9 and 10, but 
with the derived estimates of the HEPs for each error included as part of the 
diagram. As shown, this can be done by adding the REP as part of the label 
for each limb or by including the HEPs as columns in the legend for the HRA 
event tree. Again, the method employed for displaying the HEPs on the HRA 
event tree is unimportant. 

For simplicity, the EFs in this example are taken directly from the referenced 
tables and are not modified when the effects of stress and type of task are 
considered. In a real analysis, the EFs for certain tasks may be increased 
per Table 20-20 of the Handbook. In examples 3 and 5 in the appendix, appro­
priate modifications are made to EFs for unusual situations. 
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Event 

A = Control room operator omits ordering the following tasks 

B = Operator omits verifying the position of MU-13 

C = Operator omits verifying/opening the DH valves 

D = Operator omits isolating the DH rooms 

HEP 

.01 (EF = 3) 

.01 (EF = 3) 

.01 (EF = 3) 

.01 (EF = 3) 

Source 

T20-6, +1 

T20-8, +3 

T20-8, +3 

T20-8, +3 

Figure 12 HRA event tree for actions performed outside the 
control room with original estimates of HEPs. 
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The first error* on the BRA event tree in Figure 11 is that of the operator's 
omitting the performance of the monitoring task for the RCS pressure and 
temperature. This is the first part of step D.2. If the operator fails to do 
this part of step D.2, it is presumed that he will fail to carry out the 
remainder of the step. This failure to maintain RCS temperature and pressure 
was designated as a failure by the system analysts. Since we are dealing with 
the operator's following a set of written procedures, we use an estimate of 
this error from Table 20-7, in the Handbook.** This table consists of esti­
mates of errors of omission made by operators who are using written proce­
dures. In other words, these estimates reflect the probability, under the 
conditions stated, of an operator's omitting anyone item from a set of writ­
ten procedures. Since the procedures in our example are emergency procedures 
that do not require any checkoff of steps by the operator, we use the section 
of Table 20-7 that deals with procedures having no checkoff provision. Look­
ing at the procedures in Figure 3, we see that more than 10 steps must be 
performed by the operator. This analysis deals with fewer than 10 procedural 
steps, but these must be considered in the context of their performance. The 
fact that we are analyzing only a few steps has no effect on the operator as 
he follows the set of procedures. Given that this error occurs when using a 
long list of written procedures that does not require a checkoff, the esti­
mated REP for it is given in item 4 of Table 20-7, .01 (EF= 3). At this 
point in the analysis, the nominal value of the HEP is entered on the HRA 
event tree. 

The second error shown in Figure 11 is that of the operator's making a reading 
error on the indicator for RCS pressure. This indicator is a chart recorder. 
Reading errors are errors of commission and are found grouped in Chapter 20 
according to the type of information they display and to the type of indicator 
that makes up the display. In this case, the operator is reading a value, an 
exact numerical representation, from the chart recorder. Table 20-10 consists 
of estimated HEPs for errors made in reading quantitative information from 
different types of displays. For the chart recorder in question, item 3 from 
that table is used, .006 (EF = 3). 

The third error also involves reading an exact value from a display. The 
display in this case is a digital readout, therefore, item 2 from Table 20-10 
is used, .001 (EF = 3). 

The fourth error is also a reading error, this time involving the pressure­
temperature curve. The curve is presented in a graph format, so the REP for 
errors made in reading quantitative information from a graph is used, item 5 
from Table 20-10, .01 (EF = 3). 

Another error of omission appears as the fifth error limb on the HRA event 
tree in Figure 11, that of the operator's not throttling the HPI MOVs. For 
errors of omission, the nature of the task does not affect the probability of 
the error. Therefore, the same REP that was used on the first error, .01 (EF 
= 3), is used again here. 

* References to error numbers correspond to the numbered events in all related 
BRA event trees and to like-numbered entries on the task analysis table. 

** All references to table and item numbers are from the 1983 issue of the 
Handbook. 
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A selection error for the fourth of the HPI MOVs was identified as likely in 
the task analysis. It is the sixth of the errors found on the HRA event tree. 
Figure 4, which shows the layout of the control panels containing the HPI 
MOVs, demonstrates that the HPI MOVs are in similar positions on control 
panels CP16 and CP18. Surrounding them are several similar switches, one of 
which (to the immediate right of the HPI MOVs on CP18) is the switch most 
likely to be the target of the selection error. An estimate of this error of 
commission is found by looking in the tables in Chapter 20 that deal with 
errors made in the manipulation of the switches in the control room which are 
used to change the state of MOVs. Table 20-12 consists of REPs for commission 
errors made in manipulating manual controls (such as the hand switch for an 
MOV). Item 2 ("select wrong control in an array of similar-appearing controls 
identified by labels only") most closely approximates the situation described 
here, so the HEP of .003 (EF = 3) is used as the estimate for this error. 

The seventh error involves an omission on the part of the operator to initiate 
cooldown procedures by following another set of written procedures. As far as 
we are concerned here, this is a case of his omitting a single step of this 
procedure, so .01 (EF = 3) is used again. It is also used for the eighth 
error, that of omitting to secure the DH room purge dampers. 

The 9th, 10th, 11th, and 12th errors are selection errors involving the mani­
pulation of the switches for 4 MOVs. The switches are probably grouped close 
to each other on a wall of the Ventilation Room, but we have no specific 
information relative to the ease or difficulty of locating- the group. Since 
it is unknown whether the layout and labeling of the switches in the Ventila­
tion Room helps or hinders the operator in his search for the controls, we 
take the conservative position of assuming them to be among similar-appearing 
items. We use the same REP as was used for the selection error associated 
with the fourth HPI MOV (error No.6), .003 (EF = 3), for each of these MOVs. 

The 13th error· is one of omitting a procedural step. The REP of .01 (EF = 3), 
discussed earlier, was used. If this procedural step is performed (is not 
omitted), errors of selection for both types of components mentioned (the DH 
pumps and the LPI MOVs) are possible. These selection errors appear as the 
14th and the 16th errors on the event tree. We know from Figure 4 that both 
of these sets of controls are part of groups that have been arranged function­
ally on the control panels. They are very well delineated and can be identi­
fied more easily than can most of the switches in the control room. Item 3 
from Table 20-12 involves making a selection error in choosing a control from 
a functionally grouped set of controls; its associated HEP is .001 (EF = 3). 

Errors of interpretation are also possible for the DH pumps and the LPI MOVs. 
Given that the operator has located the correct switches, there is a possi­
bility that he might fail to notice their being in an incorrect state. In 
effect, this constitutes a reading error, one made in "reading" (or checking) 
the state of an indicator lamp. No quantitative information is involved, so 
Table 20-11, which deals with commission errors made in check-reading dis­
plays, is used. Item 8 from that table states that the error of misinter­
preting the indication on an indicator lamp is negligible. However, for this 
example we will assign an HEP of .001 (EF = 3) so as not to simplify the HRA 
event tree. The 15th and 17th errors on the event tree represent these inter­
pretation errors. 
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The HRA event tree's 18th error is defined as the operator's omitting to 
respond to the BWST level. The same omission HEP used previously, .01 (EF 
3), is repeated here. Given no such omission error, a reading error (No. 19 
on the event tree) could be made on the BWST meter. Going back to Table 20-10 
for commission errors made in reading ·quantitative information, the REP to use 
when considering an analog meter is .003 (EF = 3), the first term in the 
table. 

Errors 20, 22, 24, and 26 involve selecting the wrong set of MOV switches from 
sets of functionally grouped switches. As above, this HEP is item 3 of Table 
20-12, .001 (EF = 3). 

The 21st error (interpretation) is made while checking the status of an in­
dicator lamp. An HEP of .001 (EF = 3) (as cited for the 15th error above) is 
assigned. 

The 23rd, 25th, and 27th errors are representations of reversals made by the 
operator. Instead of opening the MOVs, he closes them, or vice versa. As 
discussed in the section, "Estimated Probabilities of Errors of Commission," 
in Chapter 13, "Manual Controls," of NUREG/CR-1278, reversal errors for two­
position switches are so infrequent that they can be assigned a probability of 
zero. However, for PRA purposes, a nominal value of .0001 (EF = 10) is sug­
gested because of the occasional exception that occurs when a switch was left 
in the wrong position previously (Table 20-12, item 8). For the present exam­
ple, we use the upper bound, .001, to avoid simplifying the HRA event tree. 
We retain the EF = 10. 

For the HRA event tree in Figure 12, we are analyzing the actions that take 
place outside the control room. The first error diagrammed is one of admin­
istrative control that did not show up in the task analysis: the shift 
supervisor omits ordering another operator to perform this set of tasks. 
Since the ordering of the tasks is his responsibility, this constitutes a 
failure to carry out plant policy. An REP of .01 (EF = 3) from Table 20-6, 
item 1, is used. 

The second, third, and fourth errors shown in Figure 12 represent errors of 
omission made by the operator who performs the tasks. These . tasks call for 
the manipulation of valves located on levels of the plant under the control 
room. We assumed that the operator would not be working from a set of written 
procedures (he would not take a copy of the procedures with him) but from an 
oral instruction given him by the control room operator. The model accounting 
for errors of omission made in following a set of oral instructions will be 
followed. The data for this model are found in Table 20-8. We stated in the 
talk-through section that the operator sees these as three distinct unit 
tasks, one to be performed on each of the three levels he must visit. We 
therefore assume that he must recall three specific tasks, so item 3 in the 
table is used, an REP of .01 (EF = 3) for each of the tasks. 

5.8 Estimate the Relative Effects of PSFs 

5.8.1 Discussion 

A primary consideration in conducting an HRA is the variability of human 
performance. This variability occurs within any given individual in the 
performance of tasks across time (from day to day, from week to week, etc.). 
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Variability also results from the performances of different personnel (from 
man to man, shift to shift, or from plant to plant). Variability is caused by 
PSFs acting within the individual or on the environment in which the task is 
performed. Because of this variability, the reliability of human performance 
usually is not predicted solely as a point estimate but is determined to lie 
within a range of uncertainty. A point value HEP for the PRA can be estimated 
by considering the effects of relevant PSFs for the task in question. Esti­
mates provided so far in this document apply to nonstressful, normal working 
conditions. Modifications of these nominal estimates can be made on the basis 
of guidelines provided in the Handbook. 

The nominal REPs are to be used when the scenario outlined in the Handbook 
reflects the situation being analyzed. If the plant situation is worse in 
terms of the PSFs or the response requirements than the one described in the 
Handbook, the HEP for that task should be higher than the nominal value. That 
is, if the analyst judges that the situation under study is more likely to 
result in error than the one outlined in the Handbook, an HEP closer to the 
upper uncertainty bound than the nominal is should be used. Likewise, if a 
plant's situation is judged to be less likely to result in a human error than 
the one outlined in the Handbook, an HEP closer to the lower uncertainty bound 
than the nominal is should be used. 

In judging these effects, the analyst should first consider the error events 
individually. For each error probability assigned, a judgment must be made as 
to whether the nominal HEP should be used. The analyst should examine the 
performance situation for factors potentially affecting each event. For 
errors of omission, for example, the analyst should search for cues or re­
minders that would make forgetting any item less likely or, for poorly written 
procedures, that would make forgetting an item more likely. For errors of 
commission, those elements of the performance situation that might affect the 
actions themselves or the operator as he performs them must be identified. 
For example, if the face of a display is such that reading it is unusually 
difficult, an HEP higher than the nominal value for reading errors for such a 
display should be assigned. 

Next, the analyst should consider the influence of PSFs that have a global 
effect--those that affect the probability of error on all or most of the 
events in the analysis. Some models presented in the Handbook reflect the 
influences of these overriding PSFs. The most commonly encountered ones deal 
with stress and the level of experience of the operators. 

The compilation of data in the Handbook reflects by its organization the 
effects of some PSFs. For example, the distinction made for errors of omis­
sion in using a written procedure on the basis of whether a checkoff provision 
is available is really one based on the quality of the procedure as a PSF. 
Whether an available checklist is used properly is an example of the PSF of 
administrative control. Reading errors for displays are given relative to the 
difficulty of the reading task. In these cases, the effects (to some extent) 
of the PSFs have been determined for you. 

5.8.2 Example 

In evaluating the effects of PSFs on the individual error events, we judge 
that in each case the scenario described in the Handbook reflects that of our 
"plant" closely enough so that no modification of the nominal HEPs is neces­
sary. 
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Now we must consider the effects of overriding PSFs-- those that will affect 
all of the REPs. We have stated in the original assumptions that the opera­
tors are experienced. Since they are following an emergency procedure, we 
will consider them to be under a moderately high level of stress. We see from 
Table 20-16, that the HEPs for experienced personnel operating under a moder­
ately high level of stress should be doubled for step-by-step tasks (item 4a) 
and multiplied by 5 for dynamic tasks (item 5a). Step-by-step tasks are de­
fined as those tasks requiring essentially one well-defined action (such as 
manipulating a switch) by the operator. Dynamic tasks require a greater 
degree of man-machine interaction than is required in step-by-step tasks. 
Dynamic tasks may require decision-making, keeping track of several functions, 
or any combination of these. Monitoring an indicator over a period of time in 
conjunction with other tasks is often considered to be a dynamic task. 

Figure 13 shows the HRA event tree for control room actions with the nominal 
REPs p~esented in Figure 11 modified to reflect the effects of a moderately 
high stress level. The only dynamic tasks in Figure 13 are those calling for 
monitoring activities. These are the monitoring of · the RCS temperature and 
pressure indicators and the interpolation of these values onto the cooldown 
curve and the monitoring of the BWST level. The nominal HEPs for these tasks 
have been multiplied by 5; those for the other events in this figure have been 
doubled. 

Another overriding PSF that must be considered, this time for the tasks per­
formed outside the control room, is the effect of the operator's having to 
wear protective clothing. For cases in which protective clothing is neces­
sary, we assume that the operator is highly motivated to complete his assigned 
tasks quickly because of the heat in the working environment, his isolation, 
and the general discomfort caused by the protective clothing. These factors 
combine to increase the HEPs for tasks performed by operators wearing such 
protection. This is discussed in Chapter 3 of the Handbook in which it is 
stated that REPs for such tasks should be doubled. 

Figure 14 shows the events taking place outside the control room, with their 
HEPs having been modified to reflect these PSFs. The first error (failure of 
administrative control) takes place in the control room. The HEPs for this 
and for the other events have been doubled to reflect the effects of the 
moderately high stress level. The HEPs for the three tasks that actually take 
place outside the control room have been doubled again to reflect the effects 
of the operator's wearing protective clothing. This doubling and redoubling 
results in a conservative estimate of the final HEP; in some analyses, it 
might be judged that this level of conservatism is unreasonable . 

5.9 Assess Dependence 

5.9.1 Discussion 

It is stated earlier in this paper that except for the first branch of an HRA 
event tree, all branches represent conditional probabilities of success and 
failure. Dependence between events directly affects these conditional proba­
bilities. Some cases of dependence will be spotted during the talk-through. 
This is a good time to take note of equipment similarities that contribute to 
the level of dependence between actions performed on like items. 
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Figure 13 HRA event tree 
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Event 

A = Control room operator omits ordering the following tasks 

B = Operator omits verifying the position of MU-13 

C = Operator omits verifying/opening the DH valves 

o = Operator omits isolating the DH rooms 

* Modified to reflect the effects of moderately high stress 

HEP 

.02 (EF = 5)* 

.04 (EF = 5>** 

.04 (EF = 5)** 

.04 (EF = 5)** 

** Modified to reflect the effects of moderately high stress and protective clothing 

Source 

T20-6, +1 

T20-8, +3 

T20-8, +3 

T20-8, +3 

Figure 14 HRA event tree for actions performed outside the control room 
with REPs from Figure 12 modified to reflect PSFs. 
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Dependence can occur between two performances with respect to errors of omis­
sion, errors of commission, or both. If dependence is assessed due to the 
fact that two actions are called for in the same procedural step, dependence 
is likely to affect HEPs for errors of omission. If components are to be 
manipulated at different times in a given procedure, the dependence may affect 
the REPs for errors of commission, especially for selection errors. 

Guidelines for determining the level of dependence assigned to a situation are 
found in Chapter 10 of the Handbook. There are no cut-and-dried rules for 
this kind of determination; rather, it is one that must be made only after a 
carefully detailed study of the performance situation since determinations of 
dependence levels are highly situation-specific. These determinations should 
be made for every task performed as part of every procedure targeted for HRA. 
This is necessary because dependence may exist between one task that is 
analyzed in the HRA and one that is not. Given the performance context of 
each analysis, the effects of such dependence must still be quantified. 

A decision as to whether complete dependence or complete independence applies 
to a given case can be made relatively easily. That is, it should be obvious 
if one action is the causal factor for another or if two actions are totally 
unrelated. Distinctions between the three intermediate levels of dependence 
are more difficult to make. First, decide whether dependence exists at all-­
whether the actions are completely independent. If dependence exists, decide 
whether complete dependence is appropriate and, if so, to what circumstances 
it applies. If you judge that the dependence that exists is greater than zero 
but less than complete, an intermediate level must be assigned. This judgment 
can be made based on the relation of the actual situation to zero and complete 
dependence. If you decide that the dependence demonstrated by the situation 
is much closer to zero than to complete dependence, assign a low level of 
dependence. If, on the other hand, you decide that the situation exhibits a 
degree of dependence that is very close to but not equal to complete depen­
dence, assign a high level of dependence. If you cannot make a definitive 
statement to the effect that either of the above is true, assign a moderate 
level of dependence. Chapter 10 of the Handbook provides guidance in 
assigning levels of dependence. 

Another method of assigning an intermediate level of dependence is to make a 
precise estimate as to the percentage of time the effects of zero or complete 
dependence will be seen. From that estimate, assign the intermediate depen­
dence level that most closely approximates it. For example, if you make a 
judgment (perhaps based on a frequency count from actual data or from your 
knowledge of the work situation) that task "B" will be performed correctly 
half of the time given that task "A" has already been performed correctly, you 
have assigned a conditional probability of bla = .5. This conditional HEP of 
.5 reflects an estimated high level of dependence using the Handbook model for 
basic HEPs ~ .01. 

Remember that the dependence model in the Handbook deals only with the effects 
and the quantification of positive dependence. If you judge negative depen­
dence to be appropriate to a situation, its effects will have to be determined 
directly rather than by using the dependence model. Also, keep in mind that 
dependence is not necessarily symmetrical. The same level of dependence may 
not exist for the success and the failure paths of an HRA event tree. 
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The model presents some point estimates that may be used in lieu of the exact 
equations to determine the conditional probabilities of dependent events. 
These are conditional HEPs of .05 for low dependence, .15 for moderate depen­
dence, and .5 for high dependence. The conditional HEPs for zero dependence 
and complete dependence are, respectively, the basic HEP (BHEP) and 1.0. The 
point estimates of .05, .15, and .5 should be used only when the BHEP is less 
than or equal to .01. In other cases, the equations should be used. For 
illustrative purposes, the example calculations in this document are based on 
the equations. 

5.9.2 Example 

In the sample problem, several cases of dependence have already been accounted 
for. For example, in the case of the 4 HPI MOV switches, their physical 
similarity, their positions in the procedure, and the fact of their being 
located in relatively identical positions on the control panels resulted in 
our assumption that, for errors of omission, they are completely dependent. 
In considering dependence for the selection errors that could be made on these 
switches, the same factors plus the layout of the rest of this control board 
resulted in our determining that the first three are completely dependent for 
selection errors (none are considered likely) while the fourth is susceptible 
to such an error. The nature of the tasks performed outside of the control 
room and the operator's perception of them (from interviews with plant opera­
tors, we determined that the operator typically views each set of tasks per­
formed on a plant physical level as a single unit task) led to our considering 
them to be completely dependent with respect to errors of omission. 

The estimation of the effects of more than one operator in a given location 
constitutes a recovery factor. If we determine the effects of having more 
than one operator in the control room during the performance of this pro­
cedure, we are in fact quantifying a recovery factor for the procedure. 
However, since we will show that some level of dependence exists among the 
operators in the control room, we will quantify these effects now as an 
illustration of dependence. 

As noted in Section 5.3.2, Chapter 18 of the Handbook states that there will 
be three reactor operators and a shift technical adviser in the control room 
well before 60 minutes into the small LOCA, the time of interest in this 
example. In the example, we assume that the shift technical adviser is 
engaged in other activities at this time, and that there are available for the 
procedures to be analyzed the three reactor operators: two reactor operators 
and the shift supervisor (SS). Table 20-4 indicates that there is a high 
level of dependence between the two operators and a low-to-moderate level of 
dependence between them and the SS, who is also a licensed operator. 

Since this procedure calls for the performance of several tasks outside the 
control room and since the performance of these tasks requires that the opera­
tor wear protective clothing, we assume that one of the three men available 
will leave the control room during the entire procedure to prepare for and 
then perform these tasks. We assume that this will be the most junior man in 
the control room since the other two are more capable of handling the tran­
sient from the control room. Responding to the nature of the control room 
tasks, we assumed high dependence between the operators there. This assump­
tion is based on the fact that at this time following the transient, one of 
the operator$ will be primarily involved in directing the actions of the 

48 



junior operator as he changes the positions of locally operated valves. 
Telephone communication between the two will call for most of this operator's 
concentration as he describes the necessary operations. The other control 
room operator will be involved with monitoring the displays and performing the 
manipulations necessary at the ESF panels. High dependence is assumed because 
we judge that the man on the telephone will, for the most part, rely on the 
operator at the ESF panels to perform those tasks correctly. Nevertheless, we 
judge that, despite his primary task of coordinating the junior operator's 
tasks by phone, this operator will catch errors made by the other control room 
operator about half the time. 

Figure 15 shows the HRA event tree of the actions performed by the control 
room operators with the HEPs (already modified to reflect the effects of PSFs) 
modified to reflect the effects of dependence. The probabilities of error of 
both the available operators have been collapsed onto a single limb for each 
type of error. The numbers in parentheses (shown for illustration only) are 
the conditional REPs for the probability of the second operator's failing to 
catch the error made by the first operator. The other numbers are the pro­
ducts of these conditional HEPs and the basic HEPs of the first operators; 
thus, they represent the joint probability of an error's being made by one 
operator and not being recovered by the other, i.e., an unrecovered error. 

Those actions taking place in the Ventilation Room do not demonstrate any 
dependence between operators since we assume that one operator will be per­
forming them. 

The only event in Figure 16 that is affected by dependence is the first. If 
the senior control room operator forgets to order those tasks, the other 
senior man or the junior man himself may remind him of the necessity to do 
this. 

5.10 Determine Success and Failure Probabilities 

5.10.1 Discussion 

Once the human error events have been identified and quantified individually, 
their contribution to the probabilities of system success and failure must be 
estimated. All paths in an HRA event tree should be defined as resulting in 
system success or failure in terms of their possible system consequences, not 
in terms of the specific human errors leading to these consequences. The 
system analysts will have identified the human-system interfaces to be anal­
yzed in the HRA, but errors made in operating at these interfaces may not 
significantly degrade system reliability or safety. For example, an error 
made in manipulating a system-critical component may not result in system 
failure as defined by the system analysts. The human reliability analyst must 
point out potential human errors for a given set of tasks and then must quan­
tify the probability of these errors; usually he does not, however, decide 
whether a given sequence through the HRA event tree will contribute to system 
success or failure. 

At this point in the HRA, the system analyst could examine the HRA event tree 
for discrepancies between his understanding of the system and the human relia­
bility analyst's representation of it. He should consider the implications 
of each path through the HRA event tree, then he should label each end point 
of the tree as a system success or failure. These end points should be 
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Event 

A = Control room operator omits ordering the following 

B = Operator omits verifying the position of MU-13 

C = Operator omits verifying/opening the DH valves 

D = Operator omits isolating the DH rooms 

tasks 

* Modified to reflect the effects of moderately high stress 

HEP 

.01 (EF = 3)* 

.04 (EF = 5V* 

.04 (EF = 5)** 

.04 (EF = 5)** 

** Modified to reflect the effects of moderately high stress and protective clothing 

Source 

T20-6, +1 

T20-a, +3 

T20-a, +3 

T20-a, +3 

Figure 16 BRA event tree for actions performed outside the control 
room with REPs from Figure 14 modified to reflect dependence. 
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quantified as probabilistic statements; the statements will be combined to 
formulate total system success and failure probabilities. This examination of 
the HRA event tree by the system analysts could be performed during the early 
stages of the HRA or during the initial screening of the system. It is done 
here for illustrative purposes. 

5.10.2 Example 

For Figure 15 (the analysis to this point of the actions performed by the 
control room operators), the system analyst made the following adjustments 
based on his decision as to whether given errors constituted contributions to 
system failure probabilities. He defined the paths through the HRA event tree 
ending in error events 1, 2, 3, 4, 7, 18, 19, 22, and 23 as system failure 
contributions and those ending in error events 8, 9, 10, 11, 12, 13, 14, 15, 
16, 17, 20, 21, 24, 25, 26, and 27 as system success contributions. The 
implications of the accident at TMI-2 have great potential impact on error 
events 5 and 6, so they were removed from the analysis at this point, to be 
considered as a separate case. 

For Figure 16, a similar decision was made by the system analyst. In this 
case, all of the paths through the HRA event tree terminating in a human error 
were determined to constitute contributions to system failure. 

Once the decision has been made as to which paths through the HRA event tree 
result in system failure, human error contributions to total system success 
and failure probabilities can be quantified either of two ways. The first 
method is the simpler, requiring no redrawing of the HRA event trees. In it, 
the end points of the limbs on the existing HRA event tree are simply labeled 
as success or failure. All of the terminal success probabilities are summed 
to reach the total system success probability. The failure probabilities are 
obtained by the same method, or by subtracting the total system success proba­
bility from 1.0. 

The second method is more complex and requires that the HRA event tree be 
redrawn. When error on a human task does not contribute to system failure, 
both limbs representing this task on the HRA event tree contribute to the 
probability of system success. Algebraically, the probability of 1.0 is being 
multiplied by the system success probability since the results of paths going 
through both limbs are combined into the system success probability. In 
effect, that error has no influence on system failure. Therefore, we need not 
even consider it since we are concerned with estimating the probability of 
human error contribution to the probability of system failure in a risk as­
sessment. Those branches representing events the outcomes of which do not 
contribute to total system failure probabilities can be deleted from the HRA 
event tree altogether. The tree should be redrawn, diagramming only those 
events that have some effect on the probability of system failure. Figure 17 
shows how the HRA event tree for actions performed by the control room oper­
ators is changed when this second method for quantifying total system success 
and failure probabilities is used. 

5.11 Determine the Effects of Recovery Factors 

5.11.1 Discussion 

Complete analyses are performed for the dominant sequences that show up in the 
computer modelling of the fault trees. To save time and effort in the HRA, 
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Figure 17 HRA event tree from Figure 15 for actions by operators assigned 
to the control room modified by second method for quantifying 
system success and failure probabilities. 
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consideration of the effects of recovery factors is delayed until it is deter­
mined if a given analysis is part of a potentially dominant sequence. The 
probability of system failure due to human error will certainly be higher when 
recovery factors are ignored than when they are included in the analysis. If 
a situation being analyzed does not appear as a potentially dominant sequence 
when this inflated system failure probability is used, there is no need to 
analyze it further. In fault tree terms, the frequency of an accident se­
quence can only be decreased by considering recovery factors. 

To decrease the level of effort for the HRAs that must be performed for each 
plant, we recommend that recovery factors not be included in the preliminary 
analyses. Once potentially dominant sequences have been identified, recovery 
factors for each of them can be included for analysis to see whether a com­
plete representation of human performance within the system as it operates 
will cause the potential dominance to disappear. This incorporation of re­
covery factors can be done in stages, the purpose of this being to decrease 
the amount of time required for each HRA. If there are five recovery factors 
operating for a given scenario, the human reliability analyst may choose to 
model only two of them at first. If the inclusion of these results in that 
sequence's ceasing to be potentially dominant, no more work need be done at 
this time. If this scenario still shows up as one of the system's potentially 
dominant sequences, the other three recovery factors should be analyzed. 

Some recovery factors are highly situation-specific, while others can be 
applied generically. Alerting cues for recovery actions for any given tran­
sient will always depend on the specifics of the response requirements for 
that transient. However, when analyzing recovery factors operating after 
maintenance activities it will sometimes be possible to generate generic HRA 
event trees that can be applied without modification to every such case for 
that plant. This is possible because in many plants a single procedure dic­
tates the steps to be followed in restoring components following maintenance. 
In either case, the recovery factor can take the form of a point value (an 
REP) or of a separate HRA event tree. The point value or the total success 
probability of the recovery HRA event tree should be inserted on the associ­
ated error limb of the main HRA event tree. The probability of error for that 
limb is then multiplied by the success probability of the recovery HRA event 
tree and by the probabilities of the other events in that path to obtain the 
probability of recovery from the error. The end point of the original system 
failure path for that error is multipled by the failure probability for the 
recovery factor to obtain the probability of an unrecovered error. 

5.11.2 Example 

As mentioned earlier in the analysis, human redundancy as a recovery factor 
has already been analyzed for this problem so the quantification of the ef­
fects of dependence could be demonstrated. We can now consider cases in which 
the operator himself could catch his own errors, or in which another operator 
working at a later date could catch his errors. One such case would be during 
an inspection process such as the walk-around (see Chapter 19 of the Hand­
book). Since this problem deals with responding to an emergency, use of the 
walk-around as a recovery factor is inappropriate. It is also possible for 
the operator to catch his own errors when the situation provides some addi­
tional alerting cue either to the action that should be taken or to the error 
itself. 
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In this problem and from the procedures in Figure 3, we see that the operator 
should respond to the borated water storage tank (BWST) falling to the 6-foot 
level. His response is cued from two sources: if he is following the written 
procedures correctly, he will be monitoring the meter indicator of the BWST 
level; if he is not using the written procedures, there is still a possibility 
that the lo-lo-level alarm (annunciator) will remind him that he needs to 
perform the follow-up actions. We will treat the alarm as an additional 
alerting cue and analyze its effect as a recovery factor. From Chapter 20 of 
the Handbook, we need to find an estimate of an REP pertaining to responding 
to an annunciator. Table 20-23 lists REPs for failing to respond to one of 
any number of annunciating indicators. We have no exact information on this 
but will assume that, at this time into the transient, there are 10 annunci­
ators alarming. From the table, the probability of the operator's failing to 
respond to anyone of these 10 is .05 (EF = 5) (item 10k). Figure 18 shows 
the diagramming for this recovery factor (noted as RF [recovery factor] in the 
tree). Note that its inclusion in the analysis increased the unrounded proba­
bility of total system success from .91846 to .92745. If this is an adequate 
increase (if the sequence does not prove to be potentially dominant when using 
the success probability of .92745), no more recovery factors need be analyzed. 

5.12 Perform a Sensitivity Analysis, If Warranted 

5.12.1 Discussion 

At times during the course of performing an HRA, the analyst will want to 
determine the effects of manipulating the values of one or more of the ele­
ments analyzed. He may do this because of some uncertainty he has about the 
assumptions he made, because the data he used are very uncertain (e.g., esti­
mates of diagnosis errors by control room personnel), or because he has not 
been able to obtain detailed information about some set of PSFs he judges to 
be important determiners of the reliability of performing a task he has to 
analyze. Changing the assumptions of the analysis or changing the values of 
certain parameters may affect the probabilities of system success and failure. 
It may be of interest to manipulate these values to determine the effects of 
design, equipment, or procedure change before such changes are incorporated. 

If the probabilities of some errors in an analysis are outstanding with re­
spect to those of others, or if the system consequences of a given human error 
are significant, the analyst may want to see what effect lower probabilities 
for these errors would have. The HEPs can be decreased by the action of re­
covery factors (see Section 5.11) or by changing the characteristics of the 
task to reflect a less error-likely situation. These changes can be accom­
plished by improving human-system interfaces, by increasing feedback adequacy, 
or by upgrading the quality of associated procedural steps. The new, lower 
REPs can be entered onto the HRA event tree, and the resulting differences in 
total system success and failure probabilities evaluated. Sensitivity anal­
yses are extremely useful as tradeoff analyses of proposed design changes and 
in pinpointing areas of potential system improvement. 

In performing best- and worst-case analyses (special types of sensitivity 
analyses) for a PRA, a bounding analysis can be executed as described in 
detail in the Appendix. For this exercise, two sets of REPs are utilized and 
the results of the two HRAs compared. The upper and lower uncertainty bounds 
of the nominal HEPs for a given situation can be used, or two sets of assump-
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Figure 18. HRA event tree for actions by operators assigned to the 
control room, including one recovery factor. 
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tions and PSFs relating to the situation can be defined. The results of these 
two HRAs can be evaluated by entering them onto the appropriate fault tree to 
see how sensitive some part of the PRA is to the two sets of REPs. For PRA, 
the criterion for evaluating the sets of results should be risk significance. 
If there is very little difference in outcome, the analyst may decide to 
select the more conservative set for inclusion in the final PRA, at least as a 
temporary measure. If the difference in outcome is considerable, he should 
take steps to obtain better data. 

5.12.2 Example 

In this problem, the two most important errors, in terms of their probabil­
ities of occurrence, are numbers 2 and 4, reading errors on the RCS pressure 
chart recorder and the graph of the pressure/temperature curve. As a design 
tradeoff comparison, suppose we want to decide whether changing either or both 
of these tasks to result in lower task HEPs is worthwhile in terms of system 
success probability. The simplest change involves changing the nature of the 
displays themselves to make reading errors less likely. For RCS pressure, the 
display could be a digital meter instead of a chart recorder. From Table 
20-10, items 2 and 3, we see that this would change the basic HEP for that 
task from the .006 (EF = 3), shown as failure limb 2 in Figure 11, to .001 (EF 
= 3). This new HEP must be modified to .005 (EF = 3) to reflect the effects 
of stress on a dynamic task, then modified again to reflect the effects of 
dependence, becoming . 0025 rather than the .01545 shown as failure limb 2 in 
Figure 18. Recalculation of the total system success probability using .0025 
instead of .01545 increases S1 in Figure 18 from .9275 to .9396. 

If we make the same sort of adjustment for error number 4 in Figure 18, we 
might redesign the graph so that it is comparatively easy to read. If we now 
use the lower bound of the REP in Table 20-10, item 5, instead of the nominal 
value of .01, we have .003 (EF = 3). This becomes .015 when modified for 
stress and .0076125 when modified for human redundancy (high dependence). 
Modifying only this graph results in a total system success probability, S1 in 
Figure 18, of about .9452. 

For a larger increase in the total system success probability, we could ana­
lyze the effects of both changes. An HRA event tree incorporating these new 
values is shown in Figure 19. The total system success probability becomes 
.95763. Whether the new estimate of the probability of system success is 
large enough to warrant the incorporation of both changes is, of course, a 
management decision and can be made in terms of a cost/benefit analysis. 

5.13 Supply Information to System Analysts 

5.13.1 Discussion 

All of the information used in performing the HRA, especially the assumptions 
made and the modified HRA event trees, should be presented to the system ana­
lysts. The human reliability analyst should then go over his analysis with 
them to ensure that there are no misunderstandings--no unresolved conflicts 
between the two concepts of the operating system. The system analyst should 
be familiar enough with the basic principles of HRA event tree diagramming so 
that he can use the HRA event tree itself to obtain the necessary inputs for 
his fault trees or event trees. He should be able to use the total system 
success and the failure probabilities, an HEP for a single item of equipment, 
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or an HEP for a single error for a given piece of equipment. These values can 
be entered directly into the human error blocks of his fault trees or system 
event trees. Listings of the sources of the HEPs may be of interest to the 
system analysts but are not strictly necessary. Section 6 discusses the 
method for formatting this information so that it is usable. 

Any dependence found by the human reliability analyst should be specifically 
indicated to the system analysts, especially in the case of dependence occur­
ring between tasks performed on different items of equipment. When dependence 
exits because of two operators performing the same task, combined HEPs repre­
senting the performances of both are entered into the human error block of the 
fault tree--no change in the system fault tree model is necessary. When 
dependence exists between performances on different items of equipment, the 
fault trees must be modified to reflect this common mode failure. Identifying 
where and between which system elements the dependence exists will enable the 
system analyst to modify his models accordingly. 

5.13.2 Example 

If the system analyst needs an HSP for the entire scenario diagrammed in 
Figure 19, he should use the total system success probability, ~ .958. If he 
needs a value for all the possible human errors made in operating MOVs 1405 
and 1406, he must consider all three of those errors diagrammed: the error of 
omission for the entire step (18) including the annunciator recovery factor 
(RF), the selection error (22), and the reversal error (23). In effect, the 
combination of these errors represents a small HRA event tree. The system 
analyst must use the product of the success probabilities for each error event 
(.9995 x .999 x .999 ~ .998) as the probability of success on those compo­
nents. If the system analyst were only interested in the likelihood of an 
error of omission when dealing with MOVs 1405 and 1406, he would use the HEP 
for that specific error, .0102. The human reliability analyst should point 
out to the system analyst that MOVs 1405 and 1406 are completely dependent for 
all errors considered in the analysis. They (as a perceptual unit) are also 
dependent on the monitoring task (1)--certain kinds of equipment failure of 
the BWST meter, if not noticed, could result in an error on MOVs 1405 and 
1406. 

6.0 METHODS OF DOCUMENTATION 

The results of the HRA go directly into the system analysis as probability 
statements. The only information from the HRA used in the rest of the PRA are 
the HEPs for given error events or for total system success and failure proba­
bilities and the information on where and what kind of dependence exists. The 
most important part of any final report for an HRA is the cataloging of the 
REPs on a per item (of equipment) or a per step basis, depending on the level 
of detail of the fault trees and the system event trees and the pinpointing of 
existing dependence. Other information included in the final report is not 
necessary as an input to the analysis itself but is instead necessary as a 
reference on the performance of any particular HRA. 

The purpose of this procedure is to ensure the similarity of the PRAs per­
formed for each of the several plants using the guidelines outlined in the 
Handbook. The additional material to be included in the final report for each 
analysis will provide points of reference that can be used to evaluate the 
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similarities of the HRAs. This similarity must be established if the results 
from different plants are to be compared to allow us to make relative state­
ments about risk across plants. 

Other human reliability analysts must be able to trace through your analyses 
and to understand them fully. To provide them the information necessary to 
accomplish this, they must have access to that material on which the HRA was 
based. A set of the written procedures analyzed or of your written version of 
the "standard operating procedures" should be included along with the assump­
tions made in your definition of the situation under which the procedure would 
be performed. These assumptions will have been made during your visit to the 
plant and during the talk-through of the procedures with plant personnel. A 
copy of the final HRA event tree resulting from the analysis should be in­
cluded. The basic REP used for each limb and its source as well as the source 
for any modifications (PSFs, dependence) you made should be included. These 
can be included as columns in the table of the task analysis: this is a 
clear, concise method for presenting a definition of the error events found in 
the HRA event tree. If recovery factors were considered or a sensitivity 
analysis performed, the outcome of these should be included. 

In short, the final report should include all information necessary for the 
system analyst to check his assumptions about the performance situation 
against yours. It should also include sufficient information so that another 
human reliability analyst could perform an HRA for the same scenario and 
arrive at a similar result. 

7.0 DISPLAY OF FINAL RESULTS 

As mentioned in Section 6, the most efficient method for displaying the re­
sults of an HRA is to use the task analysis format shown in Figures 6 and 7. 
These tables can be expanded to include the other information necessary for 
complete documentation of the HRA. This has been done for the example that 
was worked in this chapter in Figures 20 and 21. With these tables and copies 
of the HRA event trees, the system analysts should be able to take information 
in any form or at any level needed for input into the fault trees or event 
trees. The expanded task analysis tables, HRA event trees, list of assump­
tions, and copy of the procedure should provide sufficient documentation for 
an HRA. 

This type of complete documentation of an HRA is important for PRAs to be 
performed at various times in the life of a plant. As the plant equipment, 
manning, or operations change over time, the PRAs reflecting the different 
assumptions become points of comparison for the effects of these changes. 
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0\ 
t-' 

STEP EQUIPMENT ACTION INDICATION LOCATION NOTES ERRORS 

0.2 RCS pressure Monitor CB4 Omission (all) 
reading 

RCS temperature Monitor CB4 Reading 
heater switches Maintain Within curve CB4 Reading 

pres. & temp. on chart 
- - - - - - - - - - - - - - - - - - - - - -

0.4 4 HPI MOVs Override & CP16, CP18 ESF Omi ssion (all) 
throttl e selection (1) 

Initiate P1.Pr.12 Omission 
cool down 

- - - - - - - - - - ------- ------

0.7.3 CV-7621,22,37,38 Secure Close switches Ventil ati on Omission (all) 
(room purge Room selection 
dampers) (each) 

------ - - - - - - - - - -

0.7.4 DH pumps Veri fy on Indicator lamps CP16, CP18 ESF Omission (for 
MOVs too) 
selection 
i nterpretati on 

MOV-1400, 1401 Verify open Indicator lamps CP16, CP18 ESF Sel ecti on 
i nterpretati on 

- - - - - - - - - - - - - - - - - - - - -

0.9 BWST Monitor >6 feet CP14 Omission 
reading 

- - - - - - - - - - - - - - - - - - - - - - -

.MOV-1414, 1415 Verify open Indicator lamps CP16, CP18 ESF Selection 
i nterpretati on 

MOV-1405, 1406 Open MOV swi tches CP16, CP18 ESF Selection 
reversal 

MOV-1407, 1408 Close Switches CP16, CP18 ESF Selection 
reversal 

MOV-1616, 1617 Close Swi tches CP16, CP18 ESF Selection 
reversal 

*The numbers in this column do not usually appear in a task analysis; they have been included 
for the reader's convenience. They refer to the error event numbers appearing in HRA event 
trees starting with Figure 9. 

**These numbers refer to table and item numbers from Chapter 20 of the Handbook. 

***The nominal HEPs have been modified to reflect the effects of a moderately high stress level 
and (in some cases) high dependence between two operators. 

EVENT 
TREE* HEP T ,1** FINAL*** 

1 .01 7, 4 .0102 
2 .006 10, 3 .01545 
3 .001 10, 2 .0025 
4 .01 10, 5 .02625 

- - - - -
5 .01 7,4 .0102 
6 .003 12, 2 .003 
7 .01 7,4 .0102 

------

8 .01 7, 4 .0102 
9,10,11,12 .003 12, 2 .006 

13 .01 7, 4 .02 

14 .001 12, 3 .002 
15 .001 11, 8 .002 
16 .001 12, 3 .002 
17 .001 11, 8 .002 

------

18 .01 7,4 .0102 
19 .003 10, 1 .0076 

20 .001 12, 3 .001 
21 .001 11, 8 .001 
22 .001 12, 3 .001 
23 .001 text .001 
24 .001 12, 3 .001 
25 .001 text .001 
26 .001 12, 3 .001 
27 .001 text .001 

Figure 20 Display of final results using task analysis table for actions by 
operators assigned to the control room. 
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EVENT 
STEP EQUIPMENT ACTION INDICATION LOCATION NOTES ERRORS TREE* HEP T ,1** 

D.7.1 MU-13 Verify closed Position Stai rwell Only Omission 2 .01 8, 3 
outside MU valve 
Pump Room 

D.7.2 DH-7A, 7B Open Position Outside DH Omission (for 3 .01 8, 3 
Pump Rooms all D.7.2) 

MU-14, 15, 16, Veri fy open Position DH Pump Rooms 
& 17 

MU-23, 24, 25 Veri fy open Position DH Pump Rooms 
&26 

D.7.3 ABS-13, 14 Close Position Outside DH Only Omi ssion (for 4 .01 
Room valve all D.7.3 

here) 
Watertight doors Close Locks in DH Rooms 

place 

*The numbers in this column do not usually appear in a task analysis; they have been included 
for the reader's convenience. 

**These numbers refer to table and item numbers from Chapter 20 of the Handbook. 

***The nominal HEPs have been modified to reflect the effects of a moderately high stress level 
and (in some cases) high dependence between two operators. 

Figure 21 Display of final results using task analysis table for operations 
by operator outside control room. 

8, 3 

FINAL*** 

.04 

.04 . 

.04 



APPENDIX 

Sample Human Reliability Analysis Problems 

Based on problems devised by 
the authors and H. E. Guttmann, 
Sandia National Laboratories, 
as modified by M. Weinstein 
and M. E. Fitzwater, Human 
Performance Technologies, Inc. 
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PREFACE 

This appendix presents the same set of problems used in our Handbook Exercises 
Project, performed under our direction by Human Performance Technologies, Inc. 
Approximately 30 individuals, both u.s. and foreign, participated in the 
study. They included reliability analysts, whose familiarity with human per­
formance technology ranged from little to considerable, and human factors 
specialists, whose familiarity with reliability analysis ranged from zero to 
considerable. The results of this study are presented in SAND82-7056. 11 The 
study was used as one source of inputs for the final versions of NUREG/CR-
1278 1 and the present document. 
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APPENDIX 

SAMPLE HUMAN RELIABILITY ANALYSIS PROBLEMS 

1. INTRODUCTION 

1.1 Purpose and Organization of Exercises 

The purpose of the following exercises is to familiarize you, the presumed 
reliability analyst, with the use of Chapter 20 of the Handbook 1 in performing 
a quantitative analysis of human reliability in a practical situation. (Addi­
tional exercises are found in Chapter 21 of the Handbook, including a problem 
illustrating use of the Nominal Diagnosis Model.) The exercises in this 
appendix are greatly simplified descriptions of real-world situations. In a 
real-world setting, you, as the analyst, will observe many aspects of any 
situation that. will not be mentioned in the exercises. Some of the aspects 
you observe will not affect reliability and safety, whereas others may have 
significant effects, and you will have to judge which ones should be included 
in your analysis. In the exercises that follow, only the most relevant fac­
tors are listed. The exercises are hypothetical presentations of generic 
problems. They are not representative of any specific situation at any spe­
cific nuclear power plant (NPP). You should keep in mind that, when equipment 
is mentioned, your primary concern, for HRA purposes, is not with the system 
function of the equipment but rather with the operator interface. (Obviously, 
in the context of the entire PRA, system functioning is vital information.) 
Thus, for HRA purposes, in the case of a motor-operated valve (MOV), this 
interface is a switch in the control room; for a locally operated valve, it is 
a turning wheel at the valve site. 

This appendix is divided into four sections: an introduction, a set of two 
example exercises with suggested answers, a set of four problem exercises for 
you to work out, and, finally, suggested answers for these four problems. 
Following are some additional comments about Sections 2, 3, and 4: 

1.2 Example Exercises (Section 2) 

Section 2 consists of two completed exercises that illustrate how to use the 
Handbook and some worksheets in developing the solutions. The worksheets were 
developed to aid in the solving of human reliability problems and to keep a 
record of the rationale for using particular estimates of human error proba­
bilities (HEPs). Without such a record, the analyst will often forget why he 
made certain estimates . With a record, he can document the need to make 
changes in subsequent analyses when changing situations warrant changes to 
prior solutions. 
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1.3 Problem Exercises (Section 3) 

Section 3 consists of four exercises that you are to work out. Each section 
contains the instructions necessary to complete the required work. 

The following supplementary notes are provided to aid in the completion of the 
problem exercises • 

. Note 1: Some of the exercises use the following equations from Chapter 9, 
"Unavailability," in the Handbook. 

U 

A 

P 

where 

* 

=pd 

T 
(Eq. 9-1)* 

u + d(1 - p) = 1 - U = (Eq. 9-2) 
T 

= ER (Eq. 9-3) 

h1 + C
1

h2 + C C h + ••• + C C ···C h 
1 2 3 1 2 m-1 m 

(Eq. 9-4) 

A Availability--the probability that a component or 
system is operating or will operate satisfactorily if 
called on 

U Unavailability--the probability that a component or 
system is inoperable or will not operate if called on 
(U = 1 - A) 

p The probability that an unrecovered human error 
results in a component being in the failed condition 

d Mean downtime--the average time the component or sys­
tem is unable to operate within a given time period, 
given that a human error has induced a failed condi­
tion 

T The time period of interest when estimating unavaila­
bility 

u = Mean uptime--the average time that a component or 
system is operating or able to operate within a given 
time period; u = T - d 

E = Probability of committing the error per act 

The equation numbers are from Chapter 9 of the Handbook. 
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R Probability of failing to recover the error at or 
about the time the error is committed 

Total mean downtime--the sum of the d values for the 
time periods between the first test and the first 
check, between all subsequent checks, and between the 
last check and the next test 

The number of hours (or any other time unit) between 
the first test and the first check, the first check 
and the second check, the second and third checks, and 
the last check and the next test, respectively 

The probabilities of nondetection of the error at the 
first, second, and last checks performed between the 
two tests, respectively 

Note 2: The figures and tables in this appendix begin with A-. All refer­
ences to other figures and tables are to those in the Handbook. For example, 
Table 20-5, #1, refers to the first HEP and associated error factor (EF) in 
Table 20-5 in the Handbook. In this appendix, we represent the Handbook EFs 
as uncertainty bounds (UCBs). The lower UCB is calculated by dividing the 
Handbook HEP by the EF, and the upper UCB is calculated by multiplying the HEP 
by the EF. Thus, a Handbook HEP stated as .001 (EF = 3) is stated in this 
appendix as .001 (.0003 to .003). Rounding is used to maintain a total range 
ratio of 10 between the lower and upperUCBs when the EF is 3. Rules for as­
signing EFs are provided in Table 20-20. For further discussion, see Chapter 
7 in the Handbook. 

Note 3: Chapter 16 in the Handbook describes the importance of administrative 
controls, i.e., the kinds of checking of human performance mandated in a plant 
and the extent to which plant policies are carried out and monitored, includ­
ing tagging controls and lock and key controls for valves and other compo­
nents. One of the most serious errors that could be made in a human relia­
bility analysis of a specific plant is to assume, without investigating, that 
all plant policies will invariably be carried out. It is noted in Chapter 16 
of the Handbook that since there is ample history in NPPs of valves left in 
inappropriate positions having affected the availability of safety systems, 
the user must evaluate the probability that NPP personnel will not faithfully 
follow plant policies and procedures. A probability of .99 that every person 
in an NPP intends to carry out plant policies and procedures (whether or not 
he makes errors of omission or commission in carrying out this intent) would 
indicate a plant with reasonably good quality control. 

1.4 Candidate Solutions for Problems 3 through 6 (Section 4) 

The solutions are considered "candidate" solutions since they are based on the 
situations described in Section 3, and, as was stated earlier, not all of the 
performance shaping factors (PSFs) were considered. In any given plant, the 
PSFs might be different--in some cases, markedly different. At some plants, 
for example, the recovery factors for certain classes of error are so well 
designed and implemented that the probability of an unrecovered error will be 
relatively small compared with other plants where considerable and nearly 
exclusive reliance is placed on individuals' not making errors in the first 
place. 
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2. EXAMPLE EXERCISES 

Review the two example exercises contained in this section. Familiarize 
yourself with the format of the exercises and the application of the Handbook 
data to their solutions. Note how the Problem Worksheet and the Event Tree 
Worksheet are used. Table A-I provides instructions for the use and inter­
pretation of the Problem Worksheet (Figure A-I), provided below. 

Table A-I Instructions for using problem worksheet 

1. Exercise No./Problem No. -- Identify exercise and problem. 
2. Performance Shaping Factors -- The use of these entries is 

optional. The problem scenarios frequently describe Performance 
Shaping Factors (PSFs) that affect the performance of an entire 
procedure. These factors, in turn, affect the selection and use 
of tables in Chapter 20 of the Handbook. A record of these 
general PSFs on the worksheet will serve as a reminder and 
facilitate the completion of the remainder of the worksheet. 

3. Written Procedure Step No. or Task Description -- Record the 
Task or Step No. and/or enough information to aid recall of the 
content of the action. 

4. Dependence -- If applicable, record the level of dependence 
between the actions stated. Enter ZD, LD, MD, HD, and CD for 
zero, low, moderate, high, and complete dependence, respec­
tively. 

5. Potential Error -- Enter a brief description of the error(s) 
that could be committed by someone performing the step or 
action. 

6. Table Number and Item Number -- Identify the table number and 
item number from the Handbook that are used to obtain the REP 
associated with the error. 

7. Tabled HEP -- Record the HEP and its lower and upper uncertainty 
bounds (UCBs), as calculated from the tabled error factor (EF). 

8. Stress/Skill Factor -- Record multiplier of REP as a result of 
the combined stress/skill level associated with performance of 
the task described in the step or action. 

9. Adjusted HEP --
a. Record the value of the HEP multiplied by the stress weight, 

or 
b. If you disagree with the tabled HEP (Column 7), record the 

new estimated HEP. 
10. Comments -- If you disagree with the Handbook values or models 

related to the errors described in Column 5 (e.g., HEPs, uncer­
tainty bounds, dependence value, stress/skill weights), identify 
the basis of your disagreement (judgment or related data). 
Possible sources of related data might be experimental studies, 
power-generating industry reports, findings from other indus­
tries, etc. 
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1. Exercise No. Problem No. ______ _ 

2. Performance Shaping Factors: 

Instruction 
Wri tten: 

<10 items 

>10 items 
Oral 
None 

3. Written Procedure 
Step No. or Task 
Descri pti on 

Experience 
<6 months 
>6 months 

4. Dependence 5. Potential Error 

PROBLEM WORKSHEET 

Stress Level 

Low 
Optimum 

Mod. High 
High 

6. Table No. 
& Item No . 

Tagging Level 

1 

7. Tabled 
HEP & 
UCBs 

2 

3 

NA 

8. Stress/ 
Skill 
Factor 

* Cite studies, if available, to back up any disagreement with the stated HEP and EF in the Handbook . 

Page __ of __ 

Analyst. ________ _ 

9. Adjusted 
HEP 

10. COl1l11ents* 

Figure A-l Worksheet to be used for exercises #3 through #6 . 



2.1 Exercise #1. Monthly Test of Diesel Generator 

2.1.1 Background 

The diesel generator test is a routine test performed under optimal stress. 
It is performed by an experienced auxiliary operator who is directed to per­
form it by the shift supervisor. The probability of the supervisor's failing 
to order the test will be disregarded. The area of concern is the influence 
of human actions on the post-test availability of the diesel generator (DG), 
not the mechanical reliability of the component. Assume that the generator is 
already in the automatic start mode and that it will start upon receipt of a 
start signal. Note that the performance of the generator during the 2-hour 
test does not affect the probability that the component will start if called 
on--only the start mode status (automatic or manual) affects this probability. 
Therefore, consider the probability that the operator has left the component 
in the manual start mode instead of returning it to the automatic mode. 

2.1.2 Task Description 

Exercise #1 is based on the written operating procedures of an NPP. The 
actual procedures include some plant-specific instructions which have been 
omitted from the condensed procedures shown in Figure A-2. 

2.1.3 Problem 

In evaluating the performance of the test, address two questions: 

(1) What is the probability that the diesel generator will fail to start if 
it is called on after the test? 

(2) What additional recovery factors do you recommend? 

2.1.4 Performance Shaping Factors 

(1) The task is routine and the stress level optimal; i.e., normal. 
(2) The task is performed by an experienced auxiliary operator. 
(3) Written procedures with checkoff provision and having more than 10 items 

in the list are available. 
(4) There is no checking by another person. 
(5) The only indication of start mode status is at the diesel generator. 

2.2 An Approach to Exercise #1 

First we will discuss the failure of the DG to start. If the test is not 
carried out at all, the availability of the generator is unaffected by human 
actions. If the test is carried out, the availability of the component after 
the test will depend almost entirely on whether step 4.7 in Figure A-2 is 
carried out. Given the preceding PSFs, we have defined (see Figure A-3) five 
human error events: (1) failure to use the written procedure, (2) omitting 
step 4.7 when the procedure is not used, (3) failure to use the checkoff pro­
vision properly, (4) omitting step 4.7 when the checklist is used improperly, 
and (5) omitting step 4.7 when the checklist is used properly. The HRA event 
tree for this portion of the exercise, which illustrates the five human error 
events previously defined, is shown in Figure A-4. 
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EMERGENCY DIESEL GENERATOR NO.3 

INITIALS 

1.0 Purpose 

1.1 To determi ne that the emergency di esel generators wi 11 respond 
promptly and properly every month. 

2.0 Initial Conditions 

2.1 Normal station operation will not be affected by this test. 

2.2 Unit will be at stable operating conditions with no anticipated 
large load changes or shutdown. 

2.3 The "No. 1 and No. 2" diesel will be ready for automatic 
start-up and placed in standby. 

2.4 Reference Initial Conditions and use OP-6 to perform this 
check. 

2.5 Verify that this test is to be performed on Unit 1. 

3.0 Precautions 

3.1 Reference Precautions in OP-6. 

3.2 Advise Shift Supervisor to notify system operator that the load 
wi 11 be put on the system at Step 4. 

4.0 Instructions 

4.1 Start the emergency diesel generator by following OP-6. 

4.2 Advise the Shift Supervisor to notify the system operator that 
the diesel generator will be synchronized onto the system. 

4.3 Manually synchroni ze the di esel with other power sources and 
assume load on diesel up to 2750 kW. 

4.4 After approximately two (2) hours of operation, notify the sys­
tem operator that the diesel will be shutdown. 

4.5 Stop the diesel as stated in OP-6. 

Figure A-2 Procedures for monthly test of emergency 
diesel generator (page 1 of 2). 
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INITIALS 

4.6 Notify the electrical maintenance department that the test is 
Operator complete. 

Personnel from this department must verify that the mechanical 
Electrician terminal connections are tight on the voltage regulator. The 

individual making the check shall initial the space provided to 
indicate that he has made the verification . 

4.7 Verify that the diesel is set for automatic start when the test 
is complete. 

4.8 Notify the Shift Supervisor that the test is complete. 

Completed By -------------------

Date -------------------

Figure A-2 (Continued) Procedures for monthly test of emergency 
diesel generator (page 2 of 2). 
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PROBLEM WORKSHEET Page_ 1_of_ 1_ 

1. Exercise No. 1 Problem No . 1a ---- Analyst _ _______ _ _ 

2. Performance Shaping Factors: 

Instruction 
Written: 

<10 items 

>10 items X 

Oral 
None 

3. Written Procedure 
Step No. or Task 
Description 

4.7 Verify diesel 
set for auto 
start 

Experience Stress Level 
<6 months Low 
>6 months X Optimum X 

Mod. High 
High 

4. Dependence 5 . Potential Error 6. Table No. 
& Item No. 

ZD A. Failure to use ZO-6 
wri t ten proce- 116 
dure. 

B. Failure to use ZO-6 
checkoff provi- 118 
sion properly. 

c. Omit step 4.7, ZO-7 
long list, check- liZ 
off used prop-
erly. 

D. Omit step 4.7, ZO-7 
long list, check- 114 
off used improp-
erly. 

E. Omit step 4.7, ZO-7 
procedures not 115 
used. 

Tagging Level 

1 

2 

J 

NA X 

7. Tabled 
HEP & 
UCBs 

.05 (.01 to 

.Z5 ) 

.5 (.1 to 
1.0) 

.003 
(.001 to 
.01) 

. 01 
(.003 to 
.03) 

.05 (.01 to 

.Z5) 

8. Stress/ 
Skill 
Factor 

9 . Adjusted 
HEP 

Figure A-3 Worksheet for event tree for restoring diesel generator to 
automatic mode after test. 

10. Comments 



Pr [F] = (.05 x .05) + (.95 x .5 x .01) + (.95 x .5 x .003) 

- .0025 + .00475 + .001425 

- .008675 ~ .009 

Figure A-4 HRA event tree for restoring diesel generator to automatic 
start mode after test. 
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The estimated REPs and uncertainty bounds (UCBs) for the events in Figure A-3 
involving the correct or incorrect use of procedures are found in tables in 
Chapter 20 of the Handbook as noted in the figure. The probability of failure 
to use the procedures is also found in Chapter 20. Summing the three failure 
paths (Fl, F2, and F3) from Figure A-4 yields a probability of .009 that the 
diesel generator will be left in the wrong state and will not be available if 
called on. We assume that the error will be detected the next time the gen­
erator is tested, therefore, d = d = 720 (30 days times 24 hours) and T also 
equals 720. Since d and T are equ~l, the unavailability, U, numerically 
equals p, the probability of the original error. The unavailability of the 
component can be calculated using Eq. 9-1: 

U 
.009 x 720 

720 = .009 

If an inspection is made in the middle of the month (360 hours after the 
completion of the test), with ~n REP of .05 for the inspection (from Table 
20- 22, #3 from the Handbook), d will change as follows, using Equation 9-4: 

t 

and 

-
dt = 360 + (.05 x 360) = 378 h 

U 
.009 x 378 

720 .004725 '" .005 

Note that in preparing the HRA event tree, we used the tabled value of .5 for 
the probability that the checkoff requirements of the written procedures would 
not be followed properly. This is the value to use when no more information 
is available than was furnished here. In an actual situation, you might 
observe that the administrative control is excellent and judge that the proba­
bility of improper use of the checkoff provisions is much lower than the 
Handbook value of .5. On the other hand, in a plant with very poor adminis­
trative control, a value greater than .5 might be appropriate. Obviously, you 
would use the value that seemed to be most realistic. 

In addressing the second question (What additional recovery factors do you 
recommend?), several approaches are feasible. The most obvious is that of 
providing human redundancy by requiring a second person to verify the stat us 
of the diesel shortly after completion of the test . If performed in response 
to an oral instruction as an individual task, the REP for this checking task 
will be quite small. Let us assume that the supervisor is supposed to desig­
nate a second operator to check the switch--there is a probability of . 01 that 
the supervisor will not do so (Table 20-6, #1). The designated operator will 
be carrying out a verbal order, indicating an HEP of .001 for errors of omis­
sion (Table 20-8, #la). The probability of his making a discrimination error 
is .05 (Table 20- 22, #3). The high REP of .05 is based on the checker's high 
expectancy that the switch will be in the correct position, so there will be a 
tendency for him to "see" the switch in the correct position even if it is in 
the incorrect position. Thus, the probability that an incorrect switch status 
will be noticed by a checker can be illustrated by the worksheet in Figure A- 5 
and the HRA event tree in Figure A-6. 
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PROBLEM WORKSHEET 

1. Exerci se No. 1 Problem No. 1b 

2. Performance Shaping Factors: 

Instruction EXEerience Stress Level 
Written: <6 months Low 

<10 items >6 months X Optimum X 

>10 items Mod. High 
Oral X High 
None 

3. Written Procedure 4. Dependence 
Step No. or Task 

5. Potential Error 6. Table No. 
& Item No. 

Oescri pti on 

Verify diesel set for ZD A. Supervisor fails 20-6 
auto start. to order 2nd Itl 

oper. to check 
status switch. 

B. 2nd oper. fails 20-8 
to check status Itl 
of switch. 

c. 2nd oper. fails 20-22 
to recognize an It3 
incorrect status 
(if incorrect). 

Tagging Level 
1 

7. Tabled 
HEP & 
UCBs 

.01 
(.003 to 
.03) 

.001 
(.0003 to 
.003) 

.05 
(.01 to 
.25) 

2 

3 

NA X 

8. Stress/ 
Skill 
Factor 

Figure A-5 Worksheet for development of HRA event tree for additional 
checker for test procedures shown in Figure A-2. 

Page_1_of_1_ 

Analyst. ________ _ 

9. Adjusted 
HEP 

10. Comments 



F2 =·00099 

S1 = .9396 F3 = .04945 

Pr [F] = (.01) + (.99 x .001) + (.99 x .999 x .05) 

- .01 + .00099 + .04945 

- .0604 ~ .06 

Figure A-6 HRA event tree for addition of a checker for 
test procedures shown in Figure A-2. 
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Summing the failure paths (F l , F2, and F3) for the recovery factor tree yields 
a failure probability of .014. Assuming that there are no additional checks 
on the diesel's automatic start status other than that of the auxiliary oper­
ator who performs the test and that of the second operator who checks the 
status soon after completion of the test, the probability that the diesel 
generator will be left unavailable after the completion of the test (given in 
recovery factor of human redundancy) is U = .009 x .06 ~ .00054. Thus, the 
assignment of a second operator to serve as a checker will reduce human un­
reliability by a factor of 17; i.e., .009 + (.009 x .06) ~ 17. Keep in mind 
that this sizeable reduction in human unreliability is based on the issuance 
of an oral instruction by the checker's supervisor. Ordinarily, the incorpo­
ration of human redundancy in the form of a checker will not result in such a 
substantial reduction in the probability of an unrecovered error. 

2.3 Exercise #2. Periodic Pump Test 

2.3.1 Background 

This exercise involves the monthly test of a high-pressure injection pump, 
part of the Emergency Core Cooling System (ECCS). The major concern is that 
the system tested be available for use after the test is completed (restored 
to operating condition). The test requires that the pump be valved out of 
(isolated from) the ECCS and tested. The valves are then restored so that the 
pump is again available for ECCS use. This exercise requires that the posi­
tion of three valves be changed: two motor-operated valves (MOVs) and one 
large locally operated valve (see Figure A-7). The switches for the MOVs and 
for the pump are located in the control room. 

2.3.2 Task Description 

A hypothetical procedure for the monthly test is presented in Figure A-8. 
Note that errors committed on steps 1 through 6 in the procedure will not 
affect the posttest availability of the system. Such errors will only invali­
date the test. For example, an error of omission on step 1 would prevent the 
carrying out of step 4, and errors of omission or commission on steps 1 
through 6, such as operating a wrong valve, would also result in a bad test. 
However, only steps 7 through 9 are crucial for the availability of the system 
after the test; therefore, the analysis should begin with step 7. (We assume 
that if, in performing steps 7 through 9, the operator notices an earlier 
error, he will correct it and start the test again.) 

2 . 3.3 Problems 

You are to estimate the probability that the ECCS system tested will be avail­
able if called on after the test. The system will not be available if any of 
the above valves are in the wrong state or if the pump is in the manual mode. 
Errors of omission for other items of equipment will be ignored for this 
problem. 

Using the nominal REPs in Chapter 20 of the Handbook, derive two probability 
estimates of the posttest availability of the ECCS based on the following 
different assumptions about the test situation. 
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2SW1880 
"AUTO· \..--"MANUAL-

2MOV1880A I 
I 2MOV1880B 

2P1880 I 

RWST 

2V1880C 

Figure A-l Schematic of components in monthly test of a high­
pressure injection pump. 

• •• I • 

INJECTION PUMP TEST 

1. Set SI pump with switch #2SW1880 to "Manual." 
2. Close SI pump valves 2MOV1880A and 2MOV1880B. 
3. Open SI pump recirc. valve #2V1880C. 
4. Start SI pump, switch #2P1880. 
5. After 15 minutes, record flow rate in pump discharge leg . 

Flow rate -------

6. Stop SI pump, switch #2P1880. 
7. Close SI pump recirc. valve #2V1880C. 
8. Open SI pump valves 2MOV1880A and 2MOV1880B. 
9. Set SI pump swi tch #2SW1880 to "Auto." 

Figure A-8 Hypothetical test procedure for monthly test of a 
high-pressure injection pump. 
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2.3.4 General Performance Shaping Factors 

(1) A level 2 tagging system is used, as noted in Table 20-15 of the Hand­
book. This is the usual type of tag control employed in NPPs. Tags are 
not accounted for individually--the operator may take an unspecified 
number of tags and use them as required. In such a case, the number of 
tags in his possession does not provide any cues as to the number of 
items remaining to be tagged. Note that with a level 2 tagging system, 
no adjustments to the Handbook's tabled HEPs are necessary. Note also 
that in this exercise errors of tag preparation will not affect availa­
bility. If a tag is made out incorrectly and the wrong valve is changed 
as a consequence, the test will be invalid. Ultimately, the condition 
will be corrected and the test rerun. Therefore, for the purpose of this 
exercise, it can be assumed that the valves and switches in question are 
in their respective correct positions for normal operating conditions 
prior to the test. 

(2) The test is a routine operation, placing no unusual demands upon the 
operator. This scenario reflects an optimal stress level, as defined in 
Chapter 17 of the Handbook. 

(3) For the purpose of this exercise, the test (steps 7, 8, and 9) will be 
conducted by an operator using the written procedures. Checkoff is not 
required. 

(4) Upon completion of the test, the operator will sign the test form and 
give it to the shift supervisor. The shift supervisor will note the flow 
rate reading on the form and will verify that the operator has signed the 
form. 

(5) The operator has more than 6 months' experience. 

2.3.5 Specific Problem 2a Performance Shaping Factors 

(1) The MOV switches are the type that does not have to be held by the opera­
tor until its operating cycle is complete. 

(2) The MOV switches are close together and are operated as a unit, i.e., 
completely dependent, and they are readily distinguishable from other 
switches on the panel. 

(3) The locally operated rising-stem valve, 2V1880C, is readily identifiable. 
(4) There is a position indicator on the locally operated valve, and the 

valve does not stick while being restored. 

2.3.6 Specific Problem 2b Performance Shaping Factors 

(1) The MOV switches are the type that has to be held while the valve cycles, 
and the switches are widely separated so that restoration involves two 
separate acts. 

(2) The MOV switches are located among similar appearing items, at least one 
of which is also tagged, so that selection errors must be considered. 

(3) The manual valve sticks when restored, and there is no position indicator 
on it. Consequently, there is probability of failing to restore it com­
pletely. Although it is separated from similar valves, its label is 
unclear. 
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2.4 An Approach to Exercise #2 

The task in Exercise #2 is to "estimate the probability that the ECCS system 
will be available if called on after the monthly test." For the first case, 
the MOVs are treated as a completely dependent unit and the locally operated 
rising-stem valve is distinct from the others nearby and does not stick as it 
is being restored. The problem worksheet and the RRA event tree for this 
case, as shown in Figures A-9 and A-10, consist of only three branches, 
depicting errors of omission for steps 7 through 9 of the procedure. 

Using the nominal HEPof .003 for each step, the probability of failure is 1 -
.997 3 ~ .01. Note that no credit is allowed for the fact that the supervisor 
signs off the procedures since his signature indicates only that he has ap­
proved the flow rate recorded at step 5 and that he has seen the operator's 
signature on the form. In some plants, this type of supervisor signoff is 
erroneously considered a verification of test accuracy. In reality, it veri­
fies only the operator's signature. 

For the second estimate, the assumptions are that MOVs are separated and have 
to be held until activation, that the MOVs and the manual valve could be 
confused with other valves, and that the rising-stem manual valve sticks as it 
is restored and has no position indicator. In this case, errors of omission 
and of selection (commmission) must be considered for each valve and for the 
pump switch. The problem worksheet is shown in Figure A-11. The RRA event 
tree for the restoration now consists of 10 branches, shown in Figure A-12. 

In the RRA event tree shown in Figure A-12, every branch in the success path 
must be accomplished for the system to be available. Using the nominal REPs, 
the probability of failure is 1 - (.995 2 x .997 8) ~ .03. 

Note: It has been estimated that the probability of a rising- stem valve's 
sticking is .001 (.0001 to .01). We assume that if a rising-stem valve does 
not stick as it is being restored, the probability of the operator's failing 
to restore it completely is negligibly small. If we include this assumption 
in our analysis, the probability of system failure does not change materially; 
i.e., 1 - (.995 x .997 8 ) still rounds to .03 . 
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9. 

PROBLEM WORKSHEET Page_1_ of_1_ 

Exerci se No. 2 Problem No. 2a Analyst~ _ ______ _ 

Performance Shaping Factors: 

Instruction Exeerience 

Wri tten: <6 months 
<10 items X >6 months 

>10 items 
Oral 
None 

Written Procedure 4. Dependence 5. 
Step No. or Task 
Description 

Close SI pump A. 
recirc. valve 
2V1880C 

Open SI pump CD B. 
valves 2MOV1880A 
and 2MOV1880B 

Set SI pump switch C. 
2SW1880 to "Auto" 

Stress Level 

Low 
X Optimum X 

Mod. High 
High 

Potential Error 6. Table No. 
& Item No. 

Failure to close 20-7 
valve 2V1880C 113 

Failure to open 20-7 
2MOV1880A and li3 
2MOV1880B 

Failure to set 20- 7 
switch 2SW1880 li3 
to "Auto " 

Tagging Level 

1 

2 X 
3 

NA 

7. Tabled 8. Stress/ 
HEP & Skill 
UCBs Factor 

.003 
(.001 to 
.01) 

.003 
(.001 to 
.01) 

.003 
(.001 to 
.01) 

9. Adjusted 
HEP 

Figure A-9 Worksheet for the development of human-caused unavailability of 
high-pressure injection pump after monthly test. 

10. Comments 



F2 = .00299 

51 = .991 F1 = .00298 

Pr [F] = 1 - .9973 ::::: .01 

Figure A-lO HRA event tree of human-caused unavailability of 
high-pressure injection pump after monthly test. 
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3. 

7. 

:r 
N 8. 
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9. 

PROBLEM WORKSHEET Page_1_ of_1_ 

Exercise No. 2 Problem No. 2b Analyst 

Performance Shaping Factors: 

Instruction Ex~erience Stress Level ~Level 

Wri tten: <6 months Low 1 
<10 items X >6 months X Optimum X 2 X 

>10 items Mod. High :s 
Oral High NA 
None 

Written Procedure 4. Dependence 5. Potential Error 6. Table No. 7. Tabled 8. Stress/ 9. Adjusted 10. 
Step No. or Task & Item No. HEP & Skill HEP 
Description UCBs Factor 

Close Sl pump A. Omit Step 7 20- 7 .003 
recirc . valve #3 (.001 to 
2Vl880C .01) 

B. Select wrong 20- 13 .005 
valve #3 (.002 to 

.02) 

C. Fail to close 20- 14 .005 
valve fully 113 (.002 to 

.02) 

Open Sl pump ZD D. Omit 2MOV1880A 20-7 .003 
valves 2MOV1880A 113 (.001 to 
and 2MOV1880B .01) 

E. Select wrong MOV 20- 12 .003 
switch Hz (.001 to 

.01) 

G. Fail to open MaV 20-12 .003 
fully #10 (.001 to 

.01) 

H. Omit ZMOV1880B 20- 7 .003 
113 (.001 to 

.01) 

1- Select wrong MOV 20- 12 .003 
switch H2 (.001 to 

.01) 

J. Fail to open MOV 20- 12 .003 
fully #10 (.001 to 

.01) 

Set Sl pump switch K. Omit resetting 20- 7 .003 
2SW1880 to "Auto" 2SW1880 to "Auto" #3 (.001 to 

.01) 

Figure A-II Worksheet for the development of the modification of the 
Figure A-IO HRA event tree by incorporating some human 
factors problems. 

Comments 



Pr[F] = 1 - (.9952 x .9978 ) ~ .03 

Figure A-l2 Modification of Figure A-lO HRA event tree by 
incorporating some human factors problems. 
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3. PROBLEM EXERCISES 

Work out the four problem exercises contained in this section. Construct and 
fill out Problem Worksheets, construct the HRA event trees, and calculate the 
Pr[F] for each tree. Suggested solutions are found in Section 4. 

3.1 Exercise #3. Readjustment of Bistable Amplifiers after Reactor Trip 

3.1.1 Background 

In this exercise, a reactor trip has occurred. It has been determined that 
the trip was caused by 'a misca1ibration of all three bistable amplifiers 
monitoring the output of the level sensors in the pressurizer. The specified 
trip point for high-level trip is 93%, but the amplifiers were tripping at 
88%. A calibration technician has been assigned to readjust the three am­
plifiers and is working as rapidly as possible to minimize the downtime for 
the plant. After the three amplifiers are adjusted, the technician must 
retest the coincidence circuits to verify that the reactor trip signal will 
occur when any two amplifiers trip. 

3.1.2 Task Description 

No written procedure will be used for this task. The technician will perform 
the following operations from memory. 

(1) Obtain the reference voltage source that simulates the inputs from the 
level sensors in the pressurizer. 

(2) Adjust the reference voltage to a value of .93 on the digital readout on 
the simulator. 

(3) Connect the simulator to amplifier #1. 
(4) Apply voltage to amplifier #1. 
(5) Adjust trip to proper voltage level (.93). The point at which the trip 

occurs is indicated on a digital readout on the simulator. The trip 
indication on the amplifier involves a change of state of an indicator 
lamp. 

(6) Repeat steps 3, 4, and 5 for amplifiers #2 and #3. 
(7) Test the coincidence circuits. 

The coincidence circuits will be tested in conjunction with an operator in the 
control room who will confirm the alarm trips when the calibration technician 
trips successive pairs of amplifiers. Under normal operating conditions, the 
probability of his failing to note the status change is negligibly small 
(Table 20-11, #7).* The REP for this two-ma~ task will therefore be disre­
garded, as will the recovery factor it affords. Upon completion of this test, 
the plant may be brought up to normal operation. 

* In the text in Chapter 11 associated with Item 7, the Handbook states, "Con-
firming status change after an operation, such as changing the status of an 
MOV, is an active task. The operator has initiated the change and ordinarily 
will watch the indicator lights for confirmation of the response. In most 
situations, the probability of his failing to note the status change is 
negligibly small and will be disregarded." 
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3.1.3 Problem 3a 

Assume that the technician is experienced and that he is responding to a 
direct order from his supervisor. Determine the probability that the recali­
brat ion task will be carried out correctly. Prepare an HRA event tree out­
lining the various steps and their associated REPs. Indicate the most likely 
errors that the technician may make. The recalibration task is defined as 
steps 1 through 5 of the procedure. The coincidence circuit test is not 
considered to be part of this problem. 

3.1.4 Problem 3b 

After making the above calculations, draw an HRA event tree for a bounding 
analysis. State the assumptions you are making for both the upper and lower 
UCBs, assuming an experienced technician for the best case and a novice for 
the worst case. An example of a bounding analysis is illustrated in Figure 
A-13. 

3.1.5 Performance Shaping Factors 

(1) No written procedure is used. 
(2) The technician is responding to an oral instruction from his shift super­

visor. 
(3) Because of the time pressure, assume a moderately high level of stress. 
(4) The correct adjustment of all three amplifiers is completely dependent on 

the initial adjustment of the simulator--there are no alerting cues in 
this situation. The technician expects to find all the amplifiers out of 
adjustment by a considerable amount. Therefore, if he adjusted the simu­
lator incorrectly, there would be no reason for him to become suspicious 
when each of the amplifiers required a large adjustment. 

(5) Assume that the simulator is designed so that it will not operate if it 
is incorrectly connected to the amplifiers. Disregard any errors in 
hookup, since the technician will have to correct them in order to per­
form the task. 

(6) Assume that the simulator has been calibrated. 

3.2 Exercise #4. Core Spray System Test 

3.2.1 Background 

This exercise consists of conducting a test of the core spray pumps of the 
Emergency Core Cooling System (ECCS). In involves changing and restoring 
valves and recording the performance of the pumps. 

3.2.2 Task Description 

The procedure that is relevant to this exercise is taken from a longer set of 
actual procedures. It is reproduced almost verbatim in Figure A-14. There 
are certain points relevant to this procedure that should be kept in mind 
during the analysis. These points include 

(1) Certain valves appear under different designations within the procedure. 
For example, MOV1402-4A in step 2 appears as 1402-4A in steps 3b and 4. 
This is one indication of a less-than-optimum written procedure. 
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Best-Case Analysis: For each success path S through the tree, use the lower 

UCBs of . the HEPs and upper UCBs of the HSPs. Sum the terminal values at each S 

and subtract from 1.0 to obtain the lower UCB of the overall failure probability. 

Worst-Case Analysis: For each failure path F through the tree, use the upper 

UCBs of the HEPs and lower UCBs of the HSPs. Sum the terminal values at each F 

to obtain the upper UCB of the overall failure probability. 

Assume all HEPs = .01 (.003 to .03). 

Lower UCB of system failure probability (using HEP of .003, HSP of .997) 

= 1 - [S1 + S2 + S3 + S4 + S5 + S6] 

= 1 - [ab + aBc + Adeg + AdeGh + ADij + ADiJk] 

= 1 - .99998 = .00002 

Upper UCB of system failure probability (using HEP of .03, HSP of .97) 

=F1+F2+F3+F4+F5 

= aBC + AdE + AdeGH + ADI + ADiJK 

= .00 179 ~ .002 

Nominal system failure probability (using HEP of .01, HSP of .99) = .0002 

(using either equation) 

Figure A-13 An example of a bounding analysis with its 
associated HRA event tree. 
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CORE SPRAY SYSTEM TEST 

1. Verify that the ECCS Fi 11 System is in service and vent the Core 
Spray System. (The tasks for step 1 of this procedure have been 
omitted here to facilitate the analysis.) 

2. Set up the foll owi ng valve alignment: 

Valve No. Alignment Normal Position 

MOV1402-3A open open 
MOV1402-24A closed open 
MOV1402-25A closed closed 
MOV1402-38A open open 
MOV1402-4A closed closed 
Val ve 1402-6A open open 
MOV1402-3B open open 

MOV1402-24B closed open 
MOV1402-25B closed closed 
MOV1402-38B open open 
MOV1402-4B closed closed 
Valve 1402-6B open open 

3. a. Start the core spray pumps, 1402A and 1402B. 
b. Open valves 1402-4A and 1402-4B. 
c. After 15 minutes, record the pump flow from flow indicators FI 

1450-4A and FI 1450-4B, and record the pump di scharge pressure 
from pressure indicators PI 1450-1A and PI 1450-1B. 

Pump 

1402A 
1402B 

Indicator 

FI 1450-4A 
FI 1450-4B 

Flow Indicator 

PI 1450-1A 
PI 1450-1B 

Pressure 

Note: Flow rates shoul d be 4500 gpm, and mi nimum di scharge pressure 
should be 230 psig. 

4. Close valves 1402-4A and 1402-4B, and stop pumps 1402A and 1402B. 
5. Return all control Switches to NORMAL operating position. 

Unit No. Date/Time --------------------
Operator_ Shift Supervi sor _____ . _______ _ 

Figure A-14 Abbreviated procedure for a core spray system test. 
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(2) Although this is a test procedure, there is no checkoff provision. The 
operator's signature at the end of the procedure does not constitute 
checkoff as defined in the Handbook. 

(3) No credit for human redundancy should be given for valve positioning. 
The supervisor checks the fLOW rate and pressure and to see that the 
operator signed the form. He does not inspect the valve restorations 
themselves. Valve restorations are the only part of the procedure that 
affects the posttest availability of the system. 

(4) Instead of providing a valve and control restoration list or a posttest 
restoration procedure, the procedure as written includes only a blanket 
statement to the effect that all control switches should be returned to 
their normal operating positions. 

(5) There is always the possibility that the operator will not use the writ­
ten procedure (except to fill in the required flow and pressure values) 
but will rely on his memory instead. 

3.2.3 Problem 4a 

Starting with step 2 of the procedure, derive an estimate of the unavailabil­
ity of the system after the monthly test. Assume that the core spray system 
will not be available unless all valves and controls are restored to their 
normal operating positions after the test. 

3.2.4 Problem 4b 

Assume that the test is performed routinely every 3 months and that an opera­
tor is assigned to check the status of the valves and controls of the core 
spray system at monthly intervals between the tests. If this inspection is 
done without error, assume the recovery factor will be 1.0 for the ECCS. 
Determine the unavailability of the system given the two intervening inspec­
tions using the appropriate equations from Chapter 9 of the Handbook, as 
revised and presented in the Introduction section of this document. 

3.2.5 Performance Shaping Factors 

(1) The test will be conducted by one operator. 
(2) Written procedures not requiring checkoff are available. 
(3) The procedures should be considered as a long list. 
(4) Level 2 tagging is used. 
(5) The test is routine, placing no unusual demands on the operator. 
(6) Upon completion of the test, the operator will sign the test form and 

give it to the shift supervisor. The supervisor will check the flow rate 
and pressure readings on meters in the control room and will verify that 
the operator has signed the form. 

(7) All like-numbered switches for channels A and B are located next to each 
other. Because of their locations, the fact that they are in the same 
procedural step, and the fact that they can be identified easily, the 
manipulations of the control room switches for MOV1402-4A and MOV1402-4B 
are considered to be completely dependent. Similarly, the manipulations 
of pump switches 1402A and 1402B in the control room are considered to be 
completely dependent. These pump switches are spring-loaded to return to 
the normal operating position after activation. 

(8) In general, valves prefixed MOV are motor-operated valves operated from 
the control room by momentary activation of switches labeled with the 
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same MOV designation used on the valves themselves. All other valves are 
rising-stem, locally operated valves with position indicators on the 
valves. 

3.3 Exercise #5. Emergency Procedure: Station Blackout 

3.3.1 Background 

In this exercise, a station blackout has just occurred. All auxiliary power 
has been lost except dc battery power. When this condition happens, several 
annunciators and associated alarms indicate the nature of the problem. How­
ever, the most salient cue in the control room is the automatic changeover 
from ac to dc lighting. 

The operations hierarchy at this plant is as follows: Shift Supervisor, 
Control Room Operator, Assistant Control Room Operator, First Auxiliary 
Operator, Second Auxiliary Operator (A02), and General Maintenance Operator. 
The A02 reports to the Control Room Operator or the Shift Supervisor. He is 
the second most junior member of the Operations Staff. His level of experi­
ence can be critical. 

The specific concern in this exercise is the determination of adequacy of 
response of the A02. His duties are asterisked in the set of procedures shown 
in Figure A-15. Assume that it is critical that the A02 initiate his tasks 
within 5 minutes of the blackout in order to preclude damage to safety-related 
equipment. 

Even though a loss of auxiliary power is not an immediately life-threatening 
situation, the plant does follow an emergency procedure. Knowledge of this, 
plus his own lack of experience, will place the A02 under some level of 
stress. (Oak Ridge National Laboratory surveys12 suggest that operators con­
sider this to be one of the three most stressful response situations encoun­
tered in NPP operations). The operators at this plant estimate that the level 
of stress they will be under is a moderately high level of stress. 

This particular plant has an entry- and access-control system that enables the 
computer to keep track of the approximate locations of all plant personnel. 
It requires that a badge be inserted and a personal identification number be 
entered into a control console for passage from one room to another. In the 
event of a loss of power, this control system fails with the doors open to 
egress but locked to entry, in which case access is afforded by using keys. 
Master keys are provided that permit the opening of any door in the operator's 
field of action. There is a set of keys designated for each operator posi­
tion. These are passed on to the next person at shift change. It is assumed 
that each person will carry his keys with him when out of the control room for 
any reason. If he does so, the operator will be able to make his way through 
the plant should a station blackout occur while he is outside the control 
room. Based on direct observation it was determined that it takes the A02 30 
seconds to find his master key and unlock a door, remove his key, and enter. 

The physical layout of the part of the plant area relating to this exercise is 
shown in Figure A-16. The North Piping Penetration Room (NPPR) is one floor 
below the tagging office and the control room. The Emergency Feedwater Pump 
Room (EFPR) is one floor below the NPPR. From the control room, the A02 must 

A-33 



1672.2 

E.P. -- Station Blackout 
A. Symptoms 

1. All normal lighting lost; dc lighting on 
[others omitted here for brevity] 

B. Immediate Actions 
1. Attempt to energize 4160 V buses 
2. I ni ti ate emergency feed per p. 2 
3. Secure letdown by closing CV-1333 and 1334 

C. Follow-up Actions 
1. If 4160 V buses cannot be energized 

a. Protect secondary plant and reduce dc power demand per p. 3 
b. Verify RCS temp >50°F margin to saturation 

p. 1 

2. If 4160 V buses are energized, follow OP 1672.3 (Partial Power Loss) 

1672.2 

E.P. -- Station Blackout 
p. 2 -- Manual OTSG Feed 

p. 2 

1. Proceed directly to Steam Line Penetration Room and manually open MS Sup­
ply MOVs CV-3226 and CV-3213 to Emergency FW Pump Turbine. 

*2. Proceed to N. Piping Penetration Room; secure Seal Return by manually 
closing CV-1337. Begin Emergency Feed to A OTSG by manually opening 
either Emergency FW Valve CV-3202 or CV-3250. 

*3. Proceed to Emergency FW Pump Room; open either FW valve (in adjacent Pip­
ing Room) CV-3215 or CV-3219. 

*4. Contact Control Room; modul ate Feed to B OTSG by throttl i ng CV -3215 or 
CV-3219, modulate Feed to A OTSG by throttling either discharge crossover 
valve (in Pump Room) CV-3436 or 2317 to maintain stable temp. TH<570°F. 

*5. Moni tor Emergency FW Pump Sucti on and Di scharge Pressures; notify Shift 
Supervisor if Suction Pressure falls below 10 psig. (Disch. press. should 
be >1000 psig.) 

* Duties of the A02 

Figure A-15 Emergency procedure for a station blackout. 
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TAGGING 
OFFICE 

* 

* CONTROL 

ROOM 

CHANGING AREA 

NORTH PIPING 
PENETRA TING 

ROOM 

CV-3219 

CV-3436 

CV-2317 

* KEY-CONTROLLED DOORS 

EMERGENCY FW 
PUMP ROOM 

* 

Figure A-16 Layout of plant relevant to exercise #5. (Only valves 
called out in this procedure are shown although there 
are several valves in each room.) 
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pass through one controlled entry door to reach the NPPR. From there, he must 
pass through two such doors, one of which is an exit, to reach the EFPR. Dur­
ing an interview, the operator estimated that, coming from the control room, 
the A02 will be able to get to the NPPR "within 2 minutes, anyway." Assume 
the estimate to be 2 minutes. 

3.3.2 Task Description 

As can be seen from the procedure (Figure A-1S), the A02 is responsible for 
performing steps 2 through S of page 2. Step 2 should be initiated within 
S minutes into the blackout. 

It is assumed that the A02 knows his duties in the case of a station black­
out--he need carry no written procedures with him to perform his tasks. If 
not in the control room at the time of the blackout, the A02's first duty is 
to proceed toward the control room immediately or to contact the control room 
by telephone. It is likely that he will be paged before he has time to get 
there and will be given his instructions. In any event, it is assumed that 
the control room operator or the assistant control room operator will tell the 
A02 where to go and what to do. 

3.3.3 Problems 

Analyze the activities of the A02 considering the following two scenarios. 

Problem Sa. The blackout occurs while an experienced A02, i.e., one having 
more than 6 months' experience, is in the control room. 

Problem Sb. The blackout occurs while a novice A02, i.e., one who has less 
than 6 months' experience, is in the tagging office. 

For each situation, determine the probability of the A02's failing to perform 
all of his assigned tasks successfully. Include the probability that the A02 
may freeze and never initiate the task. Develop an HRA event tree for each 
A02 using the Handbook Chapter 20. 

In addition, for each situation, make as assessment of the time elapsed from 
the onset of the emergency to the A02's initiation of the first task. 

3.3.4 Performance Shaping Factors 

(1) Written procedures are not carried by the A02. He has been trained to 
perform his tasks without them. 

(2) The A02 is considered to be under a moderately high level of stress. 
(3) In an emergency, the A02 will stop on his way to the controlled access 

area long enough to throw on a lab coat, shoe covers, and gloves before 
entering. He will not take time to undress completely and put on cover­
alls. 

(4) The site operator's estimate of the transit time for an experienced A02 
from the control room to the NPPR is 2 minutes. He also estimates no 
significant time difference for the novice operator coming from the 
tagging office. (Consider the possibility that the operator may be 
underestimating the performance time through ignorance, possible halo 
effect, or a desire to make a good impression on the interviewer. Data 
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from Oak Ridge National Laboratory suggest that operator estimates of 
response times should be doubled, especially when decision-making is 
involved. 12 ) 

(5) All manual valves are of the large, turning wheel type (about 12 inches 
in diameter). They are fairly well isolated from other valves in the 
same room and are clearly labeled as to their valve numbers and func­
tions. 

(6) Where the procedures call for the manipulation of one valve or another, 
e.g., CV-3202 or CV-3250, whatever the A02's response is, it will be 
treated as one event on the HRA event tree. 

(7) Step 4 in the procedure requires that two valves be throttled. The A02 
is in contact with the control room by telephone. He modulates the 
position of the valves based upon instructions given by the control room 
operator who is monitoring a display. One likely error is that the con­
trol room operator might misread his display. This would lead to the 
valve's being left in an incorrect position. Since the A02 is not at 
fault here and since the evaluation involves his ability to complete his 
assigned tasks within the time constraints, we will disregard this type 
of error. (For a complete analysis, this error would likely be in­
cluded.) 

(8) The measured time for the A02 to open a door with the master key is 30 
seconds. 

(9) In both cases (experienced or novice), the A02 and the rest of the 
operations staff see their tasks as one complete job--that of supplying 
emergency feedwater to steam generators A and B. Therefore, it is 
assumed that the performance of the A02's tasks are completely dependent 
with respect to errors of omission. 

(10) Reversal errors involve closing a valve that should be open and vice 
versa. They will be disregarded in the analysis, since the A02 is in 
almost constant contact with the control room. 

11. Step 5 in the procedure, monitoring the emergency feedwater pump suction 
pressure, is an activity that is not required until almost 2 hours into 
the blackout. Therefore, it should not be included in the emergency 
procedure event trees. 

3.4 Exercise #6. Risk Assessment for Valve Restoration Following Maintenance 

3.4.1 Background 

An activity common to many maintenance operations is the restoration of the 
subsystem after the maintenance has been completed. The scenario* presented 
relates to maintenance that has been performed on a safety-related item of 
equipment. The procedure requires that a number of locally (manually) oper­
ated valves be manipulated prior to the maintenance in order to isolate the 
subsystem. Upon completion of the maintenance, these valves must be restored 
to their original positions. 

The principal means of ensuring proper valve alignment before and after main­
tenance is the use of tags, logs, and other administrative controls. In addi­
tion, in some plants, the valve status is displayed on an Engineered Safety 
Feature (ESF) panel. (Reminder: see Note 3, page A-9.) 

* This scenario is not a representation of a specific plant. It addresses a 
generic problem common to all NPPs. 
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3.4.2 Task Description 

While specific procedures and policies differ from plant to plant, Figure A-17 
presents an assumed flow of events associated with the maintenance of safety­
related equipment for this particular problem. 

3.4.3 Problem 6a 

A single locally operated ESF valve that has an associated position indicator 
on the ESF panel must be restored after the maintenance. Determine the joint 
probability that the operator will fail to restore the valve and that this 
error will not be recovered in the next shiftly inspection of the control room 
panels using a written checklist. 

The following questions should be considered for Problem 6a. 

(1) What sort of tagging/logging procedure (what level) is required by the 
plant? 
- What percentage of the time is the procedure actually followed? 
- What are the re,storation requirements? 

(2) What are the type and the location of the indicator? 
- How is position/state of component displayed? 
- Is the display isolated? 
- Is the display labeled clearly? 

(3) How many indicators are being considered? 
(4) How often is the ESF panel scanned/inspected for deviations? 

- Is the scan/inspection always performed on schedule? 
- What are the requirements of the scan/inspection? 

3.4.4 Performance Shaping Factors for Problem 6a 

(1) The isolation and maintenance were performed correctly. 
(2) Levell tagging control is assumed (Table 20-15). (Note that a level 1 

tagging system does not preclude errors of commission.) 
(3) The position indicator is a standard "red for open, green for closed" 

backlit display located on the ESF panel. It is clearly labeled and 
visible. 

(4) The ESF panel is scanned formally at the beginning of each shift. Using 
a checklist, an individual inspects the position of each component on the 
panel. 

(5) The deviant indicator on the ESF panel is the only factor in the control 
room that alerts the operator to the position of the valve. 

3.4.5 Problem 6b 

Assume that there is no position indicator for the misaligned valve. The only 
recovery factor is a walk-around inspection performed once per shift. 

What is the probability that the incorrect valve status will be detected 
within 30 days or less? 

A-38 



Before maintenance is performed: 

• Isolation of the subsystem must be approved by the 
shift supervisor. 

• Each component affected must be issued a tag, the 
number of which is entered into a logbook. 

• Maintenance personnel perform maintenance acts; oper­
ators perform status changes of tagged items. 

After maintenance is performed: 

• Shift supervisor verifies (or has someone verify) 
that the maintenance was performed. 

• The logbook identifies which tags relate to that 
maintenance act. 

• The tags are removed as their respective components 
are restored. 

• The tags are then returned to the control room where 
they are checked against the logbook to determine 
whether all of them have been removed. 

• Position indicators on the ESF panel are checked to 
ensure proper valve alignment. 

Figure A-17 General flow of operator actions before and after 
maintenance is performed. 
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3.4.6 Performance Shaping Factors for Problem 6b 

(1) There are three shifts per day. 
(2) There are three inspectors available per shift, and each inspector is 

equally likely to be assigned to the walk-around inspection. 
(3) There is one walk-around inspection per shift. 
(4) There is zero dependence between inspectors. 
(5) The valve in question is a rising-stem valve with no direct indication of 

what its status should be. 
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4. CANDIDATE SOLUTIONS FOR PROBLEMS 3 THROUGH '6 

4.1 An Approach to Exercise #3 

In this exercise, the supervisor gives a direct order to the operator to per­
form a task which he then checks to see was performed. In this case, the HEP 
for the operator's failure to initiate the task is . 001 (.0003 to .003) (Table 
20-8, #la), but the joint probability of the operator's failing to initiate 
the task and the supervisor's failing to check the operator's performance is 
considered to be negligible. 

4.1.1 Solution to Problem 3a 

For our initial analysis, we will assume that an experienced technician per­
forms the tasks. The tasks to be performed are listed below, along with their 
unmodified HEPs, UCBs, and Source for each HEP. As in the main body of this 
document, the T stands for the table from the Handbook, and the item number 
within the referenced table follows. 

Task HEP (UCBs) Source 

"A" - adjust simulator .001 (.0003 to .003) T20-10, 112 
(involves one digital 
readout) 

"Bit _ adjust amplifiers Negligible T20-11 , 117 

Adjustment of the amplifiers involves turning a control until a change in a 
status indication is obtained, such as a lamp turning on or off. Although the 
REP for this task is usually negligible, we are assigning a value of .001 
because of the stress level involved. This value is somewhat arbitrary--it is 
a reasonably small number that reflects our feeling that, under stress, even 
very well-practiced, easy tasks are subject to disruption. By the same rea­
soning, for the first task, we take the nominal HEP of .001 and double it to 
.002 to allow for the effects of moderately high stress; for the second task, 
we take the value of .001 as the HEP for adjustment of each of the three am­
plifiers. The EFs also must be modified for moderately high stress, as indi­
cated in Table 20- 20. Item 5 in this table assigns an EF of 5 to HEPs ) .001 
for the performance of step-by-step procedures carried out in nonroutine cir­
cumstances. Thus, for the REP of .002, the lower UCB is .002 + 5 = .0004, and 
the upper UCB is .002 x 5 = .01. For the HEP of .001, the lower and upper 
UCBs are, respectively, . 0002 and .005. 

Note that the adjustment of all three amplifiers is completely dependent on 
the adjustment of the simulator--there are no alerting cues in this situation. 
The technician expects to find all the amplifiers out of adjustment by a con­
siderable amount. Therefore, if he adjusted the simulator incorrectly, there 
would be no reason for him to become suspicious when each of the amplifiers 
required a large adjustment. 

The HRA event tree for the recalibration consists of just two branches, as 
shown in Figure A-18. (The success probability for branch b is raised to the 
third power because there are three operationally similar amplifiers.) 
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51 ~ .995 F1~·003 

Pr[F] = 1 - (.998 x .9993 ) c:::: .005 

Event 

A = Adjust simulator incorrectly 

B = Adjust at least 1 amplifier 
incorrectly 

HEP (UCBs) 

.002 (.0004 to .01) 

.001 (.0002 to .005) 
(per amplifier) 

Figure A-18 HRA event tree of readjustment of three bistable 
amplifiers after reactor trip. 
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Using the above modified REPs, the failure probability is 1 - (.998 x .999 3 ) ~ 
.005. 

4.1.2 Solution to Problem 3b 

To do a bounding analysis, we assume an experienced technician for the best 
case and a novice for the worst case. Therefore, for the novice, we will 
double the above REPs given for the experienced personnel. For Task "A," the 
REP for the experienced technician is .002 (.0004 to .01); for the novice, it 
is .004 (.0008 to .02). For Task "B," the corresponding values are .001 
(.0002 to .005) and .002 (.0004 to .01). For the best case, we use the lower 
ueBs of the REPs for the experienced technician, and for the worst case, we 
use the upper ueBs of the REPs for the novice, in both cases using the REPs 
that have been modified for stress. Thus, the lower ueB is 

3 1 - (.9996 x .9998 ) ~ .001 

and the upper UeB is 

3 1 - (.98x .99 ) ~ .05 

4.2 An Approach to Exercise #4 

4.2.1 Solution to Problem 4a 

In approaching a solution to this problem, let us define the possibilities for 
human error. The only errors we will describe are those associated with the 
restoration of all switches to their normal operating positions since failure 
to restore any given switch(es) is the definition of system unavailability. 
The system event tree is shown in Figure A-19; a discussion of the events 
appears below. 

(1) The operator could fail to use the written procedures in performing this 
test. Since we have no information dealing with the administrative con­
trols at this plant, we do not know how likely or unlikely it is that 
this happen. Therefore, we use the nominal value of .05 (.01 to .25) for 
this probability (Table 20-6, #6). 

(2) The operator could forget to close MOVs 1402-4A and 1402-4B. The problem 
states the rationale for assuming complete dependence between the 
switches for these valves, so we will treat them as a unit. If the 
procedures are used, the REP for this task is .01 (.003 to .03), the 
probability of omitting an item from a long list that does not require 
checkoff (Table 20-7, #4). If the procedures are not used, the REP is 
.05 (.01 to .25 (Table 20-7, #5). This estimate does not include any 
recovery factors. Since we are assuming complete dependence between the 
two switches (making the conditional REP of the second switch 1.0, given 
an error on the first one), the REP of .05 is the probability that both 
will be overlooked. 

(3) The operator may fail to stop pumps 1402A and 1402B. These pumps are 
also completely dependent and will be treated as a unit. The task called 
for here is in the same procedural step as that calling for the closing 
of MOVs 1402-4A and 1402-4B. Because of this less-than-optimum written 
procedure, some level of dependence exists between the two sets of 
switches for errors of omission, i.e., between the set of the MOV 

A-43 



Event 

A = Failure to use the written procedures 

B = Failure to close MOVs 1402-4A and 
1402-4B, given that the procedures 
are used 

B'= Failure to close MOVs 1402-4A and 
1402-4B, given that the procedures 
are not used 

C = Failure to stop pumps 1402A and 
1402B, given that the procedures are 
used 

C'= Failure to stop pumps 1402A and 
1402B, given that the procedures are 
not used 

D = Failure to open MOVs 1402-24A and 
1402-24B, given that the procedures 
are used 

D'= Failure to open MOVs 1402-24A and 
1402-24B, given that the procedures 
are not used 

8 2 = .044 

HEP (UCBs) 

.05 (.01 to .25) 

.01 (.003 to .03) 

.05 (.01 to .25) 

.005 (.002 to .02) 

.03 (.006 to .15) 

.02 (.004 to .1) 

.05 <'01 to .25) 

F4 = .002 

Source 

T20-6, +6 

T20-7, +4 

T20-7, +5 

see text 

see text 

see text 

see text 

Figure A-19 HRA event tree for restoring core spray system to normal 
operating condition after test. 
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switches and the set of pump switches. We have no information on the 
relative positions of the switches for the MOVs and pumps. Certainly 
they are all in the control room, but they could be separated by several 
yards. If so, the operator could be distracted or interrupted between 
performing one task and the next and could fail to perform the second 
task. So the level of dependence is not complete, but still is consid­
erable; assume high dependence between closing the MOVs and stopping the 
pumps. Use the same nominal HEP for stopping the pumps as was used for 
closing the MOVs. To reach an actual estimate of the probability of an 
error here, the conditional HEP for the second task (stopping the pumps) 
will reflect modifications made to this nominal value based on the depen­
dence model given in Table 20-19. The resulting values assume success in 
closing the MOVs. It is not necessary to consider the possibility of 
pump stop errors if the MOVs are not closed since forgetting to close the 
MOVs already results in system failure as defined in the problem. The 
nominal HEP for stopping the pumps is .01 if written procedures are used 
and .05 if the task is done from memory, and the corresponding HSPs are 
.99 and .95. To calculate the conditional HSPs of .995 and .975, given 
high dependence, use Equation 10-12 from Figure 20-17. The conditional 
HEPs are now 1 - .995 = .005 and 1 - .975 ~ .03. Using Table 20-20, #3 
and #5, we assign UCBs for the conditional HEPs, and the full expressions 
of these HEPs become .005 (.002 to .02) for the case in which procedures 
are used and .03 (.006 to .15) for the case in which procedures are not 
used. 

(4) The operator could fail to open MOVs 1402-24A and 1402-24B. This task is 
not specified in the procedure but is covered in the blanket order to 
return all control switches to their normal operating positions. We 
assume that, since in the 12 tasks called for in step 2 only these 2 
required operations, the operator will not refer to step 2 to perform 
this task but will rely on his memory. Given that he used the procedures 
in the first place, we would not expect this HEP to be as low as that for 
the case in which the MOVs were called out for restoration by their 
labels, nor would we expect this HEP to be as high as that for the case 
in which the operator relied completely on his memory. Thus, the HEP 
should be greater than .01 and less than .05. The Handbook offers no 
explicit guidance for this particular situation, so we suggest doubling 
the .01 HEP. Using Table 20-20, #3, to assign UCBs, the derived HEP is 
.02 (.004 to .1), given that he used the procedures initially but did not 
use them as a restoration checklist. For the case in which the operator 
relied only on his memory, we used the same HEP of .05 (.01 to .25) as 
was used for the other cases of not using the written procedures. The 
probability of failure for the system, as defined, is equal to 1 minus 
the sum of the two success paths, 1 - (.917 + .044) ~ .04. This, then, 
is the value of U, the probability that the system will be unavailable if 
called on between the tests due every 3 months. 

4.2.2 Solution to Problem 4b 

To investigate the effects of two intervening inspections on the probability 
of system unavailability, assume that one such inspection is made 1 month 
after the test, that one is made 2 months after the test, and that the HEP for 
each inspection is .05 (Table 20-22, #3). Thus, a time line like the one 
shown below can be said to represent these events. 
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test 
I 

first 
inspection 

I 

second 
inspection 

I 
test 

I 

~,----,~-= ~ ~,----,~~-=----~~ ''---~~~''----~~ 
720 h 720 h 720 h 

In terms of the variables defined in the Introduction to these exercises, 

-p = .04 T 2160 

and 

-dt = 720 + (.05 x 720) + (.05 x .05 x 720) ~ 757.8 

Therefore, 

U (.04 x 757.8) . 2160 ~ .014 • 

Thus, the incorporation of the two monthly checks reduces the system unavaila­
biity by nearly a factor of 3: (.04 t .014 ~ 2.9). 
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4.3 An Approach to Exercise #5 

4.3.1 Solutions to Problems 5a and 5b 

The solution of this problem requires quite a bit of troubleshooting on the 
part of the analyst, especially with respect to the time requirements. In 
both cases (experienced and novice operators), the A02 (and the rest of the 
operations staff) sees his tasks as one complete job: that of supplying 
emergency feedwater to steam generators A and B. Therefore, we will assume 
that the performances of the A02's tasks are completely dependent with respect 
to errors of omission. Errors of commission are defined below for each task. 

(1) Close CV-1337 -- This is a manual valve. Errors of selection and re­
versal* are possible. 

(2) Open CV-3202 (or CV-3250) -- This is a manual valve. (Remember we are 
considering "either ••. or" commands to require one manipulation.) Errors 
of selection and reversal* are possible. 

(3) Open CV-3215 (or CV-3219) -- This is a manual valve. Errors of selection 
and reversal* are possible. 

(4) Throttle CV-3215 (or CV-3219) -- This is a manual valve. Errors of 
selection and reversal* are possible. Though not in the same procedural 
step as the order to open the same valve, this instruction to throttle 
CV-3215 is still considered to be completely dependent on the previous 
CV-3215 instruction with respect to errors of selection. 

(5) Throttle CV-3436 (or CV-2317) -- The manipulation of this manual valve is 
called out in the same procedural step as that for CV-3215. However, 
this is the crossover discharge valve for the A steam generator; whereas, 
CV-3215 is the main feedwater valve for the B steam generator. They are 
not considered to be dependent with respect to errors of commi8sion. 
Errors of selection and reversal* are possible. 

There is a possibility that the entire task will not be initiated. For the 
first case, this would involve an experienced A02's forgetting to perform his 
primary responsibility and the two senior staff members' forgetting to order 
the task. Given that the task is called out in the procedures and that all 
three people have considerable operating experience, their joint probability 
of failing to recall the need for this is negligibly small and will be dis­
regarded here. (This points out the favorable effects of human redundancy.) 

Table 20-13 lists five sets of PSFs and associated HEPs pertinent to estimat­
ing an REP for the experienced A02. The first item from this table most 
closely matches the PSFs for the present problem, as described above in sec­
tion 3.3.4, PSF #5: "All manual valves are of the large turning wheel type 
(about 12 inches in diameter). They are fairly well isolated from other 
valves in the same room and are clearly labeled as to their valve numbers and 
functions." Therefore, we assess .001 (.0003 to .003), from Table 20-13, #1, 
as the estimated BREP for the experienced A02 for errors of selection. This 

* Reversal errors involve closing a valve that should be open and vice versa. 
These will be disregarded in the analysis since the A02 is in almost constant 
contact with the control room and receives feedback from them. (See the 
section, "Reversal Errors," in Chapter 14 of the Handbook.) 
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BHEP and its EF must now be modified to reflect the effects of a moderately 
high level of stress for a step-by-step task. According to Table 20-16, #4a, 
the HEP becomes .002, and according to Table 20-20, #5, the UCBs are .004 to 
.01. The HRA event tree for the experienced A02 is shown in Figure A-20. 

In addressing the question of whether an experienced operator (in the control 
room at the time of the blackout) could respond in time, consider all the time 
estimates given for the following events. 

Event Time 

Decision and travel time from 4 minutes 
control room to NPPR 

Entry into NPPR 0.5 minute 

Total time to initiation 4.5 minutes 

We see that this best-case scenario barely provides enough time to initiate 
the tasks on schedule. Now let's look at a worst-case scenario. 

For the second case, given that the A02 is a novice, there is some probability 
that he himself will not remember his responsibilities during a station black­
out. He may freeze in the Tagging Office and make no response, he may com­
pletely forget his duties and call for instructions, or he may pause before 
going to the control room because he is confused. The probability of his 
freezing and making no response is highly unlikely because of his training, 
but we assign it a token probability of .0001 (.00001 to .001) because of the 
moderately high stress level. We assign the two senior staff members a joint 
probability of failing to order the tasks done of .00001 (.000001 to .0001). 
If the A02 merely waits in the Tagging Office or exhibits uncertainty in 
responding, the probability is still negligibly small that he will fail to 
receive proper instructions. He may call or go to the control room himself, 
be paged by the control room, or be prompted to contact the control room by 
someone in the Tagging Office. Thus, the probability of failure to initiate 
the task, taking into account the recovery factors, is negligibly small (.0001 
x .00001) « 10-5 • 

The estimated BHEP for errors of selection of .001 (.0003 to .003) (Table 
20-13, #1) is modified as it was for the experienced operator. However, as 
seen in Table 20-16, #4b, the effects of moderately high stress are more pro­
nounced for a novice than for an experienced operator, i.e., quadrupled rather 
than doubled. The estimated HEP for the novice under the stated conditions is 
.004, and the UCBs from Table 20-20, #5, are .0008 and .02. The HRA event 
tree for the novice operator is shown in Figure A-21. 

The time estimates for the novice operator are listed below with their corre­
sponding events . 
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S 1 ~ .99 WITHOUT RECOVERY 

SINCE ALL ERROR LIMBS ARE FULLY RECOVERED, 
ST = 1.0 

Event HEP (UCBs) Source 

A == Failure to initiate task Negligible see text 

B == Select wrong valve for CV-1337 .002 (.0004 to .01) see text 

C == Select wrong valve for CV-3202 .002 (.0004 to .01) see text 

D == Select wrong valve for CV-3215 .002 (.0004 to .01) see text 

E == Select wrong valve for CV-3215 0.0 see text 
(complete dependence) 

G == Select wrong valve for CV-3436 .002 (.0004 to .01) see text 

* R stands for Recovery Factor in this case. Feedback from the control room 
would alert the A02 to having made a mistake. He could correct it on the spot. 

Figure A-20 HRA event tree for experienced A02 
responding to station blackout. 
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F< .00001 
B= .004 

S1 ~ .984 WITHOUT RECOVERY 

SINCE ALL ERROR LIMBS ARE FULLY RECOVERED, 

ST = 1.0 

Event HEP WeBs) Source 

A = Failing to initiate task Negligible see text 
(joint probability) 

B = Select wrong valve for eV-1337 .004 (.0008 to .02) see text 

e =, Select wrong valve for eV-3202 .004 (.0008 to .02) see text 

o = Select wrong valve for eV-3215 .004 (.0008 to .02) see text 

E = Select wrong valve for eV-3215 0.0 see text 
(complete dependence) 

G = Select wrong valve for eV-3436 .. 004 (.0008 to .02) see text 

* R stands for Recovery Factor in this case. Feedback from the control room 
would alert the A02 to having made a mistake. He could correct It on the spot. 

Figure A-21 HRA event tree for novice A02 responding to station blackout. 
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Event Time 

Decision and travel time to control room 3 minutes 
(collect keys, receive instructions) 

Travel time, control room to NPPR 6 minutes 

Entry into NPPR 0.5 minute 

Total time to initiation 9.5 minutes 

In the operator interviews, it was determined that it would take a novice no 
appreciably greater amount of time to reach the NPPR than it would an experi­
enced man. We judge that this is an overly optimistic assumption because it 
fails to account for the greater probability of indecision on the part of the 
novice. This plus the fact that the novice was out of control room at the 
time of the accident leads us to assume that he could hope to reach the NPPR 
in no fewer than 9.5 minutes. This is clearly unacceptable in terms of system 
requirements. 
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4.4 An Approach to Exercise #6 

4.4.1 Solution to Problem 6a 

Two of the Performance Shaping Factors described in this problem contribute to 
the low estimated probability (10 5) of an unrecovered failure to restore the 
valve. First, the plant has a level 1 tagging system, as defined in Table 
20-15 of the Handbook. Second, there is a pair of indicator lights in the 
control room indicating whether this locally operated valve is closed (green 
light) or open (red light). The detection of a control room indication of an 
inappropriate valve position during a shiftly inspection of the panels while 
using a checklist constitutes a recovery factor for an error of omission or 
commission in valve restoration after maintenance. 

Considering the restoration of a specific component after maintenance on it or 
on related equipment, the question of interest is the detection of the deviant 
indicator corresponding to the misaligned component. 

The HRA event tree associated with this solution of the problem is shown in 
Figure A-22 and the events are defined in Table A-2. 

4.4.2 Solution to Problem 6b 

This problem illustrates the degrading effect of eliminating the valve posi­
tion indicator lights from the ESF panel. The only recovery factor in such a 
system is the walk-around inspection conducted during each shift. 

For the conditions assumed in this problem, Table 20-27,#3 lists an estimated 
probability of .05 for failure to detect a deviant condifion in 30 days or 
less for the case in which there are three persons available to rotate the 
walk-around inspection each shift, and there are three shifts per day. 
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84 = .00001 F5 < .000001 

8 2 =.0004915 F1=.000001 83=·000488 F3= .000001 

8 T = 8 1 + 8 2 + 8 3 + 8 4 ::::: .99999 

F T = F 1 + F 2 + F 3 + F 4 + F 5 + F 6 + F 7 ::::: .000011 

Figure A-22 HRA event tree for detection of failure to 
restore ESF valve after maintenance. 
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A 

B 

C 

D 

E 

G 

Table A-2 Definitions of events in Figure A-22 (page 1 of 2) 

Event 

failure to remove the tag and 
restore the valve. This is an 
error of omission. It is the 
same as failing to initiate the 
restoration task. 

failure to initiate the shiftly 
inspection. The operator for 
any given shift may entirely 
forget to perform the check of 
the ESF panels. This is a 
failure of administrative con­
trol since this check is a 
standard plant procedure. 

failure to use written proce­
dures. In this case, after 
deciding to perform the in­
spection, the operator chooses 
not to use the available 
written procedures. 

failure to use the checklist 
properly. Given that the 
operator has decided to per­
form the check of the ESF 
panels, he may fail to use 
the checkoff provision of 
the checklist properly; i.e., 
checking then signing for one 
display at a time. 

failure to check the status of 
the indicator in question, 
given that the checklist is 
used improperly. If a check­
list with provision for check­
off is not used properly, no 
credit ~or the checkoff provi­
sion is assumed. Since the 
entire ESF system is checked, 
a long list is assumed. 

failure to check the status of 
indicator in question, given 
that the checklist is used 
properly. This is the proba­
bility that anyone item from 
a long list of items will be 
omitted when using a checklist 
with checkoff provision. 

HEP (UCBs) Source 

.001 (.0003 to .003) Table 20-8, 111 

.001 (.0003 to .003) Table 20-6, 112 

.01 (.003 to .03) Table 20-6, 115 

.5 (.1 to 1.0) Table 20-6, 118 

.01 (.003 to .03) Table 20-7, 114 

.003 (.001 to .01) Table 20-7, 112 
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Table A-2 (Continued) (page 2 of 2) 

Event 

H = failure to detect an improper 
status cue of an indicator 
lamp. This is a reversal error 
in which the operator looks at 
the indicator to check its 
status but does not perceive 
that its status is incorrect. 
The general REP for an error 

J 

of commission is used. 

failure to check the status of 
the indicator in question, 
given that the written pro­
cedures are available but not 
used. 

REP (UCBs) 

.003 (.001 to .01) 

.05 (.01 to .25) 
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ABS 

ANN 

AO 

BREP 

BWST 

CB 

CD 

CP 

CRT 

CV 

DG 

DR 

DRP 

ECCS 

EF 

EFPR 

E.P. 

ES 

ESF 

ERV 

FW 

HD 

REP 

HPI 

HRA 

INPO 

IREP 

LD 

LOCA 

LPI 

MD 

MOV 

MS 

ABBREVIATIONS 

NUREG/CR-1278 

auxiliary building sump 

annunciator 

auxiliary operator 

basic human error probability 

borated water storage tank 

control board 

complete dependence 

control panel 

cathode-ray tube 

control valve 

diesel generator 

decay heat 

decay heat pump 

emergency core cooling system 

error factor 

emergency feedwater pump room 

emergency procedure 

emergency system 

engineered safety featur~ 

emergency relief valve 

feedwater 

high dependence 

human error probability 

high-pressure injection 

human reliability analysis 

Institute of Nuclear Power Operations 

Interim Reliability Evaluation Program 

low dependence 

loss-of-coolant accident 

low-pressure injection 

moderate dependence 

motor-operated valve 

main steam 
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MU 

NaOH 

NPP 

NPPR 

NRC 

NREP 

OP 

OTSG 

PRA 

PSF 

psig 

RB 

RCP 

RCS 

RF 

TH 

THERP 

UCB 

ZD 

ABBREVIATIONS (Continued) 

make up 

sodium hydroxide 

nuclear power plant 

north piping penetration room 

Nuclear Regulatory Commission 

National Reliability Evaluation Program 

operating procedure 

once-through steam generator 

probabilistic risk assessment 

performance shaping factor 

pounds per square inch, gage 

reactor building 

reactor coolant pump 

reactor coolant system 

recovery factor 

temperature hot leg 

Technique for Human Error Rate Prediction 

uncertainty bound 

zero dependence 
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