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ABSTRACT

Results of TRNSYS simulations of photovoltaic systems with
electrical storage are described. Studies of the sensitivity of
system performance, in terms of the fraction of the electrical load
supplied by the solar emergy system, to variables such as array size,
battery size, location, time of year, and load shape are reported.

An accurate simplified method for predictimg array output of
max—-power photovoltaic systems is presented. A second simplified
method, vhich estimates the overall performance of max-power systems,
is developed. Finally, a preliminary technique for predicting

clamped-voltage system performance is discussed.
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1.0 INTRODUCTION

1.1 Background

Widespread adoptiom of photovoltaic (PV) systems for
terrestrial use relies on several factors. The most important are
system cost and system performance. These two are not
inseparable, however, since performance dictates the price that
can be peid iror the system. For comparisons of PV systems with
systems which use nonremewable fuels, economic analyses require
knowledge of fuel savings that wounid result should a PV system be
used to meet part of the load. If PV systems are to be compared
with other renewable energy alternatives, system sizing (i.e.,
performance calculations) mopst be done in order to compare the

costs of each,

Detailed and sophisticated computer programs currently exist
(Ref. 1.1, 1.2) which allow performance calculations to be made.
These codes can be used to explo-e trade~offs and problem areas
that may arise, but they typically reguire access to fairly large
computing facilities and some sophistication of use. They
obviously do not replace the need for comstruction and testing of
hardware prototypes although they can greatly reduce the number of
prototype systeme that need to be built,

Such detailed programs also will not satisfy the eventual
need for simplified design guidelines that will be mnecessary to
effectively implement large scale use of PV systems. The codes
do, however, serve as useful tools in the development of such
design gnidelines. This fact has already been demonstrated in the
national solar thermal program where the development of the
University of Wisconsin’s TRNSYS (Ref. 1.3) simulation program has
led to the f-Chart method of thermal system design (Ref. 1.4).

Thus certain types of thermal systems (space heating and domestic
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water heating) can now be reliably designed without resorting to

computer calculations.

The terrestrial photovoltaic field has not yet reached that
point of maturity where simplified design techniques are
available. However, the rapid growth that tkis field is
experiencing suggests that it is not too early to deal with such

subjects.

1.2 This Stud

The major thrust of the work documented in this report has
been the investigation of the wvalidity of certain simplified
design procedures for photovoltaic system analysis. The goal has
been to explore system sensitivities and to lay the groundwork for
possible simplified design methods. This document is not,

used for design purposes.

The systems addressed here are passively cooled and grid
connected or have a non—photovoltaic back-up source. Both systems
with and without dedicated battery storage are studied. Max—-power
tracked systems have received the most attemtion although inroads

have been made in the clamped-voltage mode of operation.

Maz-power tracked systems are easier to address in a
simplified design procedure since the PV array can be uncoupled
from the battery, power conditioning equipment, and the load. In
the battery or voltage-clamped mode, the array soltage (and thus,
power output) is determined by the battery and its interaction

with the array and load.

Computer simunlation has been used to guide the development
and validation of the simplified techniques discussed here. Such
simulations have also been used to uncover some fairly gemeral

design '’rules of thumb’'’ concerning battery sizing and to study
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the sensitivity of the results to various system parameters and

load behavior.

This report is divided into five (5) main parts. They are:

Chapter 2: System Simulation Studies

Chapter 3: Simplified Method for Predicting Array
Output

Chapter 4: Simplified Method for Maxz-Power Tracked
System Performance

Chapter 5: Simplified Method for Clamped-Voltage System
Performance

Chapter 6: Discussion, Conclusions and Summary

1.3 Summary of this Study

This section briefly summarizes the results of this study. A
slightly more detailed summary of the complete results can be

found in Chapter 6.

© ae/.l:. the ratio of monthly average daily array_ output
(multiplied by the power conversion effici{Pcy) Qe' _to
the monthly average daily electrical load L, and §/nA,
the ratio of storage capacity (S) to effective array
area (monthly average array efficiency times the array
ares, ;A) are good parameters for correlating fe, the
fraction of L supplied by solar, for various locatioms for

similarly tilted arrays.

o When Qe/L' is small, fe differs from Qe/L only by the
storage losses which can be small if mach of the 1load

occurs during daylight hours,

® When Qc/L is large, fe can be significantly different
from Qe/L due to storage losses and dumping (or unot

collecting) energy when storage is filled.



Load shape 1s 1mportant in determining fe for a given

Q /L and S/nA for S/nA ¢ 50 W-hrs/(%°m 3.

S/;A > 50 W-hrs/(%-m”) of storage is seldom warranted for
most load shapes that might be considered for ‘¢

applications.

The knees of the fe versus S/nA curves are somewhat
load shape and Q /L dependent but typically occur in the
region of S/nA 30 W-hrs/(%'m ).

In addition to the obvious conclusion that locations of
poor insolation require more array area to meet a given
fraction of the load, the results of this study show that
battery size should scale with the effective array area in
order to yield the same system performance (i.e., fe) in

diff~rent locations.

Predicted system performance does mnot appear to be
strongly dependent on the frequency or magnitude of vandom

fluctuations in the load.

Predicted system performance does not appear to be
strongly dependent on the battery model (at least for the
three different battery models used) or on the range of
battery state of charge. However, good representations of

the charge and the discharge curves are necessary.

The results of these simulation studies show that
simplified design procedures should account for diurnal
load shape, daylength (or time of year), and, to a lesser

extent, location,.
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Simplified array oatput results:

A method was developed whereby the monthly average array
efficiency (n) can be hand calculated from a minimum of
information.

® This N when multiplied by the monthly average
ingsolation oan the array, gives the monthly average

electrical output,

© The reselts are derived from lomg term ( 22 year) average

behavior.

¢ The method was developed for passively cooled, max-power

tracked systems.

® The results apply to either flat arrays (of various tilts)

or 2-D tracked concentrating systems.
e Results were also derived which enable one to predict
monthly average midday array temperature and electrical

output.

® Statistics were compiled which permit an assessment of the

expected departures from long term behavior.
Simplified Method for Max-Power Tracked System Performance:
e A simplified methodology was developed to predict the
fraction of an electrical load that could be supplied by a

passively cooled, flat array, PV system.

¢ The method was validated by comparison with computer

simulation.
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@ The method accommodates various diurnal 1load shapes,

daylengths, and climatic locations.

e The method is applicable to systems with and without

dedicated storage.

e The method hss potential for wuse with hand-held
programmable calcmlators. It certainly can be used easily

on small computers,

e The method makes use of Liu and Jordan (Ref. 1.5) type
distributions of daily radiation on the horizontal to
define a good, a mediocre, and a poor day to represent the

monthly weather variations.

e Calculations are conducted for these three days and

averaged to obtain a monthly value.

e Results for Albuquerque, NM, Madison, WI, and Medford, OR,

show the method is within a standard deviation of 2.6%

(absolute) of simulation results.

Clamped-Voltage Mode Results:

® Some representation for the solar cell I-V curve under
various temperatures and insolation must be available in

order to simulate or predict system performance.

® For a good choice of SR, the number of PV cells im series
with each battery cell, the electrical output for
clamped-voltage operation is only 2 to 3% below that
for max-power tracking, if no power loss is considered for

the max—-power tracker.

© The optimum value of SR varies from month to month for a

given location.




o A simplified design procedure gkin to those described

above appears to be infeasible.
¢ In preliminary comparisons, the results of a short

computer program for predicting clamped-voltage array

output vs. SR agree with those from TRNSYS simulationms.
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2.0 SYSTEM SIMULATION STUDIES

This chapter discusses the computer simulation studies of
photovoltaic electric systems that were dome in order to assess the
sensitivity of system performance results to various parameters.
These studies then allowed the search for various correlations that
might relate the important parameters to system performance, a first
step in establishing simplified design procedures and ‘'‘rules of
thumb. '’

2,1 The Svstem

The system modeled in these studies is illustrated in Fig. 2.l.
It consists of a flat array '‘photovoltaic collector,’’ regulator,
inverter, and battery storage. These units are used to supply
whatever fraction of the electrical load they are capable of meeting.
Whenever this fraction is less than one (1), the balance of the load
is met by some back-up system whether it be a utility grid or a
stand-alone auxiliary power source. If the load is totally met and
storage cannot accept excess solar—-generated electricity, the ezxzcess
may be considered to be fed back to the back-up (e.g. if the back-up
were a3 utility grid that would permit sach operation) or ''dumped’’' im
some non-useful (i.e., non-useful to the electrical load) way. Hence,
domping would represent physically dissipating the energy as thermal
energy in a resistive network, discomnecting all or part of the array
in order to avoid the collection of the excess power, or moving off

the max-power point.

In these simulations, the arrays were always assumed to be
max-power tracked, i.e. the voltage on the array was coatinuously
adjusted in order that the power out was the maximum possible.

Deviations from this type of operation are discussed in Chapter 5.




2.1.1 The Simulation Program

All of the computer simulations reported in this chapter were
performed using TRNSYS, a general simulation program for solar energy
systems (Ref. 2.1) available from the University of Wisconsin.
TRNSYS—-compatible subroutines for the photovoltaic collector,
regulator/ inverter, and storage battery have been described previously
(Ref. 2.2). Improved versions of these have been developed during the
course of this study, along with an electrical subsystem whick
combines the above three components. The new versions were used in

this study, they may be requested from the authors.

Time steps of 0.5 hour or less were used to avoid convergence
problems. Monthly summaries of the results were from year—long

simulations (8760 hours) were tabulated and analyzed.
2.1.2 The Solar and Meteorological Data Base

The data base used for these studies was the hourly Typical
Meteorological Year (TMY) data (Ref. 2.3) in order to avoid the
computation expenses involved in simulating multiple years of
operation. The source of the solar information contained in the TMY
data is the SOLMET data base (Ref. 2.4). This includes the standard
year corrected total radiation on the horizontal and the dirsct normal

(beam) radiation,
2.1.3 The Geographical Locations

Albuquerque, NM data were chosen to drive the initial and most
extensive set of simulations. Since the weather in Albuquerque is
consistently good from month to month, some simulations were also rum
using weather data for other locations representing a range of weather
patterns. They are: Bismarck, ND, Madison, WI, Medford, OR, Phoenizx,
AZ, Santa Maria, CA; and Washington D.C./Sterling, VA. Of these
locations, Madison, WI merits the title of most uniformly poor weather

(although Washirgton/Sterling is competitive). Medford, OR, on the

2-2




other hand, spans the whole range of very poor (in the winter) to very
good (in summer). For these reasons, Madison and Medford (alomg with

Albuquerque) receive more attention in this report than other cities.

2.1.4 The Array

For these simulations the photovoltaic flat array was considered
to consist of cells having an efficiency of 15% at 28°C. The array
was south facing and tilted up from the horizontal at the local
latitude angle (#). The encapsulant over the cells in the array was
assumed to have a transmittance of 88%. With the assumed cell
packing factor on the array of 1.0, the resulting array refereace

efficiency was 13.2% at 28°C,

For thermal coasiderations, the solar absorptance of the array
was assumed to be 88% and the thermal loss coefficieni was taken to
be 20 kW/(m?-C) or 72 kJ/(hr-m2-C). The loss coefficient depends
in a complicated way on wind speed and direction and on secondary flow
patterns in the array field. Since these factors are difficult to

determine, a constant thermal loss coefficient was used.

However, the correlations that are used in presenting the results
of the simulations in this chapter make the results independeat of
most of these choices and therefore much more versatile than the zbove
array description would indicate. This will become more apparent in

Section 2.2,
2.1.5 Electrical Storage

The model for electrical storage used in these simulation studies
is the modified-Shepherd Model for lead-acid batteries (Ref., 2.2). It
is discussed in more detail in Section 2.3 where the semsitivity of

the simulation results to the battery model is described.

In the results of Section 2.2, the batteries were permitted to

function over the fractional state of charge range of 0.4 ¢ F ¢ 0.95.
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The sensitivity of the results to this ramge is also discussed in

Section 2.3.

The battery charging strategy adopted for the results of this
chapter gives first priority to recharging the battery to F = 0.6
with array output once the battery has reached its lowest permissible
state of charge (F = 0.4), otherwise, first priority is givem to
satisfying the load. Compared to a strategy of always giving the load
to be met first priority for array output, this gives a small
reduction (~2%) of the solar fraction due to increased battery

losses.

The battery is considered to be ’'’dedicated storage’’ in that it
was only charged by the array and never by the back-up or auxziliary
power. This mode of operation may not represent the most economic

mode of operation.

2.1.6 The Regulator/Inverter

The regulator and power conditioning equipment simulated in these
studies gave a constant '‘’straight through'’' efficiency (i.e.,
efficiency for converting d.c. array output power directly to a.c.
power) of 81%. The assumption of a constant efficiemcy is not
unressonable since equipment of this type typically has very flat
efficiency versus load curves over a wide part of the intended
operating range. The actual efficiency is not critical since the

results are presented here in a way that is independent of the value,

The regulator in the simulations includes a max-power tracker.
Therefore, it must match power takean from the array at ome voltage,
with some or all of that power (if storage is involved) delivered to
the battery at another voltage level. This is mot presently a common
method of operation in systems involving battery storage, but such

operation is quite possible and may become common in future large
systems (Ref. 2.5).




Results obtained for this max-power mode of operation may be
useful in predicting results of battery—clampad operation (where the
battery and photovoltaic array are wired directly in parallel).

Chapter 5 discusses battery—clamped systems in mors detail.

2.1,7 The Load

Cne of the difficult problems associated with developing
simplified design procedures for photovoltaic systems is the wide
diversity of electrical loads to which systems may be mated. Demand
profiles or diurnal load shape can have a significant influence o=n

system performance.

In the majority of the simulations described here, the diurmal
load shape was assumed to comsist of a cosine function of 24 hour
period superposed on a constant background, as demomstrated in
Fig. 2.2. The load shape was assumed to be repetitive from day to
day. The daily total load or cuergy for Fig. 2.2 is given by

24 .
L= [ L(t)dt.=24L (2.1)
]

Limited information (Ref, 2.6) suggests that for residential base
load applications, an appropriate choice of parameters is L,/L, = 0.25
and TP = 17 (5 pm) (where Tp is the hour of maximum demand). These
values were used as a baseline in the initial studies conducted under
this program; the resulting load shape is referred to as the baseline
load. The effect of load shape was then investigated by altering
these parameters and redoing the simulation, these zresults are

discussed in Section 2.2.4.

For applications such as residences and small commercial
installations, the electrical demand is not continunous and ' ‘smooth’’
as shown in Fig. 2.2, although the monthly average daily profile may
be. Particularly for systems with little or no storage, one might
expect errors tc arise in estimating the fractiom of such '‘moisy’’

loads supplied by solar if the monthly average daily profile is used
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each day in the simulation. This has been studied and is discussed in

Section 2.2.5.
2.2 The Simulations

R B L ]

The results of the computer simulations of the photovoltaic
systems described in Section 2.1 are discussed in this section with
the exception of battery semsitivity studies, which are reported im
Section 2.3. The results of all the studies are correlated in terms

of the quantities:

f - the fraction (or percent) of the electrical load that is

actually supplied directly by the solar system,

Qe/L - the ratio of the monthly average daily total solar
electric availability to the monthly average daily total

electrical load,

S/mA - the ratio of storage size to the ’'’effective’’ area of

photovoltaic array.

The first of these, fe' is a non—-dimensional quantity that is
similar to the solar fraction commonly used in the solar thermal field
(Ref. 2.7). Knowledge of this parameter allows the designer to
conduct an economic analysis, since he can predict his auxiliary
energy savings and the resulting net present worth of these savings

realized over a period of time.

The second combination, Qe/L' is also non—-dimensional. It

differs from fe since Qe represents the array output Qae’

multiplied by the ‘’straight through’' efficiency for power
conditioning, npc. However, not all of Ee may actually be made
available to the load since some may be irretrievably fed back to a
utility, dumped or lost in storage. Only in the special case where
the soiar_output is always less than the load should it be expected
that Qe/L and fe would be equal to one another. A desigmer, of

course, has to know the magnitude of his load L. With knowledge of
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array output he can them select an array area that gives a desired
Qe/L. Chapter 3 preseants a simplified method for predicting monthly

average array operating efficiemcy and thus monthly average array

outpat.

The third term, S/nA, is a dimensional parameter that has been
found by this study to be useful in '’collapsing’’ data from many
types of weather patterns, This should become appareat in the

sections that follow.

Battery capacity, S, is often given in terms of amp-hrs where the
battery is discharged over its useful capacity range at the S/10 rate
(discharge current equal to the battery capacity divided by 10 hoaurs).
In some respects this is the least ambiguous method of stating
capacity, but in other respects it is not explicit, Therefore,
capacities have also been stated here in terms of energy (W-hrs),

which are easier to use but less precise.

When amp-hr units are used in this study, they refer to the total
capacity of all single cells (i.e., all nominal two volt cells) that
make up the battery. I1If, for example, one is making use of a 12 wvolt,
100 amp~hour battery consisting of 6 cells in series, each cell has
necessarily a capacity of 100 amp—-hrs., Total capacity of all single
cells would then by 6 x 100 or 600 amp-hrs., which is the number that

should be used with the results presented here.

These same 6 cells could be commected in parallel to yield a 2
volt, 600 amp-hr battery which, for simulation of max—-power tracked
systems, would produce the same system performance as its 12 volt
counterpart discussed above. However, in real systems, coordinating
voltages among the array, the max—power tracker, and the battery is an

important design consideratiom.

To convert amp-—hr capacities to emergy vaimes, one needs only to
multiply them by an appropriate voltage. Perhaps the best value would

be the average between the voltage at the beginning and at the end of
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an S/10 (S in amp-Brs) discharge rate. These voltages depend on the
construction of the battery and on the range of fractional state of

charge that is permitted during operation,

The fine points of this voltage choice have been sidestepped here
by choosing the mnominal voltage of 2.0 volts per cell as the
appropriate voltage. Thus, the 12 volt, 100 amp—hr battery discussed
above is assumed to represent 1200 W-hrs of storage, as does the 2
volt, 600 amp~hr battery. The results which follow demonstrate that
system performance is not strongly enough dependent on S/;A to merit

more precise interpretations of S.

The S that is used in the results that follow represents the
effective capacity that is utilized in operation of the system. If a
500 amp-hr (1000 VW-hr) cell is used but it is not permitted to
discharge below a fractional state of charge of 0.5, this represents
an effective S of 250 amp—~brs (500 W-hr), if full charge is
permitted.

The ; in S/;A is the monthly efficiency for converting solar
energy into array output electrical emergy. A simplified method for
determining this is preseated in Chapter 3. The A in S/;A

represents the array area,
2.2.1 Baseline Load/Albuquerque/Equinox Months

Fig. 2.3 shows a map of system performance typical of the
baseline load in Albugquerque, NM, in the months of March and
September. Results for other momths can vary from those shown in Fig.
2.3, primarily because of the change in the daily insolation profile
created by changing daylengths. This effect is discussed in more

detail in the next section.

In systems with relatively small arrays (Qe/L ~ 0.2) the array

output is always less than the immediate baseline demand.

Consequently, the output is always used directly by the load and there
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is no need for storage. System performance is then independent of tke

storage capacity.

As the array becomes larger (e.g.., Be/i = 0.6), there are periods
when the power output of the array exzceeds the immediate requirement
of the baseline load. With no storage available, this extra or excess
(X8) energy must be dumped. As battery capacity is increased,
however, some of the extra energy can be stored for use later when
array output again satisfies less than the full 1load. Dumping
decreases further with increased battery capacity until, with a2
storage capacity correspoading to about S/;A = 20 amp-hrs/(%°m%) or
40 W-hrs/(%-m3), dumping is eliminated, and no further improvement in

performance can be achieved with increased storage.

As the array becomes larger yet (e.g., Ee/E = 1.0) its output
increases, but virtually all of the increased prodauction occurs during
periods in which the full baseline load already is satisfied by a
smaller array, Without storage, almost all of the increased output is
merely dumped and does not sigasificantly improve performasnce. The
addition of storage, however, again permits the extra midday array
outpat to be used in the afternoon and nighttime when the system
otherwise would be incapable of satisfying the load. As in the case
of Be/i = 0.6, a storage capacity exists for which dumping is

minimized and any additiomal storage is not effectively utilized.

When the array size increases Eurther, the monthly average daily
output exceeds the daily load (ae/L = 1,2)., VWithont storage, little
improvement in performance is noted. With sufficient battery capacity
[typically 25 amp—hrs/(%-m2) or 50 W-hrs/(%-m2)] the system satisfies
nearly the entire load, with excess array output being dumped. These
larger storage sizes are what might be termed '‘intermediate size
storage’' in that they are depleted by several consecutive days of
poor insolation and are replemished during the next good insolation
period. The temptation of speaking of '’‘number of honrs’’ of storage
will be avoided until the effect of geographic location is discussed

in Section 2.2.3.
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Fig. 2.4 illustrates the use of the battery. The small diagrams
superposed on this figure are frequency distributions of the battery
state of charge. For example, these show that small batteries [S/;A
~ 20 W-hrs/(%-m2)] cover their entire permitted range of state of
charge, since they typically charge completely during the day and then
fully discharge overnight., For Ee/E = (0.6, photovoltaic array_ontpnt
is insufficient to fill a large capacity battery [S/nA > 40
W-hrs/(%-m3)]. As a result, the state of charge is at or near its
minimum permitted value most of the time. If this minimum happens to
be near zero (i.e., if the battery were allowed to be fully
discharged), such operation would not favor long battery lifetimes.
This situation reverses for large arrays {(e.g., Be/i ~ 1,2) and large
batteries, Here the array output maintains the batteries at full
charge most of the time since there is more than enough energy to meet
the average daily load. Such operation would favor 1long battery

lifetime.

Note that a fixed S/nA does not infer the same battery capacity
at Q /L = 0.6 as it does at Q /L = 1 2., For the same load, it
takes twice the array size for a E /L =1.,2 as it does for a
Q /L = 0.6. Equal S/nA thus requires thce the battery capacity for
Qe/L .2 as for Qe/L = 0.6.

2.2.2 Baseline Load/Albuquerque/Seasonal Variations

Fig. 2.5 demonstrates the seasonal wvariation in system
performance. The figure considers four months in Albuquerque: March,
June, September, and December. The effects of monthly average
insolation differences again have been removed from the figure by
comparing bekavior at coamstant aeli ratios. The figure indicates
that, when 1little storage is provided, significantly better
performance is achieved in summer. With additional storage, seasonal

variations are minimized.

The major factor contrvibuting to the seasonal variation shown is

daylength, In winter months, a shorter daylength requires a greater
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peak array outpet in order to attain the same total ocutput. The
steeper noontime peak in array production is more poorly matched to
the given load profile. Hence, more emergy is directed to storage in
winter months and, if insufficient storage exists, more energy is
dumped, Thus, at the lower valwes of storage in Fig. 2.5 the December
curve shows the worst performance. March and September exhibit
improved behavior while June, with the longest daylength, generates an
output most closely matched to the load profile and consequently has

the best performance,

Fig. 2.6 demounstrates the above results through the use of
typical load and ontput curves for June and December., The more peaked

December array output profile is clearly illustrated.
2.2.3 Baseline Load/Effect of Location or Weather Patterns

Fig. 2.7 exhibits the variation in system performance_tygical of
the months of March and September for seven cities fEF “Qe/L = 0,6,
Similar results are observed for other values of QeIL. Monthly
average daily total radiation differences between the locations have
been effectively removed by considering constant array output to load
ratios (i.e., fized Be/i ratios). Differences in daylength due io
latitude differences in these equinox months are less than ten minutes
for the range of latitudes considered. The major comtributing factor
is thus the difference in local weather traits, e.g., the speed and
frequency of storm fronts in a given area, the occurrence of morning
or afternoon fog or cloundiness, etc. According to Fig. 2.7 this
effect is comparatively minor even in_fyifems with no storage at all,

when comparisons are made at a givem Qe/L.

Fig. 2.8 demomnstrates the combined effects of seasonal and
weather differences, It shows performance during the year, again for
seven cities, of systems equipped with two different storage
capacities. The small storage cases portray clearly the periodicity
which leads to daylength as an explanation for seasonal differences in

performance. The larger storage cases omce again demonstrate the
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effect of storage in diminishing losses caused by poor matching of the

load to the array output.

Both Figs. 2.7 and 2.8 demonstrate the value of using S/mA along
with Qe/L as correlation parameters. No other combination of
variables has been found to serve as well in collapsing the data from

sach an assortment of climates into nearly single curves of fixed

Q /L.
e

If the dimensiog}ess group S/ﬁAas were used in place of the
dimensional group S/nA, the curves for different locations would nct
collapse as well onto a nearly single curve. For example, if the
horizontal axis of Fig. 2.7 were changed to S/;Aas, any data point
for Madison would be moved farther to the right of a corresponding
point for Albuquerque of equal S/;A, since Es on}d be 1ess_fgr
Madison than for Albuquerque. Obviously, neither §S/nA nor S/nAQs
have any effect on the vertical azis or at very large §, but each
has different effects between these two extremes.

Admittedly, ;Aas is intuitively more appropriate to use in the
denominator of the storage parameter. For example, doubling the
insolation and halving the array eificiency does not change the system
performance, yet this would double the parameter S/;A and thus have

the appearance of increasing fe'

is that the results presented ~here are for '’similarly tilted
arrays.’’? For the same array configuration and ’'‘’similar’’ tilts,
geographically dependent insolation variations are such that S/qA

happens to be useful in collapsing data.

i1rrSimilarly tilted arrays’’ means that array tilts in different
locations either are optimally tilted for maximum emergy collection in

each location or are equal increments away from these optional tilts
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Thus, for comparing monthly results for two different locatioms,
say for '’similar'' tilts of (0 + @) where @ is independent of
location, S/;A is a useful parameter. It is not as usefuwl for
comparing monthly system performance results for array tilts of
(0 +8,) with results for iilts of (P + 8,) if @, is appreciably
different from ©,. Then S/;Aas would be more useful. O{ne can,
however, introduce a modified A for 8 given location by multiplying
it by the ratio of the imsolation on the tilt (P +@, ) to the

insolation on the tilt (O + 6,).

As an example, consider the same arrays operated in Jume in both
Madison and in Albuguerque, neglecting for the moment the difference
between the monthly operating efficiencies due to climate and tilt
differences. If the tilt of the array in Madison is (P + 27 = 709)
and that in Albuquerque (f — 13 = 209), one has to correct S/;A in
one of the two cities so as to obtain '’similar'’ tilts in both
locations before system comparisons canm be made. Suppose the Madisom
results are chosen for correction. Then a modified area A’ needs to
be calculated that would account for a change in tilt from
(P +27 =170°) to (P - 13 = 30°) in Madison (0 = 43°). Thus,

r = - I3 - o - .
A Mad AMad Qs(for 300 t11t)/QS(for 70° tilt) {2.2)

= Ayd (1.5)

where 1.5 represents the June ratio for insolation on the two tilts.
(Sources of this information will be discmssed im Chapter 3.) Now
- .
SAlb/nAAlb can be compared with sMad/“A Mad
similar tilts has been made (i.e., to tilts of (9 — 13)),

since adjustments to

The usefulness of S/;A might appear questionable, but it should
be remembered that usually only optimum or nearlzhoptimum tilts are
considered in design. In such applicatioms, S/1A is a much more
convenient parameter than S/;Aas. Its use forms the basis for some

**rules of thumb’’ to be discussed in Chapter 6.
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A significant result of this section is that for a given load,
L, a location which requires n times as much array area in order to
attain the same Be/I ratio as another 1location, also mneeds
essentially n times as much battery capacity, ignoring array
efficiency differences, in order to provide a comparable solar
fraction, fe. It is certainly no surprise that, for example, one
needs more array area in Madison, WI than in Albuquerque, NM to meet a
given load. However, it is not widely known that the raiio of battery
capacity to array area is the same in both locations for comparable

performance.

Also, since different amounts of array may be required to operate
at a given Ee/E at different times of_ the year (due to the
insolation behavior and tilt), a fizxed S/yA may yield different
amounts of storage through the year. Table 2.1 demonstrates this
point for three different 1locationms. Here the storage has been
expressed as ''hours of storage’’ or the time it would take to deplete
the storage if it were discharged from full charge at the average
daily demand L,. Expressed in this fashion, the storage is

independent of the actual.load size.

Presumably a designer would design (i.e., choose the array size.
array tilt and battery size) for the month with the least favorable
iniolation to load ratio, He would then calculate the Qe/i and
S/mA  that his design would yield during the remaining months so that
yearly performance could be estimated. Once storage size and array
size are selected, only ; in S/;A would vary from month to month,
However, considering the relative insensitivity of fe to S/;A (see

Fig. 2.3), the variations in n could be ignored with little loss in

accuracy.

2.2.4 Variation of Load Shape/Albuquerque/Equinox Months

Fig 2.9 exhibits the effects on system performance of variations
in the 1load characteristics. These calculations were made for

Albuqueruge, NM and are typical of March or September behavior. The
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Sffscts are shown as a function of storage capacity for two different
Qe/L's. The values Tb =0 (a peak demand at midnipht) a=xd Tp = 12
(2 peak demand at noon) demonstrate the full effect of the phase of
the 1load. T} = 0 represents a demand exactlr out of phase with the
array output, while Ib = 12 describes a derand precisely in phase
with the array. System behavior for cases of a constant load
throughout the day (in which Tp has no meaning) is described here by
L, /L, =0.

With limited storage, the matching of demand to array output is
clearly important. The peak output of south facing arrays usually
occurs at poon. Thus, when the minimum demand occurs at noon (as it
does when Tp = (), a greater portion of the output must be dumped and
poorer system performance results, Conversely, when the maximum
demand occurs at noon (TP = 12) a larger part of the array
production is used directly, thereby mimimizing the guantity of energy

which is dumped and yielding improved system performance.

Larger L,/L, ratios merely amplify the effect. An increase in
L,/L, from 0.25 to 0.50 resvlts in improved performance im the case
of Tp = 12, while the same change causes reduced performance in the

case of T =0,
P

Vith increased storage, less of the array output which excceds:
the immediate demand needs to be dumped and in all cases, performance
improves with increased storage. At large storage capacities [e.g..
S/mA 25 amp-hrs/(%+m2) or 50 W~hre/(%-m?)] nc dumping occurs, and
system performance differs only slightly due to battery inefficiencies

applied to differing quantities of emergy flowing through storage.

Fig. 2.9 thus demonstrates that the amplitude and the phase of
the load can significantly affect system performance, However, this
figure also shows that for reasonable load shapes, more than 25
amp-hrs/(%-m3) or 50 W-hrs/(%-m2) of battery storage is not useful
in improving system performance. This may be a useful ‘‘rule of

thumb’' in prelimimpary design applicatioms.

2-15



2.2.5 Effect of Random Fluctuations in the Load

In addition to rather continuous or monthly average diurmal
variations, other largely random fluctuations in load are likely to
occur as various electrical devices switch on and off during a day.
It is reasonable to expect that such fluctuations will have the
greatest effect on performance (i.e., on the solar fraction, fe) for
systems with no storage since there will be no means of buffering the
array output. Also, it can be shown that the effect of such
fluctuations will be maximized when the array output power is nearly
equal to the electrical demand. For the baseline load used here, this
occurs for solar system sizes for which Ee/i ~ 0.4. Simulations are
described here which expiore the effect of fluctuation amplitnde and

frequency on system performance for systems with no storage.

One motivation for these studies was an apparent problem in
predicting the actual emergy flows inm utility connected systems where
sell-back of excess array generated power is permitted. If ratios of
price—to-sell to price-to—buy (commonly called the sell-back ratio)
are different from one (1.0) it would appear that short term
fluctuations, although they may produce no net power flows between the
utility and the load, may produce & net monetary flow. If simulatioms
were done using time periods longer than the periods typcial of the
fluctuations, it would then seem that proper economic analyses could
not be accomplished since only net energy transfers could be obtained.
These net energy flows would not reveal anything about the actual

bidirectional monetary flows,

The studies reported in this section were dome by superposing on
the baseline load at each time step a '’moise’’ component picked from
a set of random numbers normally distributed about zero. The standard
deviation of the random number set (expressed as a fraction of L,) was
used to characterize the magnitude of the fluctuations. In the cases
where a large negative fluctuation would have produced & mnegative
load, the load was set to zero. Variation of the simulation time step

effectively changed the duration or period of the fluctuations. Both
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the power flows to the otility (when there was excess solar power) and
from the utility were integrated as was the solar generated power

going directly to the load.

Fig. 2,10 shows a simple energy flow diagram for reference.
Since under max-power tracking, the array output is fixed for given
location, orientation, ari weather, any change in the solar-generated
power that is fed back to the utility produces a change in the amount
of solar-generated power that goes directly to the load. For a fixed
load, this then produces a change in the solar fractionm, fe' Thus,
changes in the bidirectional power flows to and from the utility due
to fluctuations, produce changes in fe' Once f is known, proper

e
economic analysis can be made.

Table 2.2 shows that monthly system performance is remarkably
insensitive t6 such random fluctuations, even for standard deviatioms,
¢, as large as 50% of the mean demand. The results shown are for
Albuquerque January TMY data, but similar calculations for Medford, OR

show comparable results,

In Table 2.2 the change in fe due to changing At at o = 0
represents the numerical errors of the type e¢ncountered in any finite
time-step calculation procedure of the type involved in TRNSYS.
However, the oproblem of fluctuations elucidated above is best
considered by examining the changes produced by increasing o at a
fized At. Although there is little effect of @ on the monthly
results, performance on individual days can be and are substantially
affected.

These somewhat surprising results are explained by considering
Fig. 2.11 which shows a typical daily interaction between array output
and load. The region labeled XS corresponds to the energy output of
the array which, in the absence of storage, must be fed back to the
utility. Only those fluctunations from the average load which result
in a change in XS can cause a change in system performance. Thus,
fluctuations during nom—daylight hours have no impact whatsoever on

performance. Also, only the largest of negative fluctuztioms affects
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performance during the early morning and late afternoon. In the
period around noon, negative deviations from the average load result
in increased dumping and thereby tend to decrease performance.
However, positive deviations during this period are at least partially
satisfied by the excess midday output of the array. This decreases
the amount of energy dumped and tends to improve system performance.
The net result over the period of a month is that the adverse effect
of negative midday fluctuations is nearly compensated for by the

favorable effect of positive fluctmations.

If the fluctuations become large enough (e.g., o = 200% in Table
2.2), the negative fluctuations degrade performance much more than
positive fluctuations improve it, This leads to a sizable reduction

in the solar fraction, fe'

Load shape and size obviously play a role in system performance
in the presence of fluctuations. For example, a load that tracked, on
the average, the array power output (both in size and shape) would
suffer in performance during periods of negative fluctuations but
would never realize any improvements during positive fluctuatioms. No

systematic investigation of load shape has been carried out here,

2.3 Battery Model Sensitivity

2.3.1 Choice of Battery Model

Section 2.2 presents results correlated in a way that permits
conclusions to be drawn concerning the sensitivity of fe to factors
such as array size, battery storage capacity, and various system
efficiencies. This section describes the results of battery
sensitivity studies using three models of a lead—acid storage battery,
and basically concludes that the results are nearly insensitive to the

choice of battery model.

Details of battery modeling have been discussed in a previous

report (Ref, 2.2). The key relationship for such a model is the
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formula relating battery voltage to its curreant and stage of charge,
i.e,, Vb = VB (I,F). This function is shown graphically im Fig. 2.12
for a single lead-acid cell for the Shepherd (Ref. 2.8), Hyman?
(Ref., 2.9), and GE (Ref. 2.6) models, the three versions tested in
these simnlatioms, The term ’'’battery’’ refers to a collection of

lead-acid cells connected in series and in parallel.

The major inefficiency in using a storage battery is due to the
higher voltages encountered when charging than when discharging, so
that more power is necessary for charging than is available during
subsequent discharge. As shown in Fig., 2.12, this difference in
voltage is about the same for the Shepherd and Hyman models, and they
should yield very similar simulation results. The voltage difference
between charge and discharge is less for the GE model than for the
other two, and hence use of the GE model should give more efficient

battery performance.

Since the inefficiemcy depends om both the typical charge and
discharge rates at which the battery is operated, a valid semsitivity
analysis of the battery models requires doimg simulations in which the

battery experiences an assortment of charge and discharge curreats.

The battery currents in max—power systems vary at least as much
as in comparable clamped-voltage systems. Hence, the semsitivity
results reported here were obtained using only the former mode of
operation. In the maxz-power mode, it can be shown that the current
into or out of each battery cell is independent of the series/parallel

wiring of individual cells to form the battery.

In general, a small battery (small 8) will see higher currents
than will a large onme (large S). The charge and discharge rates also
depend upon the sizes of the photovoltaic array and the load, relative
to the battery size. Therefore the sensitivity studies of this

section include simulations having different combinations of battery,

zAlso referred to as the modified—Shepherd Hodel
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solar cell array, and load sizes. Table 2.3 1lists the eight
combinations of component sizes used and the results of the
simelstions for the three battery models in terms of solar fractionm,
fe. for equinox month:., The differences in performance (from ome

model to another) are less than an incremental 2%.

In two of the cases, reasons are apparent for the close agreement
among the models in their estimation of system performance. Imn Case
6, the battery is large relative to both the array and load, which
means that it operates at low charge/dischrage rates. The voltage
difference in each battery model is small for small currents, and thus
one vwould ezpect that all three models will give nearly the same

system performance.

On the other hand, the battery cells in systems with relatively
small storage capacity will see large curreats, leading to greater
storage inefficiencies, But the small capacity limits how much of the
array outpnt can be stored and how much of the load can then be
supplied by the batteries, so they contribute little to the overall

system performance. This is the situation in Case 3.

The combinations of components for which the performance is most
difficult to anticipate are those in which the battery size is a good
match to the array and load sizes, i.e., Cases 4 and 5. In these
circumstances it is hard to predict how the results wusing the
different basttery models will compare, but as indicated in Table 2.3,
the differences in performance are negligible for these cases as well

as for Cases 1 to 3 and 6 to 8.

Besides giving essentially the same results, the simulations
using each of the three models require nearly the same amounts of
computer time, However, the Shepherd and Byman models are generally
superior because they can be easily modified when better data on
lead-acid batteries becomes available or when other kinds of batteries
need to be modeled. Furthermore, the Hyman model realistically

represents the voltage as a continuous function of the current at any
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given state of charge, whereas the Shepherd model has a discontimuity

at I1=20. For these reasons, the Hyman model was used in the

simulations reported earlier in this chapter.
2.3.2 Energy Losses in the Battery

Other losses, in addition to those associated with the difference
between the charge and discharge voltage curves, must be considered in
an accurate battery model. In the lead-acid type of cell, these
include electrolysis of water which occurs during an occasional
'*'equalizing'’ charge and various chemical losses. (For a complete

discussion of energy dissipation in a battery see Refs. 2.9 or 2.10,)

These minor losses are most conveniently accommodated in a
battery model by lumping them into a ''charging efficiency factor.'’
This parameter multiplies the charging current to yield the actual
rate of change of battery state of charge (Ref. 2.2), i.e., when
I>o0,

dQ/dt = 1 - ¢ (2.3)
The value of e to be used in simulations depends upon the
manner in which the real electric system is operated, e.g., how often
an equalizing charge is applied., The simulations under discussion in
this chapter have e = 0.95, a value which is typical of actual

battery operation (Ref. 2.10).

The effect of the ‘'voltage difference'’ losses and charging
losses on system performance is exhibited im Fig. 2.13. The lowest
set of curves are for the Hyman battery model with & = 0.95. Ia these
cases both kinds of losses occur. The middle set of curves are again
for the Hyman model, but with g = 1.0. The difference between the two

curves thus represents the charging losses.

The uppermost set of curves in Fig. 2.13 are from simulations

using a model of an ideal lossless battery. (This is the ’‘’‘Mode 1'’
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battery model with & = 1.0, Ref. 2.2.) The upper gap is thus dume to

the ’'’‘voltage difference’’ losses.

These storage '’'voltage difference’’ losses are clearly more
important than are the charging losses, particularly for the cases
with the larger aeli' and bring about a significant degradation in
overall system performance. These results imply that: (1) accurate
modeling of photovoltaic systems with storage batteries requires a
good representation of Vﬁ = Vb(I,F), and (2) the choice of the value
of e, at least within the range of 0.95 to 1.0, is only of minor

importance.
2.3.3 Range of State of Charge

The appearance of the Hyman model'’s charge/discharge curves in
Fig. 2.12 suggests that battery (and, hence, system) performance may
depend upon where the battery tends to operate in its state of charge
range. That is, ''voltage difference’’ losses will be less when the
battery charges and discharges near the middle range of F, compared
with its operating at either high or low values of F. This section
compares the results of simulations having different state of charge

limits on the battery (F,, FB' and Fb) which restrict it to different

C
ranges of state of charge.

In the systems discussed in Sections 2.1 and 2.2, the battery was
inherently restricted to operate between FD =0.4 and FC = 0.95
with FB = 0.6. Battery losses and therefore system performance would
be somewhat different if lower values of Fb and FC were used,
although the frequency distributions shown in Fig. 2.4 would remain
essentially nunchanged. This was confirmed by rermunning the
simulations with FD = 0.05, FC = 0.6, and FB = 0.2§. Battery
losses and overall system performance are compared in Table 2.4 and
Fig. 2.14. Results in Fig. 2.14, when viewed in light of the state of

charge histograms, clearly reveal the following trends:
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(1) Vhen F is usually low [Qe/L = 0.6, S/mA = 50
W-hrs/(%-m2)], the 0.40 to 0.95 range gives more

efficient battery performance.

(2) When F is usually high [Qe/L =1.2, S/nA = 50
¥-hrs/(%-m2)], the 0.05 to 0.60 ramnge gives more

efficient battery performance.

These results are comsistent with the spacing between the charge
and discharge curves in the Hyman model at various battery states of
charge, Yet, the differences between the two sets of simulations,
both in terms of the battery losses (Table 2.4) and solar fraction
(Fig. 2.13) are small.

The system performance results depicted in Fig, 2.14 diffex
primarily because of additional dumping of excess arsray ountput in the
0.05 ¢ F ¢ 0.60 cases,. In these simulations, a lower permitted
voltage 1limit kept the battery from discharging over the entire
allowed range of AF = 0,55, i.e., no constant voltage, taper
discharge was permitted. No such 1limitation existed in the
0.40 ¢ F ¢ 0.95 cases as a constant voltage, taper charge was
permitted at an upper voltage limit. Thus, the simulatioms with F
confined to a lower range have an effective battery capacity less thanm
in those with a higher range of F. With less storage capacity, more

dumping occurs and the system performance is poorer,

Since these simulations were done, a more sophisticated
regulator/inverter model has been developed which permits a tapered
discharge at constant voltage. Simulatioans with 0.05 ¢ F € 0.60
incorporating this scheme would have a2n effective battery capacity
larger tham the set of simulations with the same range of F
described above. This would lead to results which agree even more

closely with those from the 0.40 { F ¢ 0.95 simulationms,
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Table 2.1

Hours of Storage for Discharging at L,

for Various Times of the Year at Three Locations

For all Locations and Times, fe =~ B5%

Month Qe/L S/nA Albuquerque | Madison | Medford
W-hrs. (Hours) (Hours) | (Hours)
(%-m%)

March .6 30 9.8 12.7 14.4

June .6 30 8.7 12.1 9.7

Sept. .6 30 9.8 13.6 11.5

Dec. .6 30 11.9 29.5 47.0

These Hours of Storage numbers are based on supplying a power equal to
the average load, L,. To determine the hours of storage based on average
solar system output power (i.e. Qg/24), divide these numbers by 0.6.
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Table 2.2

¢ Utility Sellback Results
Albuquerque TMY, January

Random Load (of std. dev. ¢) Superposed on Baseline Load
At = Time Step in Hours

| £ (%)
| XS o

Qe/L (% of L) (#0f Ly) | 6t =0.05 | at=0.10 | &t=0.50 | &t =71.0
0 31.01 31.03 30.98 30.69

10 31.01 31.02 31.04 l 30.51

20 30.76 30.77 30.91 | 30.21

40% 9.0 30 30.31 30.33 30.60 | 29.7
40 29.64 29.66 | 30.03 | 28.93
50 28.78 23.80 | 29.25 | 27.86
200 NA 16.43 | 16.94 | 15.60

| | ‘
0 34.94 | .96 ! .87 | 30.42
10 34.99 35.01 | 34.93 34.30
® 20 34.81 34.85 | .8 34.02
607% 24.9 30 34.50 | 34.55 | 34.59 33.57
40 34.04 3411 34.16 32.91
50 33.44 33.52 | 33.61 32.14
* 3 ;

0 38.74 38.77 | 38.63 | 37.97

10 38.82 38.86 | 38.77 37.20

20 38.67 38.73 | 38.73 | 37.54

100% 61.3 30 38.42 % 38.53 3 38.59 34.19
40 38.06 .22 | 38.32 36.65

50 37.59 37.80 | 37.97 36.02

200 N/A 28.93 \ 29.99 27.26
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Table 2.4
Storage Lasses as a Percentaqe of Load

Albuguerque TMY, Equinox Months, Baseline Load

62-¢

g - - - -
“ §./L = 0.6 G./L=1.2
f4, e e
Range of 12.7 | 25.4 | 38.1 | 0.8 | 63.5 |[12.7 | 25.4 | 38.1 | 50.8 63.5
State of Charge
05 < F < .60 3.0 5.5 5.6 5.5 5.5 7.2 9.9 8.5 7.5 6.9
40 < F < .95 3.4 5.1 5.0 4.9 4.8 6.5 9.8 8.6 7.7 7.1
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3.0 PREDICTING ARRAY OUTPUT

3.1 The Assumptions

In photovoltaic system design it is necessary to predict the
output of & given solar cell array under various conditions. As shown
in Chapter 2, if the output is small emough and coincides timewise
with the load to be met, the solar contributioz to the load can often
be easily estimated from the calculated array output. If the output
is large and/or does not coincide timewise with the load, then
predicting the solar contribution to the load is not as easy since not
all of the array output may be used. However, in this case, the
calculation of array output is desirable since it may play an

important role in correlating system performance results.

The present chapter is devoted to a simplified procedure for
e

calculating array ogiput starting with a minimum of iaput informatiom.

The time periods of interest are monthly intervals since there exists

a rather good data base on weather and insolation for such periods.

The analysis and results that follow strictly apply to only
passively cooled arrays since these types of systems are most strongly
tied to ambient weather conditions. The results may, with care, be
useful for actively cooled arrays where the heat sink for the thermal
energy deposited inL‘}he array is ultimately the ambient outdoor
weather although this has not been studied exteasively. The results
definitely do not apply to combined systems that make unse of the
thermal energy, simce in such systems, cell temperature is often

determined by non-weather related conditions.

It is also assumed here that the solar cell arrays are maz-power
tracked, i.e., the voltage imposed on the array is always such that
the electrical power produced is 2 maximum. This assumption is not
quite as restrictive as it first appears since it can be shown

{Ref. 3;25 that, under the proper conditions, other modes of operatiom



can produce nearly the same amount of emezrgy as max—power tracked
arrays do over some common period of time. For exzample, arrays that

operate in a battery clamped mode (i.e., the battery voltage

determines the array voltage) may operate or a mearly comparable basis
with max-power tracked systems if the ratio of solar cells to battery

cells is properly chosen (see Chapter 5).

The approach adopted here is to find a mean moathly array
efficiency that when multiplied by the mean monthly solar irradiation
of the array, yields essentially the same electrical emergy production
as the integration of the imstantaneous outputs over the month., This
latter quantity can berbtained by use of a2 sophisticated computer
simulation program, but this in itself is not regarded as a simplified
technique. It is used here only as an artifice in the determination

of the mean monthly array efficiency.

The mean monthly solar irradiation on the array has, of course,
been the subject of much work, particularly in the solar thermal
field. There are several accepted methods for estimating its value,

these will be referenced later in this chapter.

3.2 The Analysis

In terms of the instantaneons solar irradiation, Qs(t) on a
photovoltaic array, the monthly average daily array electrical output
energy, Qae' is given by

Q. =A [ n Q_(t) dt/N, (3.1)

where n is the instantaneous array efficiency and the integratiom is
carried out over monthly periods. Q. the electrical energy

poteftially availalle to the load introduced in Chapter 2, is related
to Qae by:

-

Q= 9 (3.2)




where npc is the ’'‘straight through’’ power conditioning efficiemcy

of the system.

Instantaneous insolation data required im eq. (2.1) is very
seldom available, Many times hourly data are the best which are
available, i.e. instantaneous insolation data integrated over ome hour
time intervals. If the insolation for hour i, defined as @

R is
s,1i”°

given by

Q ;= if Q dt (3.3)

where the integration is over the itE hour, thenm eq. (3.1) can be
approximated by

Q,=4A X Q /N (3.4)
Here the summation goes over all hourly intervals in the month and ny
is the ''hourly’' efficiency. Equatiom (3.4) is an approzimation to
eq. (3.1) since it is impossible to recomstruct the instantaneous
insolation from the hourly insolation. Hence, it is impossible to
tell what fraction of each hour was characterized by ''high’’
insolation (and thus lower efficiency due to the higher temperature of
the array) and what part by ''low’’ insolation (and thus a lower
efficiency). Although this has not beea explored in detail, the
difference between eqs. (3.1) and (3.4) should be small for low
concentration ratio collectors (e.g. flat plate arrays). This

difference undeabtedly increases with concentration.

The array efficiencies n and LPE for maz—power operation, are
functions of array (and cell) design, cell temperature and array
irradiation. Array design is typically characterized by stating a
reference efficiency n. for the array when the cell temperature is
at a reference Tr {often 28C), and array illomination is at some
reference level Qs r (often assumed to be 1 kW/ m? or ome sun).

For the purposes of this work n, will be assumed to be related to



cell temperature, Tc . and array insolationm, Qs i (in kW/m2),

»1 »

through (Ref. 3.1)

n, o= n, [1 -8 (Tc, - Tr) + ¥ 10;10 Q .l (3.5)

i 8,1
Here B =2and v are primarily cell material dependent coefficients
that relate most closely to the open circuit voltage behavior of the
cells (and thus to the max—power voltage). Equation (3.5) generally
ignores the dependence of the max—power current on cell temperature,
an effect which is often small. Most often this equation is seen
without the last term (y =0) (e.g. Ref. 3.2) although it can be
important in low insolation locatioms, In high irradiation
situations, such as in concentrator systems, where series resistance
effects become important, the insolation dependent term in eq. (2.4)
does not provide the proper behavior especially above the irradiation

levels that produce the maximum efficiency (Ref., 3.3).

Thus, to the accuracy that most insolation data are known, the
monthly average daily array electrical energy production for max—power
operation is given by

Qae

AX ny Qs.i/Nd

]

v - -
A T [1-8 (Tc.i Tr) + ¥ logl° Qs.i] Qs,i/Nd (3.6)

where the summations go over all the hours of the month. Adding and
subtracting the hourly ambient (dry bulb) temperature T i’ and the

mean monthly temperature Th, to the terms in parentheses and

recollecting yields:

Qae = ("rA/Nd)[ZQs,i - BE(Tc,i - Ta, i) Qs,i.

- ﬁz(ra.i - Ty Q ;-8 (T, - '1'r)2Qs.i

+ YZQs,i log . Q ;) (3.7)
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The use of eq. (3.6) in any simplified design procedure is, of

course, ipappropriate because of the occurrence of the hourly

quantities. Ta 5* Tc i’ and Qs i From a simplified standpoint,
» » »
it would be preferable to calculate Qae from:
Qae = 'qAZQs'i/N‘:l (3.8)

where 17 1is a monthly average conversion efficiency and the summation
is just the monthly average daily insolation on the array. This

latter quantity can be estimated from procedures commonly used im

solar thermal related work.

An expression similar to eq. (3.5) can be used to represent ;|:
LI [1- B(Tc - Tt) + v logu Qs]
= n- B(Tc - Tt) + v 105lo Qs] (3.9)
=n_ 1 - B(Tc - Tt) + v 10g1° Qs]

where the terms now lacking am i subscript are left to be defined.
With this, eq. (3.8) becomes

Qae =n Afll1-p (Tc - Tt) + y logn Qs]zqs,i/Nd (3.10)

Adding and subtracting Ta and the mean monthly temperature T“ to
eq. (3.10) yields

Q.= (ntA/Nd)[E_‘.Qs'i - B (T, - 'ra)ZQS'i - B (T, - TM)ZQ

a s, 1
- - 11
B (Tu 'rt)z Qs‘i + ¥ log . QSZQs'il (3.11)
where it has been noted that
T =T = - (3.12)
(TH Tr) (TM Tr)
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Comparison of egs. (3.7) and (3.11) shows that they yield the

if1
same result for Qae if

(Tc - Ta) p> Qs,i = ;(Tc.i - Ta,i) Qs.i (3.13)
(Ta - TM) b Qs,i = Z(Ta, - TM) Qs.i (3.14)
log,, Qs S Qs i zQs.i log“ Qs,i (3.15)

These three equations serve to define the quantities (Tc —Ta).
(T, - T,). and log,, Q.

3.2,1 The Term (T -T))
c a

Intuitively, W that appears in eq. (3.13) represents
the monthly average difference between the cell temperature and the
ambient temperature during daylight hours. The (Tc,i - Ta,i) term,
to which it is related, should be driven by the relationship between
the insolation on the array and the thermal losses from the array to
the environment. Indeed, an hourly energy balance on an array yields

(see Fig. 3.1).

Ke (Tc,i - Ta,i) = Q:,“i ap - Qs,i P (3.16)
where the left hand side represents the thermal losses from the cells
to the surroundings, the first term om the right hand side represents
the energy absorbed from the solar irradiation and the second term on
the right hand side is the electrical energy produced by the array.
Ke is the thermal conductance (per aperture area) for heat transfer
from the cells to the surroundings (Ref. 3.4) and is a complicated

function of array design, ambient temperature, local wind conditionms,

*The choices made in eqs. (3.13), (3.14) and (3.15) are not unique but

they seem to be natural in that they will allow reasomable physical
interpretation




and geometry. Since a designer usually has little informatior on
which extensive calculations can be based, it will be assumed that an

adequate average value of Ke can be defined.

Fortunately, ni is uswally small in comparison to e in
eq. (3.16); therefore, the second term on the right hand side will be
neglected in the analysis that follows. An iterative procedare for

correcting for non—negligible n; will be showam later.

Thus, eq. (3.16) wyields

(Tc,i - Ta,i) = ap Qs,i/Ke (3.17)

Using this in eq. (3.13) yields

(T, -T) =X [Qs. i‘ep /Ke]/ZQs,i (3.18)
or
2
K, (T, - Ta”ap = 3 Qs,i /3 Qs,i (3.19)
The quantity Ke(Tc - Ta)/(ap) was compoted monthly using

eq. (3.19) for seven widely varying climatic locations in the United
States for which SOLMET (Ref. 3.5) data were available, The

locations and number of years of data used are shown in Table 3.1,

The SOLMET data used coasisted of the hourly standard year
corrected total radiation om the horizontal (TH) aand the direct
normal (DN) or beam radiation. For flat arrays, optimum tilts chosen
for each month were used. Each hour the DN contribution to the TH
was removed from the latter in order to recover the diffuse component
on the horizontal (DH). DH was then adjusted to yield diffuse
radiation on the tilt (DPT) by maltiplying DH by (1 + cos s)/2,
which assumes a unniform sky. DT was then combined with the ground
reflected radiation (a ground reflectance of 0.2 was used) and the

appropriate DN component on the tilt to yield total radiatiem (TT)

on the tilt.

The quantity Ke(Tc—Ta)/(a,p) was also calculated for

concentrating collectors assuming they were capable of two-dimensional
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(2-D) tracking. For this type of tracking, Qs ; Vas just the DN
radietion from the SOLMET data.

For each location, a long term average KezT:_:Ti:7/(ap) was
then computed for each month from the multiple years of data. Various
correlations relating these quantities to other long term average
weather and solar data were attempted. The simplest and most
effective correlation that was discovered is shown in Fig. 3.2, which
relates long term KeET:-:—T:TI(ap) to the long term average KT'
the ratio of TH to the value of TH in the absence of the
atmosphere (the extraterrestrial radiation) (Ref. 3.6). Long term
ET's were also obtained from the SOLMET data. Each data point shown
in Fig. 3.2 represents the average of at least 16 years of SOLMET data

and in most cases, 22 years.

Presumably a good correlation of Keaf:_:ﬂfzil(ap) with the ratio
of TI to the extraterrestrial radiation on the tilt would also
exist. However, if any radiation data exist for a site, it is usually
either TH or the ratio ET' Therefore, it is much more convenient

from a designer’s standpoint to use KT than any other ratio.

TH by itself is not a good correlation parameter since it
involves daylength. For example, in the summer months wher :he days
are long, a region of cloudy weather and relatively low average hourly
insolation might have as much average daily radiation as a less cloudy
period in the winter (shorter days) having higher average hourly
insolation. The cell temperature rise above ambient [to which
62:17323 is related] would be larger in the winter than in the summer
for this hypothetical example. Dividing the total radiation by the
extraterrestrial radiation, as is done in obtaining ET’ normalizes
out the daylength and allows a more direct comparison of average

hourly insolation.

Although only the data for monthly optimum tilted flat arrays are
shown in Fig. 3.1, there is little detectable difference in the data
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for 2-D tracked concentrators as long as Ke is the thermal
conductance based on the aperture area and not the cell or absorber
area. Again, this analysis assumes Qs,i is uniformly distributed in
time over the hour i. Such would be the case for steady cloud cover.
Broken and scattered clouds counld cause significant deviations in

areas of low KT.

That there is little if any difference between the flat array
data and the data for concentrators is not too sarprising since the
quantity EZQs,iZIZQs‘i most heavily weights high insolation periods.
Thus, the high incidence angle morning and evening periods for flat
plates which are characterized by low irradiation are not important in

determining the average monthly efficiency.

The solid line shown in Fig.3.2 is the best fit straight line
characterizing the data. It can, with good accuracy, be used to
represent the long term behavior of KevﬁrtriZTI(ap). However, a
designer often would like to know what variations might be expected
from the long term averages. Therefore, twe deviations have been
considered here., First, the scatter that could be anticipated in the
monthly ET at a particular location about the lomng term average ET
for that same month and same location is shown in Fig. 3.3. All
months have been ircluded here, independent of the relative size of

KT. The distribution of the individual monthly X.’'s about the long

term average KT is nearly Gaussian with a standarArdeviation, G, gf
0.042, If one considered only the months and locations of high KT
this distribution would be characterized by a somewhat smaller
standard deviation, Likewise, lower ET's would be characterized by

somewhat larger standard deviations.

Second, the scatter that would be represented abount the straight
line shown in Fig, 3.3 if data from every month aand every location
were shown, is represented in Fig. 3.4. Here Ao and A1 take on the
values of the appropriate coefficients shown in the linear equations
on Fig. 3.2. Again, the distribution is nearly Gaussian with a
standard deviation as shown (typically 0.043 kxW/m?),
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While a designer using flat plates may choose an optimum tilt to
mazimize energy production for some one month of the year, it may be
neither desirable nor necessary to adjust the tilt each month.

However, even though the tilt may be non—optimum during many months, a

designer may still =need to predict array output. Therefore,
calculations have been made to determinme Ke(Tc - Ta)/(ap) for

non-optimum tilts. The results of these calculations were expressed
£ that when multiplied by the
Ke(Tc - Ta)/(ap) for the optimum tilt yields the Ke('l‘c - Ta)/(ap)

as a correction factor, C

for non—optimum tilt. Such a multiplicitive factor is possible since,

as discussed previously, Ke(Tc - Ta)/(ap) is most strongly
influenced by high insolatin values that occur near midday. Thus, one
would expect Cf to be dependent (nearly) on the cosine of the

absolute value of the difference between the actual tilt (s) and the
monthly optimum tilt (sM) (both tilts are assumed to be up from

horizontal and the arrays are assumed to be south facing).

The optimum tilts were found to be almost totally latitude (P)
dependent. They can be calculated from the information found in
Table 3.2.

Fig. 3.5 shows data on the correction factor Cf as a function
of (sM-s). The data there are for summer and winter TPnths for
Albuquerque, NM and Madison, WI., These two locations have KT's that
are at the high and low ends, respectively, of the typical range of
KT's found in most locations. Although the data in Fig. 3.5 show a
nearly cosine dependence on (sM-s). the quadratic equation given

there fits the data somewhat better.

For some types of design information it may be desirable to be
able to predict Ff:_:ﬁfzj at midday or solar noon. This was
evaluated by restricting the summations in eq. (3.19) to just the two
hour period centered about solar noon each day. The same cities and
years considered previously were used. Figures 3.6a and 3.6b show the
long term results as a function of the long term ET as defined

previously, Unlike the results shown in Fig. 3.2, there is now a
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distinct difference betweer optimally tilted flat plate rzresults
(Fig. 3.6a) and 2-D tracking results (Fig. 3.6b).

3.2.2 The Term (T - T,,)
a M

Next consider the term (Ta - TM) defined by eq. (3.14). This

term, in essence, is a measure of the difference between the average

temperature during high imsolation hours of the day and the mean

monthly temperature. Manipulation of eq. (3.4) yields

- = ¥ -
(Ta TM) ST .Q /3ZQ .-T (3.20)

2,1 s,i $,1 M

Typically, daily minimuom temperatures are reached betweer 4 and 35
a.m., and mazimum temperatures are reached between 4 and 5 p.m.
Therefore, temperatures arouad 10 to 11 a.m. are usually close to
the daily mean temperature, One would ezpect, them, that W
would be omly slightly larger tham zero, Tbis indeed is the case as
is shown in Fig. 3.7. Here the Typical Meteorological Yvar (THY)
(Ref, 3.7) dats for the seven sites noted previously (see Table 3.1),

were used in order to save computation expenses.

For the purposes of this simplified design methodology it is

sufficiently accurate to take

T -T)=3C¢C (3.21)
3.2.3 The Term m

Next, eq. (3.16) can be manipulated to give

log,,Q = s Qs,i log“Qs’i/ ZQs,i (3.22)

which now serves to define l—o-g-E. As was dome for the term
Ke(Tt.: - Ta)/(ap), 2 value of longs was calculated each montkh for

the locations and number of years shown in Table 3.1. The long term
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monthly average values of loglon vs., the long term monthly KT are
shown in Fig. 3.8. Also given is a best fit linear equation
representing the data displayed and the standard deviation, a, of

all the data (all months for all seven sites) about the linear fit.

The results shown in Fig. 3.8 are for optimally tilted flat
arrays althowgh there is 1little discernible difference for 2-D
tracking surfaces. Non-optimumally tilted flat plates pose a problen,

however.

Ezamination of eq. (3.22) shows that values of Qs § rmear 0.368

k¥/m2 most heavily weight the result for loglon since
Q log Q@ . is a maximum at that value. For flat arrays, such

s, 1 10 s,1
insolation levels occur at time intervals away from solar noon that

depend upon latitode, time of year, and radiation patterns. These
complications have so far precluded the establishment of a simple
correction factor which could convert the results of Fig. 3.8 into

more useful results for non—optimum tilts,

3.3 The Use of the Procedure

The task of calculating the moanthly electrical energy output from
max-power tracked photovoltaic arrays has been reduced to evalunating

the terms that appear in the following equations:

n=m [1'B(Tc'Ta)’B(Ta'TM)'B(TM'T:)
+ v logion] (3.232)

d
In order to nse these equations, a designer must supply:

Qae =nAX Qs,i/N = nAQs (3.23b)

2) L Tr — these are determined by the array design and
should be obtained from the array

manufacturer, (See Section 6.5)
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b) B, v

¢) @
d) p
e) Tﬁ

- properties that are primarily dependent om

the cell composition. These should be
obtained, where possible, from the cell

manufactuorer’s data. Values for silicon

i
?

cells should be c¢lase to B = 0.00SC—
v = 0.12. (See Sectionm 6.5)

This should be obtained, if possible from the
manfacturer. Absorptance data for cells are
difficult to find, values wused ia the
literature range from 0.8 to 0.96
(Ref. 3.8 through 3.13). Lack of knowledge
of the exact value of this parameter can be
somewhat compensated for by knowing NOCT as

discussed in Section 3.4, below.

this will ©be determined by the optical
elements that may be present betweean the
array and the sus. For flat plates,

p = 1, for concentrators, p ¢ 1,

the monthly mean temperature can be obtained
from weather station data if such a statiom

exists im the wvicinity of the imstallation

site. If weaiher data are taken at all,
valuoes of Tﬁ are usually available.

Ref. 3.14 contains values for 171 locatioms
in the U.S. and Canada. Ref. 3.15 containms
data for 261 sites in the U.S, amd Canada.
If data on daylight temperatures are
available, these should be used for the

(Ta - TM) + TM that appears in eq. {(3.23%a).

this ratio cam be obtaimed from Ref. 3.14 for

171 locations or Ref. 3.15 for 261 locationms
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in the U.S. and Canada. For other locations
where total radiation data on the horizontal
exist, ET can be obtained by dividing it by
the extraterrestrial radiation, this latter
quantity being an easily calculable amount
(See Ref. 3.16).

g) K ~ this depends on the thermal design of the
array, the wind speed, wind direction and to
a lesser extent on the temperatures of both
the array and the ambient. - Thus, this
parameter is determined by both the array
design and the local microclimate. For flat
arrays, Ke can be estimated from Nominal
Operating Cell Temperature (NOCT) results if
they are available. This is discussed in
Section 3.4.

h) (Tc - Ta)- is obtained from Fig. 3.2, with knowledge of

Ke’ p, and a.
: - - = 30
i) (Ta TM) 30C
i) longs - is determined from Fig. 3.8.

k)zQs,i/Nd - can be determined from procedures established
in the solar thermal field (see Ref. 3.14,
3.16) or from tables or charts that exist
(Refs. 3.15, 3.16). Further discussion can

be found in Section 3.4,

The following example is provided to illustrate the use of this
simplified method. Consider & max-power tracked flat array facing
south, tilted uwp from horizontal at the local latitude (s=0) in
Albuguerque, N.M. Assume Ke =0,02 kW {m2C) =0.88, p =1.0,
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n, = 0.15 (15%), T_=0C, B =0.005C', and y =0. The comparison
of the simplified technique with hourly simulation will be made for

the TMY month of Janunary (KT =Wel4, T =1.1C,) Thus, from

M
Fig, 3.2 for the optjmum tilt during a momth when KT = 0.614,
. - -
Ke (Tc - Ta)/(ap)opt = 0.73 k¥W/m2 (3.24)

From Table 3.2, the optimum tilt for January in Albuquerqme (latitude,
$ = 35,05°) is Sy = O + 29 = 64°, Therefore,

(sm = s) = 64 - 35.05 = 29°, (3.25)
which gives a correction factor from Fig. 3.5 of
C£ = 0,90, (3.26)
For this non-optimum tilt
B, (T_~ T,V/(ap) = 0.90 (0.73)
= 0,66 LW/m?2 (3.27
For the assumed Ke. p, and a

(Tc - T‘) = (0.66)(0.88)/0.02 = 29°C (3.28)

Then eq. (3.232) yields

->h

n=0.15 [1 - 0.005 (29) - 0.005 (3) - 0.005 (1.1-0)]
= ,125 = 12.5% (3.29)
The 2bove result strictly applies only when there is a balance between

the solar emergy absorbed by the array and the thermal losses to the

sarroundings; electrical output from the array has been neglected.
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For many purposes this efficiency is sufficiently acocurate,
particularly when compared with the uncertainties that are usually
involved in kaowing or calculat‘:_ing ZQs’i for use in eq. (3.23b).
However, when a more accurate mn is required, an iterative pfocednre
can be invoked in the following way. First, the above n (now

referred to as n is used as a first approximation to 1. in

eq. (3.16). Equation (3.19) then becomes: '
R, T_-T)/pla- n) =X o, ;*13e ; .(3.30)
Equation (3.28) becomes
(T, - T,) = 0.66 (0.88 - .125)/0.02 = 25°C (3.31)
and eq. (3.23a) yields:
a =0.15 [1 - 0.005(25) - 0.005(3) - 0.005(1.1-0)]
= 0.128 =%2.8% (3.32)

Increased accuracy gained by further iteration in this manner is

usually never warranted.

Simulation using the hourly January TMY data as outlined in
Ref. 3.2 yields a monthly average efficiency of 12.6%. Also, using
the s:i.mpl:i:fied procedure, ®Welve monthly calculations weighted with
monthly"'a;i9'insolation were used to obtain a yearly efficiency of
11.4%. Hourly simulation showed a yearly efficiency of 11.3%. A

month by month comparison is shown in Table 3.3a.

The yg:_rsa.t‘ility of the procedure is shown by other results in
Table 3.3 for (a) a poorly tilted array in Medford, OR, and (b) a 2-D
tracking concentrator in Madison, WI. TMY data were used for these
locations. Although monthly discrepancies as large as 5% (relative)

may occur, yearly efficiencies are, typically, exceptionally close.
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3.4 Problems with the Procedure

One of the largest problems with the simplified method developed
in this Chapter is that in order to convert the monthly average
efficiencies, n, into electrical energy production, a designer mast
be able to calculate the momthly solar irradiation of the array.
although methods have been developed to do this from 2 minimum of

information, nome of the ways is entirely satisfactory.

However, this is not a problem that is uniyue to this procedure
but instead is one that plagues all solar design efforts, including
those that make use of hourly simulation. Hany of the data bases
(Ref. 3.6, 3.14) make use of existing lomg term data of very
qnéstionahle quality. Some more recent works (Ref. 3.17, 3.18) make
use of data that, inm various ways, have beem rehabilitated from this
same original data base. Although the rehabilitated data are probably
superior to the original set, there are still umcertainties about the

accuracy.

Figures 3.9, 3.10, 3.1i1, 3.12, 3.13, 3.14, aad 3,15 compare the
SOLMET data base derived ET's for a1£ months for the seven sites
used at lemgth in this study with the KT's from the early Lian and
Jordan work (Ref. 3.6). Gencrally, good agreement exists for summer
months but during the winter the Liem and Jordan values are

consistently above the SOLMET average values.

Generally, a designer should use the most accurate data that is
available to him. If good measurements are available, they should be
vsed with the realization that they usually represeant only short term
trends. If a photovoltaic system is to be installed in ome of the

SOLMET sites, the SOLMET data base is probably the best choice.
Figures 3.16 and 3.17 were prepared for use in preliminary design

work or in areas where little or guestionable insolation data exzist,

These are based on SOLMET dats for the seven sites used in this work.
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These show that there is some correlation between the 1long term
monthly average daily total radiation on the monthly optimum tilt vs
ET (Fig. 3.16)_and the long term monthly average daily direct normal
radiation vs KT (Fig. 3.17). Due to the significant amounts of
scatter of these data, these should be unsed only as last resorts.
Daylength differences are of the most significant contributors to this

scatter.

Less scatter is inhereat in such plots if insolation is averaged
for some given hourly period of the day. For example, Figs. 3.18 and
3,19 show long term hourly insolation data averaged during the two
hour period around solar noon for the seven SOLMET sites. The data
are correlated with the long term average monthly ET' Fig. 3.18
displays average midday intensity of the total =radiation on the
optimum tilt, while Fig. 3.19 is for the midday direct mnormal
intensity., These data are used in the clamped-voltage mode of system

operation discussed in Chapter 5.

Another problem confronting the designer is the choice of Ke’
the thermal conductance for heat rejection from the cells. As
mentioned in the previous section, this problem is compounded since it
involves both the array design and the local weather conditions. For
flat arrays a link between these two variables is provided by the
Nominal Operating Cell Temperature (NOCT) (Ref. 3.19) if the
application under study uses the array mounted in a comfiguration
similar to that specified in the NOCT testing. Figure 3.20 shows that

an energy balance requires:

Ke (TﬁOCT - Ta,NOCT) = aQs’r (k¥/m2) (3.33)
where

Qs e " 1.0 or 0.8 kW/m2? {See Table 3.4).
Thus

Ke/a = Qs.r/(TNOCT - Ta,NOCT) {(kW/m2-C) (3.34)
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Traditionally, Ta,NOCT = 20°C. If monthly wind speeds during
daylight hours average near 1 m/s and temperatures average near 20C
(the test conditions for NOCT measurements) in the area where an array
is ©» be located, then it would be reasomable to use this ratio in
conjunction with Fig. 3.2 to obtain a monthly FT:_:_T;T. This
obviously solves the problem of requiring independent information on
a. However, Fig. 3.21 has been prepared to simplify the calcmlation
of ?T:-:—T:T for such conditions. A desigpmer simply multiplies the
ordinate of this figure by (TﬁOCT - Ta.NOCT) and by Cf to get
(‘I‘c - Ta) for his application,

If wind speeds differ from 1 m/s or temperatures differ from
20C, the correction term AT shown in Fig. 3.22 can be added to the
standard NOCT value of an array to correct it for local conditioms.
For example, if wind speeds average about 1.5 m/s and ambient
temperatures about 32C the NOCT to be used in eq.(3.34) or with
Fig. 3.21 should be 3C smaller than the standard NOCT value.

Several uncertainties should be kept in mind when choosing a
representative Ke for either flat plates or concentrators., These
include uncertainties involved in the prediction o¢f the thermal
resistance of the array itself during the design stage (cell
plaecement, thermal contact resistance, voids, cover material, etc.),
wind direction, and secondary flow effects created by elements making

up the array field.

For concentrators, Ke is often expressed on an absorber area or
heat sink area basis. For use in the procedure presented here, Ke
has to be based on the aperture area. The coacentrator ezample in
Table 3.3 has been specified to have a Ke of 0.01 x%/(m2-C) based
on apertmre area but would have a Ke of 0.2 xW/ (m2-C) based on
absorber area (concentration ratio or aperture to absorber area ratio

of 20).
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Table 3.1

SOLMET Sites and Years of Data
Used in this Study

site Years
Albuquerque, NM 22
Bismarck, ND 22
Madison, WI 22
Medford, COR 22
Phoenix, AZ ‘ 22
Santa Maria, CA 16
Washington D.C./Sterling, VA 21
Table 3.2

=Qptimum Tilts-

Tilt Angle (sy) between the Plane of the
Flat Array and Horizontal* for
Maximum Monthly Average K,(Tc-T,)/(ae)

Month sM(Degrees)'
1 ¢ + 29
2 $ + 18
3 o+ 3
4 o - 10
5 d - 22
6 p - 25
7 b - 24
8 ¢ -~ 10
9 o - 2

10 o+ 10
1 o+ 23
12 o+ 30

*Array is assumed to be South Facing
+4 js Latitude (Degrees)



Table 3.3a

Comparison of
Simplified Procedure for Predicting Array Output
with Hourly Simulation

Location Albuquerque
Collector Flat Plate
Concentration 1
Ratio
Tilt (Degrees) 35
Ke kW/(m?-C) 0.02
a 0.88
o) 1
np (%) 15
Te (C) 0
g (c-1) 0.005
Y 0
Month | TMY K '”(‘”é)TM Nostt [ Mgimu1 ™
(%) (%)
1 0.614 2 12.8 12.6
2 0.654 4 12.4 12.2
3 0.664 7 12.0 11.9
4 0.727 13 11.4 11.3
5 0.739 19 1.1 10.9
6 0.732 23 10.8 10.7
7 0.701 26 10.7 10.4
8 0.707 25 10.6 10.5
9 0.697 20 11.0 10.86
10 0.713 15 11.3 12.2
n - 0.679 7 12.2 12.2
12 0.645 3 12.6 12.6
yr, 11.5 1 11.3

+ Estimated by Chapter 3 simplifiad methods

* Simulated by hourly computer calculations
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Table 3.3b

Comparison of
Simplified Procedure for Predicting Array Output
with Hourly Simulation

Location Madison
Collector 2-D Tracked
Concentration 20
‘ Ratio
Tilt (Degrees) -
Ke kW/(m?.C) 0.01
a 0.88
p 0.88
(%) 15
T(C) C
(C-1) 0.005
Y 0
Month | TMY K: TM{JM “?31).-* nSE'I;ZL)ﬂ*
. 1 0.448 -8 12.4 12.8
2, 0.497 -6 12.0 12.3
3 0.524 -2 11.8 11.4
4 0465 9 11.0 10.8
5 0.494 15 10.4 10.2
6 0.514 20 9.9 10.2
7 0.542 22 9.6 9.8
8 0.558 20 9.7 10.1
9 0.525 17 10.1 10.4
10 0.461 10 10.9 10.8
1 0.393 2 11.9 11.6
12 0.364 -4 12.5 12.2
yr. 11.2 10.8

+ Estimated by Chapter 3 simplified methods
* Simulated by hourly computer calculations
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Table 3.3c

Comparison of
simplified Procedure for Predicting Array Qutput
with Hourly Simulation

Location Medford
Collector Flat Plate
Concentration 1
Ratio
Tilt (Degrees) 10
Ke KW/(m?.C) 0.02
o 0.88
0 1.0
np (%) 15
T.(C) 0
g(C-1) 0.005
Y 0
™Y T, | Nt | *
Month | THY K (c)M ‘(*7; 52’;:‘)”
1 0.331 4 13.7 13.8
2 0.423 5 13.3 13.8
3 0.484 8 12.7 13.1
4 0.532 10 12.3 12.3
5 0.590 13 11.8 11.8
6 0.639 19 11.2 11.1
7 0.715 23 10.7 11.3
8 0.679 22 11.0 11.4
9 0.623 19 11.5 11.7
10 0.513 13 12.3 12.3
1 0.385 7 13.3 13.3
12 0.262 2 141 13.9
yr. 11.9 11.7

+ Estimated by Chapter 3 simplified methods
* Simulated by hourly computer calculations
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Essence of the

. T
Insolation

Ambient Air Temperature

Wind Average Velocity

Mounting -

Electrical Configuration-

1'Two values of insolation

Table 3.4
NOCT Test Requirements (Ref. 3.19)"
0.8 or 1.0 kW/m?
20° ¢
1 m/s, "not predominantly parallel to the array"

Tilted so that it is normal to the sun (+ 5°)
at solar noon with the bottom edge of the array
two feet or more above the Tocal ground level.

Open Circuit Condition

are currently used for NOCT specification.

Early work used 0.8 kW/m? recommended in Ref. 3.19. Recent work
has tended to use 1.0 kW/m2.
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Figure 3.3 Distribution of Individual Monthly ET about the Long
Term Ky for the Same Month and Location. The Seven (Cities
Listed in Fig. 3.2 were Used.
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(Modified from Ref. 3.19)

3-50




4.0 SIMPLIFIED METHOD FOR MAX-POWER TRACEED SYSTEM PERFORMANCE

4.1 Introduction

In this chapter, a fairly general simplified procedure for
estimating the performance of PV systems of the type described im
Fig. 2-1 is developed. This procedure is for maz-power tracked,
passively cooled, £flat plate arrays with battery storage and a
back-up energy sosrce. The special case of zero storage is also
considered. Results from this procednre are compared with those
from detailed computer simulations and shown to agree to within a
standard deviatiom of 2.6% (absolute) for the cases comsidered.
Limitations to the procedure are discussed and an example is
included.

4.2 System Parameters

The simulation studies described in Chaptexr 2 are presented in
terms of the groups S/HA and EC/E. These arose through an
empirically based effort to collapse different families of curves
and are largely successful in doimg so. However, the results of
Chapter 2 also indicate that severel additiomal variables (viz.,
load chkarascteristics, time of year, and, to a lesser exteat,
location) need to be comsidered in order to accurately estimate
system performance., Oaly when the time of year and exzpected load
match those used in the cimulations can the Chapter 2 figures be
used to predict performance. Ia order to predict performamce for
more general situations them, one needs additiomal or altermative
parameters, general in mnature, to characterize system behavior.

Ideally these parameters involve only monthly mean valumes since

the object here is to cbtain monthly performance estimates.
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One such set of parameters arises from considering the
jnteraction of the monthly average daily array output and demand
curves for an arbitrary month and location, as shown for example
in Figs. 4.1a,b. The ordinate in both figures has units of power
and the abscissa those of time, so the various areas indicated
represent energies. The area under the demand curve is E, the
total daily energy load. The area under the ouwtput curve is ae.
the mean daily effective enmergy output from the array for the
month im question, The area under the array output curve and
above the demand curve will be referred to as excess (X8), the
energy which must either be stored or dumped. Finally, the
storage capacity (S) is also represented as an area which is

shown in Fig. 4.1b superposed on part of the XS energy.

The four energies (E. Ee, X8, 8) constitute a set of
dimensional parameters which may be normalized in different
fashions, One such normalization scheme forms the basis for the
design procedure described later in this chapter. The scheme
results in three parameters, each of which is a dimensionless
energy.

One dimensionless parameter is the same aeli used in Chapter
2. It represents the ultimate fraction of the daily load which
would be supplied by the system if the load were ideally matched
to the array output. A second group, xS/Ee. is the fraction of
electrical output which camnnot be used directly because of an
insufficient immediate demand. XS/(_!e thus represents the
fraction of array energy which must be either stored or dumped. A
third parameter, S/X8S, is the ratio of battery storage to the

amount of emergy aveailable to be stored.
Mathematically, the three parameters are as follows:

o /L =fa, (at/ [ Livat (4.1)
XS/Q, = pos [ 18, (¢)-L(t)1at/ [ Q,(t)at (4.2)
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S/XS = 5 N,/(pos / [o (£)-L(t)]at} (4.3)

The integrations in the ahove equations are carried out over

monthly periods.

One additional parameter, not readily apparent in
Figs. 4.l1a,b, accounts for storage losses. A battery efficiency

is defined by

n, = SD/S (4.4)
where SD is the stored energy which is ultimately delivered to
the 1load. The functional dependencies of ny, were not
investigated, However, results from the Chapter 2 simulatioa

studies indicated that, at least for the battery model and range
of operation used here, storage efficiency is effectively constanmt

with a value of 0.87.

4.3 Simplified Deszign —~ Single Day Approach to Momntkly Behavior

4.3.1 Energy Allocatican — Single Day

The distribution of electrical energy produced by the PV array
on a given day, denoted by the subscript n, is defined by
parameters very similar to those of the previowus section.
However, the integrations in Eqs. (4.1-4.3) are now carried out
over day n. The daily distribution is depicted by the flow chart
of Fig. 4.2 as a series of binary branches with the division of
energy flow at each branch determined by the value of one of the
daily system parameters. Thus, of the total effective daily
energy produced, Qe.n' a fraction (1- xS/Qe'n) flows directly
to the load, Of the remainder, a fraction S/XSn is stored, aad

the rest is dumped. Finally, of the stored emergy, a fraction L™



supplies the load, and the remainder is lost. The net fraction of

load satisfied by the system is easily computed as

fe.n = {1 + x5 [nb s/xsn - 1] Qe’n} Qe,n/Ln (4.5)
with S/XSn {1
and fe.n {1

The constraints on S/XSn and fe,n simply indicate that the
batteries cannot generate energy and the system canunot suppiy more
of the load than exists. In systems with large Qe.n/L and
sufficient storage, the system output for one day in some cases
(notably 2 clear day followed by a cloudy day) can supply a part
of the day’'s load, in this case of day to day interaction the
solar fraction is not subject to the constraint, However, the
simplified design procedure will ignore this day to day
interaction,

In eq. (4.5), the parameters and S/ISn occur as a

n
b
product. For the purpose of estimating system performance, the
two may thus be condensed into a single system storage parameter,

an/XSn.
4.3.2 Monthly Distribution

The single day enmergy distribution equation, eq. (4.5) using
monthly mean values (XS.ae) for ISn and Qe,n is not
generally valid for estimating monthly system performance. Array
output is not uniform from day to day throughout a month because
of differences in atmospheric conditions, and Qe,n/i varies
accordingly. Since XSn is strongly depeandent on Qe,n’ it too
varies and affects both xsn/Qe.n and S/XSn. Application of
eq. (4.5) is therefore not useful without some consideration being

given to the day to day variation within a month.




This sectiom, then, describes a method for represemting such
variation in array output from knowledge only of ET and tkhe mean
daily output, Qe‘ Enowledge of the variation permits eq. (4.5)
to be used to compute a distribution of daily performances for the
month which in turn may be used to obtain an estimate of wmonthly

performance.

The results of Liu and Jordan (Ref. 4.1) on generalized
radiation distribution curves are usefunl in describing the desired
distribution of array output. As a part of the work on data for
seven SOLMET sites described in Chapter 3 of this report, the
generalized radiation distribution curves were redone. The new
curves along aith a comparison with the Liu and Jordan curves are
shown in Fig. 4.3. Vhile those results specifically apply to
total horizontal radiation data, they may be exzpected to be at
least approximately correct for tilted array output as well,
Combined with the mean daily effective array output, &e.
determined by the methods of Chapter 3, the imsolation
distributions of Fig. 4.3 can be used to comstruct a pattern of
daily outputs which yield the appropriate monthly mean value and
which reflect the expected variability within the month. The
distribution is based om long term results and in this sease is

preferable to simulation results based on a single, typical month.

Using Fig. 4.3 it is possible to obtain 30 separate values
of Qe,n (a 30-day distribution) corresponding to predicted array
output for each day of the month. While this makes the most semse
in terms of referrimg to eq. (4.5) as 2 single day eqmatiom, it is
equally possible to approzimate monthly performance using N
values of Qe,n (an N-day distribution) where N is arbitrary.
Since application of eq. (4.5) is somewhat involved (as is seen
later), it is advantageous to choose the smallest N which still
approximates the variability of output during a month. The
results of this work suggest that in most cases N=3 is
sufficient. This was established by taking successively smaller

numbers for N and noting the resulting solar fractios. The
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3-day distribution corresponds t. representing the monthly weather

with typical '‘good,’'’ ''mediocre,'’ and **poor’' days.

Figure 4.4 is an abbreviated cross plot of Fig. 4.3. It shows
the values of Qe a appropriate for a 3-day distribution, At a

fixed ET‘ the uppermost curve gives a value of Qe 2 for the

’
good day, the intermediate curve yields a value for the mediocre

day, and the lowest curve yields a poor day value of Q The

upper and lower curves in Fig. 4.4 are obtained from the i;?ues of
E/B corresponding to the 1/6 and 5/6 points on the cumulative
frequency distribution axis in Fig. 4.3. These closely
approximate the 5th best and 5th worst days of a 30-day
distribution. The middle curve is adjusted so that a point on
this third curve whei taken with points on the 1/6 (poor day) and
5/6 (good day) curves at the same ET‘ averages to 1.0. That is,
the mean array output for the 3-day distribution equals the actual

monthly mean value.
4.3.3 The Design Procedure

The ideas of Sections 4.2.1 and 4.2.2 are now merged into a
procedure for estimating system performance. The procedure is
valid for systems with an arbitrary amount of storage and a known
but arbitrary daily load profile. It treats a load which does not
vary from day to day but is readily adapted to situations im which
the load profile does change (e.g., ¢istinct weekend and weekday
profiles), The method provides for comsideration of both seasonal

and peographic variations.

The technique presumes that the monthly average daily
effective energy output from the array is already determined
(e.g., through the procedure described in Chapter 3). The
designer is required to specify the quantity of available storage,
a daily load profile (shape and magnitude), and the average
daylength of the month at the location for which he is designing.

He must also know KT for the month and site involved.
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The method proceeds in four steps. First, a 3-day
distribution of array outputs is obtained wusing Fig. 4.3, and
three values of Qe,n/;‘ are determined. Ne_xt, an Xsn/Qe.n is
computed for each of three values of Qe,n/L' Then, the systenm
storage parameter 1|bS/XSn is evaluated directly, again for each
of the three representative days. Finally, eq. (4.5) is applied
three times, and the resulting values of the solar fraction are
averaged to give an estimate for the exzpected monthly system

performance.

The bulk of the pr_ocednre lies in computing xsn/Qe.n from a
given value of Qe.n/L' This is accomplishe.d by cufve—fitting a
normalized effective array power output, Qe.n(t)n" using a
cosine function cemtered at noon, with a half-period related to
the daylength and with the amplitude adjusted to obtain the
specified Qe 2 The resulting fit is

Q_(t)/L = {am/il (n/[2(t)=e)1} cos [n(t-12)/(tp=e)]  (4.6)
for
[12 - (tD-c)/Zl {t ¢ [12 + (tD-c)/2]

and

for other values of t.

Experience suggests ¢ = 1 hour gives accurate estimates of
xsn. This constant truncates a slight Gaussian—like tail in the
periods just following sunrise and preceding sumset and improves
the corve-fit during the hours when interaction with the load
curve is important. Figures 4.5a,b show examples of the cosine

curve-~fit for Jume and December in Albuguerque.



With ée n(t)/i approximated by eq. (4.6), XSn/Qe n is computed
wsing the daily equivalent of eq. (4.2). This is accomplished
analytically if L(t) can be expressed analytically and numerically

(or graphically) otherwise.

Using the calculated values of xsn/Qe,n and Qe,nli' the
combined parameter 'rng/XSn is readily determined. VWith each of
the system parameters now calculated, eq. (4.5) is applied. A
separate solar fraction is computed for each of the three
representative days. This introduces the effect of varying array
performance within the month so that when the three fractions are

averaged this effect is included in the final result.

Table 4.1 summarizes the procedure, and an ezample in the

ensuing section demonstrates it.

4.4 Example

As an example of the procedure described im Section 4.4,
consider the estimation of the performance of a PV system to be
operated in Albuquerque during March. The following is known from

the month and location.

KT = (.64 (4.7)
ty = 11.7 hrs (4.8)

Sources for the first of these were discussed in Section 3.3. The

second can be calculated from

ty = 2farc cos(-tand-tans)1/15 (4.9)
The solar declination, &, is calculated from

& = 23.45 sin[360(284+n)/365] (4.10)

where n is the Julian day of the year,




Suppose that the expected load is comstant,
L(t) = Lo = 1985 kJ/hr =~ 0.55 k¥ (4.11)
L= 24L° = 4,76 x 104kY = 13.2 kW-hr (4.12)

Suppose further that the product of storage capacity and
efficiency for the system in gquestion is chosen by a designer to
be

an = 5265 kJ = 1.46 k¥W-hrs (4.13)
Finally, suppose that using the procedure of Chapter 3, the
monthly mean daily array output as it comes from the iaverter is
determined to be

Ee/i = 0.6 (4.14)

Estimation of the sytem performance mnow proceeds following
Table 4.1,

Step 1, Obteain a 3-day distribution of array outputs using
Fig. 4.4 and KT = 0.64. The figure gives

Q@ 1/Qe = 1.16, Qe.z/Qe = 1.00; Qe ;/Qe = 0.84 (4.15)

G. »
Thus
Q, zli = 1.16(0.6) = 0,696
@ /L =0.60;
€,2 -
@ /L =0.504 (4.16)

Step 2 a) Approximate the instantanecous array ountput. Consider

the first of the three values from Step 1. From eq. (4.6),



a /L = 0.69 {x/[2(11.7-1)1} cos [n(t-12)/(11.7-1)]

€,12

= 0,102 cos [n(t-12)/10.7] (4.17)

b) Compute XSn/Qe o The 1load curve is expressed
analytically, hence, Xsn/Qe a can be computed amalytically.,

Again consider the first point in the distributiom:

- t - -

xS /Q =[e 1 [f2 [@ /L-L/Ll dt (4.18)
1 €,1 €,1 t e,1 [+]

where 2

t1 is the 1st time that the array output equals the
load
and

t2 is the 2nd time that the array output equals the
load.

To determine t and t , set é = L . Thus,

1 2 €,1 [«]
(0,102) (24L°) cos [n(t-12)/10.7} = L° (4.19)

which gives

12 - {10.7/n) arc cos [(0.102)(24)1 *

8.1 (4.20)

g
[}

and

ot
it

(]

12 + {10.7/%) arc cos [(0.102)(24)]1 * = 15.9 (4.21)

Use eq. (4.6) with eq. (4.18) to obtainm
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t
xsa/cae’1 n/2(t;-1) ¢ f 2 cos [n(t-lZ)/(tD-l)]dt

1

ff2oLy
:, L,/Q, . dt

= 1/2 {sin [n(t -12)/(t_-1)1
2 D
- sin [n(t,-12)/(t,-1)1}
- L /Q (t -t )
o e,1 Tz 1
= 0,44

Repeating the procedure for the remaining two days yields

Xs /a = 0,37
2 e,3
and
Xs /Q = 0,28
3 e,
. Step 3 Compute the effective storage fractionm, anIXSn.
Use

an/XSn = an/[(XSn/Qe,n)(Qe‘n/L) L]
For the 1st day this gives
anIXS = 5265/0(0.44)(0.696)(24) 1985)] = 0.36
b §

Similarly,

an/XSz = 0.50, an/XS, = 0.732
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Step 4 Compute the ﬁ%nthly solar fraction

a) apply eq. (4.5) using values for the 1st day.

£, .= [1 + 0.442 (0.36 — 1)] (0.696)
= 0.50 (4.28)
Similarly,
f = 0.49 (4.29)
e,
and
£, . =0.47 (4.30)
€,1

b) Average the results
fe = (0.50 + 0.49 + 0.47)/3
= 0.49 (4.31)

Thus, the procedure predicts *hat 49% of the load will be
satisfied by the system for the month of March., This compares
with 46.7% predicted by computer simulation using TMY weather
data.

In this example, assuming uniform weather throughout the month
does not significantly affect the final estimate of fe. This is

seen by observing that fe = f in Step 4 above and recognizing

23

that that fe,z is obtained from the montkly average values, Qe
and XS. Such a uniform weather assumption is not always valid.
For instance, for Madison in June with aeli = 0.6, the baseline
load shape, and a storage capacity corresponding to S/;A =3
Amp-hr/(%°m?), the solar fraction obtained using only monthly
average values is fe = ,59, while the 3-pt. procedure yields
fe = ,54. The value from hourly simulatiom is f° = .538; hence,

the 3-pt procedure in this case is crucial,
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4.5 Discussion

4.5.1 Comparison of Results

Table 4.2 shows additional comparisons of predictions using
the simplified technique with those of computer simulations. The
table displays cases for which the baseline load defined in
Chapter 2 was specified, The examples without storage best
indicate the accuracy in estimating XS. Those corresponding to
S/;A = 5 amp-hrs/(%-m?) include storage, obviously, but not enough
to eliminate dumping. The S/;A = 10amp-hrs/(%-m?) cases for
Qeli = 0.6 experience only minor amounts of dumping.

In wvirtuwally all instances, results from the simplified
procedure are within 10% relative and 5% absolute of the simulated
values, The standard deviation of the predicted values from the
simulated valoes is 2.6% (absolute). Typically, results are very
good for summer months when weather patterns tend to be good (more
consiztent). Poorest results occur in winter months. Also,

results for larger storage sizes tend to be very good.

Several factors contribute to differences between simply
predicted and computer simulated results. Simulation results are
based on a particular month which is likely to differ at least
somiewhat from the long term average which forms the basis for the
simplified procedure. That is, insolation distributions for any
one month can differ from the long term (~22 years) results shown
in Fig. 4.3. This effect can readily be investigated by
simulating the system over several years and comparing the
corresponding estimate of the simplified procedure with the long
term average of the simulatioms for amy given month. Such a study

has not as yet been performed.

Use of an insolation distribution to approximate a
distribution in array output also is not completely correct. In

particular, temperature variation within 2 month causes changes in

solar cell efficiency and so affects the distribution of array

4-13



output. This effect is ignored by wusing strictly an insolationm

distribution.

Another obvious source of error in the simplified procedure
lies in the cosine fit for the array power output., Individual
poor days do not have cosine—like daily distributions although,
averaging the poor days over the month, it may appear that they
do. This is probably the largest source of error for winter

months.

There is also an uncertainty in specifying storage capacity in
energy units, Both the charging and discharging voltages enter
into the determination of the energy capacity of the batteries.
Since these voltages vary during the course of system operationm,
it is difficult to precisely estimate the energy storage capacity
from the rated capacity in amp~hrs. Two schemes have been used to
estimate effective energy capacity. The first of these uses the
storage efficiency value 0.87, determined from simulation results
with a nominal 2.0 volt battery voltage for converting amp-hrs’ to
W-hrs, The second approach employs the well-defined open circuit
battery voltage, 2.175 volts, with a nominal storage efficiency of
0.80. The two procedures yield equivalent estimates of the solar
fraction and differ only in the apportionment of losses due to

dumping and storage inefficiencies.
4.,5.2 Interaction on Successive Days

One other phenomenon poses difficulties for the simplified
procedure., Consider a f?stem with Qeli =1 and large storage
capacity during a low KT month. Cloudy days within the month
result in gemeration which satisfiei: less than the full 1load,
while clear days convert more than enough energy to meet the daily
load. The load on a clear day them is completely satisfied and,
in addition, storage may be filled to where it is not completely
depicted by sunrise of the following day. if the following day is

also clear, the system will again store energy. However, because
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storage is already partly filled, the available :ztorage is less

than on the previous day, and more energy must be dumped.

This '’'end—of-the~day dumping’’ is the situatiom presumed im
the simplified procedure. Constraining the solar fraction to not
exceed unity effectively reguires that no energy produced om one
day be used on the next. However, if the representative good day
solar fraction (i.e., the largest fe,n of the 3-day distribution)
is near unity, then some of the '’'better’’ good days comtribute
fe,n >1 to its value. The procedure imposes the constraint only
on the representative f° a and not on the '’better’’ good day

fe n's: hence, the good day fraction is higher thaa if the
constraint were strictly imposed. Inclueding additiomal days in
the distribution allows the comstraint on the solar fraction tc be

more completely enforced.

For the same system as above, if a clear day is followed by a
c¢cloudy day, part of the production of the clear day contributes
toward satisfying the cloudy day load. When such imteraction on
successive days occurs, the constraint onm fe is not wvalid.
Since enforcing the comstraint tends toward conservative estimates
of system performance, however, the recommended procedure is to
enforce it as strictly as possible. Thus, predictions for which
the good day fraction is greater thaa about 0.95 should be viewed
&8s optimistic and consideration should be given to using more than
a 3~day distribution in order to permit stricter emfercement of

the constraint om solag fraction.
4.5.3 High KT Honths

In months with high KT. the 3-day distribution offers little
advantage over a uniform day assumptiom. Hence, for XT 0.65,
eq. (4.5) applied once using QelL gives results essentially

equivalent to those obtained with the 3~day distribution

calculation.
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4.5.4 Varying Load Profile

The procedure developed here assumes that the load profile is
uniform from day to day through a month. To estimate monthly
performance in situations where the load profile varies (e.g., a
weekend load which differs from that during the week) it is
necessary to approximate monthly performance for each load shape
and weight the results appropriately (e.z., weight the weekend
results by 2/7 and those for the week days by 5/7).

4.5.5 Utility Sellback

The situation in which the utility serves as system storage,
purchasing power which is not immediately needed and selling power
when the array alone cannot satisfy the load, is merely a special
case of the procedure already discussed. Here, the single-day
direct fraction, that supplied directly by the array, is

fe,n = [1 - xsn/Qe,n] Qe,n/L (4.32)
The fraction of the output which is sold to the utility is just
xsn/i and that purchased from the utility is (1 - fe). These sure
readily computed on a monthly basis using the same 3-day procedure
described previously. As shown in the results of Chapter 2,
random fluctuations in the load do not significantly affect the
monthly two—way energy flow, hence neglecting such fluctuations in

the simplified procedure should introduce little additional error.

4.5.6 Alternative Procedures

Two alternative design approaches investigated in the course
of this study showed promise, but ultimately proved to be
inadequate. Both are empirical im that they rely strictly on
simylation results. Both, also, arrive at estimates of system
performance by approximating losses. In the first procedure, the

total monthly losses (dumping plus storage losses), expressed as a
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percentage of the monthly load, are plotted as a function of
xs/i. with the storage group S/;A retained from Chapter 2 as a
parameter, Figure 4.6 shows such a plot with linear least squares
curves shown in lieuw of simulation poiats. (The lowermost lime in
Fig. 4.5 represents cases with mnegligible dumping 1losses and
displays, with simple manipulation, the 0.87 storage efficiency
cited earlier.) In the second approach monthly dumping losses,
normalized by XS, are plotted as a function of the storage

variable S/XS, The standard deviationm, of daily total

5. =
B/8’
radiation om the horizontal from the monthly mean value is
included as a parameter. Figure 4.7 shows this second alternative

approach.

Both of these empirical approaches work reasnnably well in
predicting performance for months with large KT (i.e., for
months where there is little weather variation). Neither,

however, adequately accounts for weather variations in months of

low KT.

The first scheme does not consider day to day variatiom at
all, but considers parameters based strictly om monthly mean
values. This leads to errors in the solar fraction of as much as

25% (absolute) compared with the corresponding simulation results.

The second approach zlso uses monthly mean values but attempts
to consider variations through the use of an additional monthly

mean parameter, namely This, however, does not recognize

“wa
that weather variations of a given magnitade have a greater effect
on the smaller of two systems even when the two systems have the
same ratio of S/XS. As a result, the second approach fgr
correlating simulation results can yield poor results for low KT

months.

4.6 Summary

The results of Chapter 2 were used to discern parameters which

characterize the interaction of PV system componments. A practical
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simplified design procedure for predicting the fraction of a given
load supplied by solar was developed around these parameters and

was shown to be adequate for most design purposes.

The technique, although perhaps laborious for hand
calculations, has potential for adoption to hand-held programmable
calculators. It certainly can be instituted onm any small computer

in a simple and computationally efficient manner.

The developed technique allows for assessing the impact of
many'design alternatives, such as array efficiency. array size,
battery size, battery efficiency, power conversion efficiency.
load shape and location. Since the technique uses cosive fits to
the daily insolation profile it is restricted to flat arrays.
However, other analytical shapes could be used to represeant 2-D

tracking systems.
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Table 4.1
Summary of Procedure for
Estimating System Performance

Compute Gé n/EE

Use K+ and Fig. 4.4 to obtain a distribution of effective
array outputs:
Qe’n/Qe 3 n = ]9 2’ 3
Use these with known ﬁé and L to obtain:
Qe’n/L n=1, 2, 3
Compute Xs./ :

n’“e,n’
a) Approximate the instantaneous array output using
a cosine fit:

Q. n/L = 20, cos
. L 2ty-1  ((tg-1)

b) Use the above output profile to compute XSn/Qe n
“analytically, numerically or graphically:
1 v

Qe n L
? o n/L L L
? 24
Compute an/XSn:
Use:
an
an/XSn = , n=1,2, 3

(XS,/Q )" (Q /D) T
Compute the monthly solar fraction:
a) Use:
fe,n = 41+ (Xsn/qe,n) [an/XSn - 'l]}-oe’n/L, n=1,2,3
b) Average the results:

_123
fe -3 fe,n
n=]
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5.0 SIMPLIFIED METHOD FOR CLAMPED-~VOLTAGE SYSTEM PERFORMANCE

All the simulations mentioned in the previous chapter: are of
systems operating inm the max-power mode im which the wvoltage
imposed on the photovoltaic array is dymamically adjusted to give
the maximum power output at any given insolation and temperature.
The other mode of operation, to be discussed im this chapter, is
called the ‘‘clamped-voltage’’ mode. For systems operating in
this mode, the ar-ay is in parsllel with the battery, their
voltages are '‘clamped’’ to ome another. The array voltage caa no
longer be varied independently of that of the battery in order to
obtain the mazimum power possible, therefore, the power output in
thig mode is less than in the maz-power mode., Estimation of this

reduced power output is the swbject of this chapter.

5.1 hotovoltaic Cell and Batte Model

§5.1.1 Photovoltaic Cell Model

The difficulty eucountered in simulation of the
¢lamped-voltage mode is that electrical power produced by the
array is no longer related to the iamsclation by the simpl:
maz~power efficiency relationship of eq. (2.4). The conplete
current—-voltage (I-V) curve and its dependence on insolation and

temperature must be expressed in some functiomal form.

Perhaps the most common method is to represent the cells as
single or multiple diodes in parallel with direct curreat sources
(Ref. $.1). Although this method is sumitable for computer
simmliation (Ref. 5.2), the equations which must be solved are too

cumbersome for any simplified design.

More reasomable and straightforward is the set of equatioms

given by:



v, = Cl - Cz (TC - Tn) * c! ) 10310 QSC

I = C4'Qsc + C, (Tc - Tr;)

<t
]

cC (T +T_ ) (5.1)
¢ ¢ T2

Isc = Imp (1+ vo/vmp)

Vbc = vnp + V; 1n (1 + Vﬁp/Vo)

=
i

Isc {[1-exp[(V£—Voc)/V°]}

These allow the determinmation of cell curreat (Ic). for a sfven
cell voltage (Vc). cell temperature (Tc. C), and insolation (Qsc'
kW/m*), Here the constant values of the Ci's and Tri's are chosen
to fit the data for a particular cell. The first two equations in
(5.1) represent reasonable dependencies for the max—power voltage
and current (Ref. 5.3), respectively, while the 1last three
equations follow from tke work of Lindmayer (Ref. 5.4). The third
equation is merely an expression for what is commonly called the

thermal voltage.

The work which follows presents some results for two different
types of cell I-V curves distinguished as '’'CV1'’ and '‘CV2'’.
These two cells differ primarily in their fill factor defined as

f£E=Vv I /(V -1I ) (5.2)
mp mp Oc SC

The CV1 cell has a poorer fill factor than CV2 which means that it
has a2 less '’'boxy'’ I-V curve. The power versus voltage curve is
thus a less peaked curve for CVi than for CV2. This will be

apparent in the results that follow,

The values of the Ci's and Tri's for CV1 and CV2 cells are
given in Table 5.1. The CV1 cells are intended to represent a

particular flat plate cell that may be commercially availabie.

5-2




The eight parameters for cv2 were chosen by least—squares
fitting to duplicate Spectrolab concentrator cells as they bhad
been modeled by the subroutine SOLCEL in TRNSYS-compatible
photovolteic subroutines (Ref. 5.2). The value of 'I‘n 50
chosen, 291 C, is close to the expected theoretical value of 273
U, but the former gives a better fit to the empirical data for the

Spectrolab/SOLCEL cells.

It should be pointed out that often a designer is nct
concerned with individual cell I-V curves but rather array I-V
curves. This does not chznge the approach being described here.
v, 1, Vv , I ,V , andI are then interpreted as array

c c oc sc mp” np
voltages and currents, Qsc becomes insolation on the array and

the Ci's take on new values in egs. (5.1).

5.1.2 Battery Model

The Hyman or modified-Shepherd battery model has been used
here. It is described briefly in Section 2.3 and in more detail
in Refs. 5.2 and 5.5,

5,2 Dependence of Array Output upon Ratio of Solar Cells
to Battery Cells

If the voltage difference across the terminals of a battery
cell were constant, say V,, and if the max-power voltage for
each photovoltaic cell were fixzed at Vmp. then the optimum number
of solar cells in series per battery cell in series would simply
be

SR®* = V. /V_, (5.3)
b mp

where SR  is referred to as the series ratio and the asterisk

denctes the optimum value.



In reality, variations with time of the insolation and solar
cell temperature, upon Wpich Vhp depends, and battery state of
charge and current, upon which the battery voltage depends,
greatly complicate prediction of the optimum gseries ratio, SR*.
An optimum SR does exist under these conditions, but its

determination can be difficult.

Selection of a solar c¢ell to battery cell ratio, SR,
different from SR* can lead to significant losses in array
output. These ’'’‘mismatch’'' losses are clearly depicted in Figs.
5.1 and 5.2 which give results of simmlations for arrays CVl1 and
cv2 for various values of SR. For these simunlations the

subroutine SOLCEL has been altered to use eqs. (5.1).

The data shown in Figs. 5.1 and 5.2 represent monthly results
for four months throughout the Albuquerque TMY using the baseline
load (See Section 2.1.7 or Fig. 2.2). In these simulations, the
array area is fixed, but Lo is adjusted_from month to month so
that Qe/L is always equal to 0.6, where Qe is npc times_array
output for the same system run in the maz-~power mode. S/nA in
these cases is 20 W-hr/(%+m2),

The four short horizontal lines in each of Figs. 5.1 and 5.2
represent the normalized? Qae (maz-power) values for the four
months graphed. The Qae results are independent of the battery

and load and consequently are independent of SR.

The array, battery and load all interact in the
battery-clamped mode. Thus, the results are system and load

dependent, and the figures indicate the strong variztion of Q
. -
eV

ae,cv

with SR. However,Q is
- ae

within 2% of Q@ .
ae

, the mazimum value of Q .
ae,cv

1The curves im Figs. 5.1 and 5.2 have been normarized with respect

to the June Qae
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Figs. 5.1 and 5.2 also show that Sr* (i.e., the SR
corresponding to maximum electrical energy output) varies from
month to month due to the different cell operating temperatures
and different insolation levels from ome month to another. Of

these two effects, cell operating temperature is the more

significant.

If the system were wired for best operation in December (i.e.,
SR* = 5.3 for CVL or 4.6 for CV2), then mismatch losses would
be non-negligible in June (i.e., 6% loss for CVIi or 9% loss
for CV2). On the other hand, if the system were arranged to give
best performance in June, then mismatch losses would be small for
the other momths, including December. This is because: (1) June
has the highest value of SR‘ (the cells are typically warmest in
June and have the lowest vmp) and (2) the Eae_cv vs SR curves
are asymmetric, with the SR > SR* portions much less steep than
the segments for SR ¢ SR®.

The computer simulation required for the results in this
section c¢an involve considerable -expense. For each system
configuration (i.e., array size, battery size, aad 1load)
simulations need to be run at a number of SR's in order to
define performance curves like those in Figs. 5.1 and 5.2. in
addition to the expense involved in design based upon computer
simulation, the difficulty in assembling a TRNSYS data deck,
particnlarly for the inezperienced programmer, should not be

underestimated.

Sections 5.3 and 5.4 discuss two approaches for estimating
system performance which are easier to use than TRNSYS
simulations. The non—computer—based approach of Section 5.3 was
ultimately unsuccessful, but the method of Section 5.4, althomgh
computer—based, yielded high accuracy in a prelimimary validation

study.



5.3 Non-Computer—Based Prediction Method

5.3.1 Prediction of Performance as a Function of SR

for a Given SR®

The shapes of the performance curves in Figs. 5.1 and 5.2 are
a result of the solar cell I-V curves and their variation with
cell temperature and insolatiom throughout the momth. It is not
unreasonable to exzpect, however, that the most important I-V
curve is the one correspomding to average midday cell temperature
and average midday imsolation,. Certainly electricsl emnergy
production is greatest near midday since that is typically the
time of highest insolation. This period of the day would then
contribute most significantly to the total electrical emergy
production for the month, This reasoning then forms the crux of
the hypothesis on which the work described in this section is
based. Simply stated, the hypothesis is that omce SR* and

Q“ cv. are known, monthly average midday temperatures and
insolation can be wused to determine the performance curve of
Qae,cv vs SR.

This hypothesis has been validated for 8 different systems
(various (-leli, SI;A combinations) using Ccvi cells and 4
different systems unsing CV2 cells. The monthly average midday
temperature and insolation values are obtained from the results
presented in Chapter 3. These are then used in eqs. (5.1) to
obtain the midday I-V curve. The following example is included
to show both the validity of the hypothesis and all the steps

required:

Example: Albuquerque, March TMY
SR* 5.6 assumed known (takea from TRNSYS simulationms)
E’I‘ 0.664 (from March TMY data)
/] = 35°
CV1 cells

]

]




Array: Flat-Plate (south facing)
s =@ = 35° (array tilt equal to latitude)
T = 0,88
p=1
e = 0,77
E = 72 kJ/(hr'm®:C) = 0.02 kW/(m2-C)

[}
Acell = 0,007854 m3

Midday Tnsolation (Monthly Average)

From Fig. 3.18: Qs(lz) = (0,929 k¥W/m2
From Table 3.2: (sM—s) = (su—ﬁ) = 30

Since Fig. 3.18 assumes an optimum tilt, a cosime correction is
made to yield the insolation on this npon-optimum tilt. The
parameters shown in Table 5.1 for the (V1 cells produce a cell
I~V curve as opposed to an array I-V curve, Therefore, the
insolation must be multiplied by the encapsulant transmittance
before it is used in sqs. (5.1), If an array I-V were being
studied, ¥ would be set to 1.0,

Q, (12) = @ (12)- t - cos(s,~0) = 0.816 k¥/n?

Midday Cell Temperature, Voltage and Power (First Itetationzz

From Fig. 3.6a
KG(Tc - Ta)/(ap) = 3.517 MI/ (m2-4,)
Then
Tc - Ta = 3.517ap/Ke =37.8 C
Also

Cf = cos(sH*D) = 1.0

*The need for and purpose of iteration is described in Chapter 3
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For Albuquerque March TMY

TM = 6.8 C.

Then the monthly average midday cell temperature, Tc’ is given
by’:
= - + = R
Tc Cf ('1‘c Ta) + TM 3 47.6 C,

For CVl cells, egs. (5.1) yield:
vV =20.3%YV
mp
P =0.741 W
mp

and

n= Pmp/[Qsc(IZ)‘Acelll = 0.116

Midday Cell Temperature, Voltage, and Power (Second Iteratiom 4

- 4 Ll - o
Tc Ta 3.517 p(a—n)/Ke 32,2¢°C

Tc = Cf(Tc - Ta) + T, +3 =42.0C

M
V= .410V

mp

P _ = .758N.

mp

These values of midlay cell temperature and insolation are

ther used in egs. (5.1) to obtain the P~V curve shown in
Fig. 5.3.

It is assumed here that TM+3 is representative of monthly average

mnidday ambient temperature.

Fy
Op. cit. 2,




The next step in deriving a Qae,cv vs. SR curve is to
rescale the vertical axis ju Fig. 5.3 as is dome in Fig. 5.4.
Here it is assumed that Eae’cv is directly proportional to the
power output by a single cell at midday om an average day, or

] =
Qae.cv/Qae,cv P/Pmp (5.4
Thus the ordinate in Fig. 5.4 is both the dimensionless midday
power output and the predicted dimensionless Qae cv”

With Vﬁp calculated under average midday couditions, it is
assumed that the typical c<cell voltage at noon is inversely

proportional to the series ratio, i.e.
V/V._ = SRe¢/SR, (5.5)
mp
or
SR = SR* « V- /V (5.6)
mp

BEq. (5.6) is used in going from voltage as the abscissa in Fig.
5.3 to SR on the horizontal azis in Fig. 5.4. SR®* is taken to
be 5.6, which simulations found to be the optimum series_ratio in
March in Albuquerque, for a system with Be/i = 0.8 and S/nA = 20.3
W-hrs/(%-m?),

Replotting to restore a uniform scale on the horizontal axis
for the data of Fig. 5.4 gives the dashed performance curve shown
in Fig., 5.5. The results of TENSYS simulations are given by the
solid curve in the same figure. The two curves are almost

identical for SE > 5.

The change of scale and replotting procedure used in going
from Fig. 5.3 to 5.5 clearly shows that: (1) the steep side of
the Q vs SR curve corresponds to the steep side of thke P-V

ae,Ccv
solar ceii curve, and {(Z) the infiection on the right side of the
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curve is due to the change of scale on the abscissa from V units

to SR units,

Finally, prediction of array output from the dimensionless
ordinate in Fig. 5.5 requires knowledge of Q ®,  Figs. 5.6

ae,cv
and 5.7 indicate that
* =0.98 Q . (5.7)

If an estimate of Qae is available (e.g, from the procedure of

Chapter 3), then Q ¢

can be predicted.
ae,cv

The technique described in this section lumps clamped-voltage
system considerstions, particularly the photovoltaic array—battery
interactions, into the parameter SR®*, the choice of which will

be discussed in the next section.
5.3.2 Prediction of SR*

In this sub-section a method for predicting the monthly
opt imum SR is described. It does rot rely on the use of
computer calculations, but has been found to be erratic and thus,
unreliable. A description of the approach is included here in
order to show that a complete, non—-computer-based method has been

attempted and to justify use of the computer-based method of

Section 5.4.

A simple approach for determining SR* would involve the use
of eq. (5.3) if an appropriate battery voltage and solar cell
max-power voltage could be determinmed. Since the procedure of
Section 5.3.1 worked well using midday I-V curves, a similar
approach was attempted here, Vﬁp was chosen in the manner
demonstrated in the example of that section. Attempts were then
made to determine V., ©battery voltage, for the monthly average

b
midday conditions,
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Battery voltage at any time of the day depends on the batteszy
charging (or discharging) current and state of charge. (The
systems and loads used here typically resulted in battery charging
rather thaen discharging at midday.) V£ can thus be determined
from estimates of midday values of these guantities.

Unfortunately, these are difficult to predict.

A fairly complicated procedure was developed to estimate
battery current and state of charge. It first uses the prediction
of Pmp at noon to give a ?alne of 60 at noon and also to
generate a cosine curve for Qe(t). %n a method.resembling that of
Chapter 4. From these values and L(t), an XS at noon and an
integrated XS from sunrise to noon were determined. Division by
the storage capacity and other factors yielded the midday current

and state of charge, respectively.

For some systems this approach gave estimates of Vb and thus,
SR* [see eq. (5.3)] which are close to the values from
simulation results., However, this is not gemerally the case, the

method is highly erratic.

The difficulty is due to the basic problem of predicting
photovoltaic array-battery interactions. Estimating battery
behavior is difficult even in the maz-power case, when array
output is independent of battery fluctuations. In the
clamped-voltage mode, prediction is farther complicated by the
'’ feedback’’ from battery to array. A simplified design procedure
akin to those described in Chapters 3 and 4 does not appear to be

feasible for estimating performance of a clamped-voltage system.

5.4 Computer—Based Prediction Method

The results of the previous section indicate that: (1) a
technique capable of handling array-battery interactions is

necessary in order to predict clamped-voltage system performance,
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and 2) use of estimates of cell temperatunre and insolation at noon
is justified to a certain extent. These conclusions suggested the
development of the computer program to be described in this
section. The program accurately reproduces curves such as those
in Figs. 5.1 and 5.2, but with a reduction in computer time by a
factor of about 25 in comparison with TRNSYS simulations. It
should also bLe much easier to use in design applications than a

detailed program like TRNSYS.

A flowchart for the new algorithm is given in Fig. 5.8. The
program essentially simulates a given clamped-voltage system
(fizxed array size, battery size, and load) with a givemn SR
during three representative days of a month. As indicated in the
figure, the primary inputs are the quantities TM’ ET' and 55.
along with the load profile L(t). A listing of the program is not
included here since the program is presently not in a state that

would allow easy use by others.

The flowchart is explained from the bottom up (frem the simple
to complex) in the remainder of this section, emphasizing the four
concepts embodied in the procedure: (1) gsimulation of
clamped-voltage system performance during a single day, (2)
approximation of daily insolation and PY cell temperature
profiles by cosine curves, (3) prediction of the peaks of each of
these curves, and (4) representation of day-to-day variatioms in
insolation during a month by the insolation patterns om three

statistically determined days.

Step 4 of the Fig. 5.8 flowchart simulates a day’s operation
of a clamped-voltage system by the same iterative procedure used
in TRNSYS. At each time step, the inputs Tc(t) and ésc() enter
the CVI or CV2 cell eqs. (1), thereby fixing a solar cell I-V
curve. The program combines this information with a value of L(t)
and with the Hyman model for V. = Vf (I,F) to match the array and

b
battery voltages. This process is repeated hourly.
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Because the program mneed ouly determine the array output,
ae,cv’ it only simulates the daylight, power-producing hours.
Other simplifications make the program much more tractable and
less expensive to rum than a gemeral TRNSYS simulation. For
example, it is assumed that the battery rarely discharges during
the daylight hours, so only the charging portion of the Hyman
battery model is included in the program,

Tc(t) and ésc(t). the functions input to step 4 of the
program, are determined in step 3. Estimates of the peak of the
insolation, 650(12). and of the total daily imsolationm, Qsc'
specify an insolation cosine curve., Am ‘‘effective daylength,’’
tD.e’ is then found. This value plus a prediction of the noontime

cell temperature, Tc(12). yield a cosine approxzimation for Tc(t).

The only 1location considered thus far with regard to
clamped-voltage system performance is Albuguerque. Based upon TMY
data for this city, TRNSYS-generated average daily insolation and
temperature profiles for any month are shifted to the right, with
their peaks occurring after 12:00 soon. In the case of the
insolation, the shift is apparently due to cloud patterns in
Albuquerque. The peak of cell temperature curves occurs at an
even later time because of the rise in ambient temperature during

the early aftermoon,

The phase shift in cell temperature is presently accounted for
in the program only by introduction of a time lag of one—~half hour
after solar moon in the Tc(t) profile., This 30 minute iaterval
approximates the delay found in the monthly outputs of several

TRNSYS simulations. The imsolation curves have not been shifted.
The peaks of the Tc(t) and Qsc(t) profiles are determined in

step 2 of the program by the method analogous to that of Chapter 3

and described viaz the example in Sectiom 5.3.1.
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Step 1 also uses previous results to select three values of
the insolation multiplier, Cs. For a given KT' the values are
read directly off the vertical axis of the tPree-day insq}ation
distribution, Fig. 4.4. Cs then multiplies Qsc(lz) and Qs to
give estimated peak and total insolation values on each of three

representative days from a given month.

The computer program which implements the flowchart of Fig. 6
is structured to run three times in succession, once for each of
the three values of Cs. The three resulting values of Qae cy 3T
- »

then averaged to give Q .
ae,cv

The entire scheme is repeated for incremental SR to yield
predictions of aae’cv vs, SR such as those shown in Fig. §.9.
Comparison with TRNSYS results demonstrates the high accuracy of
the simplified program. Depicted are the results for the months
of June and December, but compurably close agreement holds for

March and September data as well.

Becguselfhese studies are only for a certain size system, load
p::ot“ilz=s."'v?tg end location, the results are only preliminary
validations of the simple pro&ram. However, the high accuracy
achieved thus far and the apparent adaptability of the program
(e.g., for various load distribntio;s) point toward continued
utilization of the method and perhaps to its eventual use in

actual clamped-voltage system design.

L
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Table 5.1

Constants Used in Egs. 5.1
for Determining I-V Curves

Cells
CONSTANT UNITS
Vi cv2

C, 0.452 0.459 volts
C, 0.00251 0.00236 volts/°C
C, 0.031 0.0246 volts
C, 2.200 0.104 amps .m2/kW
C, 0.0038 -0.00004 amps/°C
Ce 0.0002 8.47x10-° volts/°C
Tr1 28. 51.3 °C
Tp, 273. 2N. °C
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6.0 DISCUSSION, CONCLUSIONS AND SUMMARY
The findings of this study are reviewed and discussed im the
first four sections of this chapter. The last section includes an

example of array and battery sizing for & PV system in two locations.

6.1 Simplation Results

The simulation results discussed in Chapter 2 have been found to
cozrglate well uecing the parameter Ee/I along with either S/;A or
S/nAQs. Qe/L is the ratio of monthly average daily array output
(multiplied by the power conversion efficiency) to the monthly average
daily electrical load. S/;h is the ratio of storage capacity to
effective array area while S/;Aas is thi_EFtio of storage capacity
to array gutput. For a given location, S/':gAQs is a better parameter
than S/nA when array tilt is used to vary the insolatiom on the
array. The parameter S/;A is very useful when considering optimally
tilted arrays or when comparing resmlts for two different locations
that have similarly tilted arrays (i.e., tilts that vary from optimum

for each locetion by a fixed incremeat).

For optimally tilted or similarly tilted arrays, the parametesr
S/;A collapses the data for many locations onto nearly single curves
for equivalent Ee/i, a given load shape and equal daylengths. The
result is analogous to an f-Chart (Ref. 6.1) and yields the fraction
of the electrical load supplied by the PV system as a functiorn of
array size and battery size, for a given diurnal load shape and time

of year (daylength).

Such an fe—CharE shows that storage sizes gresater than that
determined from S/mA ~ 50 W-hrs/(%-m?) do mnot improve system
performance. For example, for 100 m?* of 10% efficienct array,
battery sizes in excess of 50 kW-hrs would never be warranted,
regardless of daylength, geographical location, or, within reasom,
diurnal load shape. Below S/;A = 50 W-hrs/(%.m%), both daylength and

load shape become increasingly important in determining fe‘ The knees
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of the fe versus storage curves depend on both Qe/L and load
shape. But, they typically occur in the range of 20 to 30
W-hrs/(%-m3). These two criteria are useful design ‘‘rules of thumb’’

with regard to storage capacity,

The load shape referred to above is the monthly average diurnal
shape. Obviously, the better the match between the load and the array
output, the higher the solar fraction., However, this study has found
that random fluctuations omn this load shape have little effect onmn
system performance even for the case of no storage. This information

should make simplified design techniques more useful,

Three different battery models were <considered in <che
simulations, but were found to have little effect on overall system
performance. Temperature effects were not included in this study,
because little data exist on the temperature dependence of battery
performance. Available data suggest that batteries which operate in

cold environments would have significant decreases in performance.

Although the simulations conducted here (or any finite number of
simulations) provide wuseful insight into system operation and
sensitivity and a few useful ’'‘rules of thumb,’’ they do not provide a
useful tool to the designer for specific applicationms., For that
purpose one needs a fairly gemeral simplified design technique that
can accommodate arbitrary load shapes and daylengths. Such techniques
were discussed in Chapters 3, 4 and 5 of this report, and are reviewed

in the following sections,

6.2 Simplified Procedure for Predicting Array OQutput

A simplified procedure for predicting array monthly electrical
output was developed in Chapter 3. It works for flat arrays and 2-D
tracked systems which are passively cooled and max—power tracked. The
procedure, estimates a monthly average array efficiency which can be
multiplied by the monthly array insolation to yield monthly electrical

production,
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Input information needed by a designer comsists of mean monthly
temperature, woathly ET values and wiand speed data for the intended
location of the array, momthly collector tilts (for a flat array) and
some reference information om the arrays. This reference information
includes a referemce efficiency at a reference temperature and either
the thermal conductance between the cells and the ambient or the array
NOCT.

The procedure is extremely accurate and easy to use. Although it
can be carried out by hand, it can also be programmed on a hand-held

calcunlator for improved ease of use.

Procedures for calculating imsolation on the array were not
studied here since both calculation schemes and tabular data are

available in the solar field.

6.3 Max—~Power Tracked System Results

In Chapter 4, a simplified desigm procedure was developed which
estimates monthly overall performance of a PV system bhaving a
passively cooled flat PV array. The procedure comsiders the effects
of limitations in storage capacity (including mno storage) and
squivalent ‘‘round trip’’ battery storage efficiencies zs they reduce

the portion of the array output which eventually reaches the load.

The procedure uses long term distributioms of daily imsolation of
the type first introduced by Liu and Jordan (Ref. 6.2) to obtaim an
expected distribution of daily array emergy production. This
distribution, which accounts for the effect of day to day variatioms
on system performance, is used to characterize array performance on
three separate days: a good day, a mediocre day and a poor day. The
instantaneous power output of the array is recomstructed through the
use of a cosine fit based on daylength and the total array output on

eack of the three days.



The daily imteraction between the array output and the load can
be calculated from knowledge of only a few monthly mean values. The
method requires specification of a daily electrical load profile,
battery storage capacity and efficiency along with mean monthly
daylength, mean monthly array output (from Chapter 3), and the KT
value for the month and location under consideration. It is not
restricted to specific load shapes, avoids the need for extensive
weather data, and does not require use of a digital computer. It has

potential for adoption to hand-held calculators.

Based on comparisons with detailed computer simulation results,
the simplified method yields estimates to within a standard deviatiom
of 2.6% (absolute).

6.4 Battery or Voltage—Clamped System Results

Photovoltaic array output from a clamped-voltage system can be
considerably less than that from a max-power tracked system with an
array of equal area. Reduced output for the battery—clamped case
results mainly from improper choce of SR, the number of solar cells
in a series per battery cell in series. However, a clamped-voltage
system with optimum series ratio, SR®, can produce approximately 98%
of the power output by the same size system operated in the max—power
mode. Since the value of SR* varies from month to month, the main

thrust of this work was to predict SR*.

Estimation of SR* by means of a simplified design procedure
akin to those developed for max-power tracked array and system outputs
does not appear to be feasible, because a very simple method cannot
reliably predict array-battery interactions. Instead, a computer
program has been developed which essentially simulates the operation
of the system during three representative days in the given month. A

value of monthly emergy production is obtained for each SR used in

the program.
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The resulting plots of monthly emergy prodmctionm versus SR

compare favorably with TRNSYS simulation results in terms of estimates
of @ and SR, on the basis of 2 preliminary validation study.
Furth::'cg;sting and development of the program should lead to &
simple, inexpensive, and accurate method of clamped-voltage system

design,

6.5 A Sizing Example in Phoenixz and Madison

A commercially available silicon flat array is considered here as
an example of nsing available data and selecting system sizes, A
summary of the specificatioms available in the manufacturer’s data is

giver in Table 6.1.

From items 1 and 2 in Table 6.1 and eq. (3.5), it can be
determined that

B = 0.0039 Ct

Iteme 1 and 3 in Table 6.1 and eq. (3.5), along with § from

above, can be used to show
vy = 0.117,

Items 1 and 4 in Table 6,1 and eq. (3.5), along with f from

above, yield
v = 0.092,

This discrepamcy inm <y results in an extremely small mmcertainty im
any 17 that might be desired. Although <y could be neglected in
eq. (3.5) without significant loss of accuracy, the value of 0.117

will be used here.




Consider placing these arrays in Phoenix, AZ, and Madison, WI, in
order to satisfy 50% of a September average daily load of 35
k¥-hrs/day distributed diurnally much like the baseline load discussed
in Section 2.1.,7. The arrays are south—facing and tilted at the local

latitude (33.4° in Phoenixz and 41.9° in Madison).

There are several combinations of array size and battery capacity
which will yield an £ of 0.5 but Ee/f. = 0.6 and S/mA = 20
W-hrs/(%*m2) will be used here for demonstration (see Fig. 2.7). A
straight-through power conversion efficiency (npc) of 90% will be
considered. The array areas and battery sizes that are necessary in

the tws chosen locations will be determined.

Phoenix: For September, SOLMET data give a long term KT =
0.709. Then from Fig. 3.21

(Tc-Ta) = [0.274 + 1,04 KT] (TNo - T )

CT a, NOCT

L]

[0.274 + 1.04(0.709)] (45 - 20)

25 C.

This value needs no tilt correction since the tilt is nearly optimum

for the month and Cf =1.0.

Also, Fig. 3.8 gives
log Q@ = 0.12,
10§
For September and Phoenix
TM = 31 C.

Equation (3.23a) now yields




n=ng {1- B[(TC—T.) - (Ta—TM) - (Tm_Tr)]

+ v log“ Qs }

0.0992 { 1 - 0.0039 [(25) - (3) - (31-28)]

+ 0.117 (0.12)] }

0.086 = 8.6%
SOLMET data also show for a latitude tilt in September
Q, = 25.7 WI/(day*m?)
= 7,14 k¥¥-hrs/(day-m?),
Thus, to produce a aeli = 0,6, an array area of
A=0.6 E/[npcn—as]
= 0,6(35)/[0.9(0.086)7.14] m?

= 38 m?

wonld be required. To obtain an S/1A = 20 ¥-hrs/(%-m?), a storage
capacity of

20 nA

w
]

[20 W-hrs/(%°m2)](8.58%) (38 m2)

6500 Vi-hrs

wounld be regquired.



Madison: In Madison, for September, KT = 0.509 and TM = 15 C.

Then

(T-T)=20¢C
c a

Tog,, Q@ = 0.27

i¢
n = 0.092 = 9.2%
Also for a latitude tilt
Qs = 17.1 MT/(day-m3)

= 4.75 kW-hrs/(day-m?)

Therefore

>
0

(0.6)(35)/00.9(0.092)4.751/(0.9)(0.092)(4.75) = 53 m3

and

[7,]
]

20 (9.2) (53) W-hrs

9750 W-hrs

Notice that, for the same Qe/L' the array area scales inversely

with the product of monthly average efficiency and array insolatiom,
since

Phx APhx Qs,Phx = Maa AMad Qs,Ma.d
Also note that, for a givem S/nmA, the storage capacity scales with
the product of the monthly efficiency and the array area or inversely

with the array insolation, since

-l



S. /tn. A l=§ /ln A 1
Phx’ ppx “Phx  Mad Mad ~Mad
or
S /S, .= A /In A 1= ./a
Phx" Mad ﬂphx Phx nuad Mad s'Mad s,Phx

The results of Chepter 2 have been used here to coaveniently
predict system performance, but the simplified procedure outlimed in
Chapter 4 could be used if other months or other load shapes were to

be comnsidered.
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Table 6.1

Example of Manufacturer's Data

Array Size* 0.403 m?®
NOCT (at 0.8 kW/m2)* 45°C

Reference Cell* Insolation* Max-Power¥* n*
Condition Temp. kW/m?2 W (%)
°C (typical)
1 28 1.0 40 5.92
2 50 1.0 36.6 9.08
3 45 0.8 29.9 9.15
4 65 0.8 27.4 8.40

*

Taken from manufacturer's data

Calculated from manufacturer's data
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