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i. INTRODUCTION

THE SANDIA MATHEMATICAL PROGRAM L IBRARY (SMPL) IS A COLLECTION OF

GENERAL PURPOSE ROUTINES WHICH ARE PRIMARILY MATHEMATICAL IN NATURE.
THESE ROUTINES ARE OF GOOD QUALITY AND EACH ONE IS MAINTAINED ON AN
IN-HOUSE BASIS. CCNSULTANTS FOR THESE ROUTINES AT SANDIA LIVERMORE

INCLUDE
Rs E+ HUDDLESTON
T. He JEFFERSON
DIVISION 2642 HAS PRIME RESPONSIBILITY FOR THE SANDIA MATHEMATICAL FROGRAM

LIBRARY PROJECT. QUESTICNS REGARDING THZ LIBRARY PROJECT SHOULD BE DIRECTED
TC ONE OF THE FOLLCRING MEMBERS OF THE SANDIA MATHEMATICAL FRCGKAM LIBRARY

PROJECT CCMMITTEE 1@

Me R. SCOTT 2642
Re Eeo JONES 2642
Le Fo SHAMPINE 5122
D. E« AMOS 5122
R. Y. LEE 8322
Re Eo« HUDCLESTON 8322

2e OBTAINING THE ROUTINE

IN SECTION 4, THE ROUTINES ARE GROUPED ACCORDING TO THEIR TASK. HAVING
LOCATED A SUITABLE ROUTINE, ONE TURNS TO SECTION S FOR AN EXPLANATICN OF
THE CALULING SEQUENCE. USING THIS EXPLANATION, HE WRITES THE CALL INTQ
HIS FORTRAN PROGRAM. MOST USERS WILL PROCESS THEIR DECKS WITH A CONTROL
CARD SEQUENCE SUCH AS

-=FORTRAN EXTENDED COMPILER-- -=RUN CCMPILER=--
JO8 CARD JOB CAROD
ACCOUNT CARD ACCCUNT CAROD
FTN. RUN,S.
ATTACHI(MATHF TN, IO=MATHFTN) ATTACH{MATHRUN,IO=MATHRUN)
LDSET(LIB=MATHFTN) LOSET(LIB=MATHRUN)
LGO. LGO.
THE LDSET(LIB=~ecee= ) CARD WILL CAUSE A SEARCH THXOUGH YOUR PROGRAM FOR ANY

CALLS TO SUBROUTINES ON THE MATH LIBRARY AND WILL AUTOMATICALLY LOAD ONLY THOSE
ROUTINES NEEDED INTC YOUR PROGRAM.

3. COMMENTS ON OTHER LIBRARIES

IN ADOITION TO THE ROUTINES ON THE SANOIA MATHEMATICAL FROGRAM L IBRARY
WE HAVE AVAILABLE A LARGE COLLECTION OF WORTHWHILE SUBROUTINES WHICH
ARE NOT SUPPORTED IM THE SAME MANNER AS THOSE OF THE SANDIA LIBRARY.
INFCRMATICN CONCERNING THESE SCGUTINES MAY BE OBTAINED FROM

Re E. HUDDLESTON,

IMsSL -
THE INTERNATIONAL MATHEMATICAL AND STATISTICAL LIERARY (IMSL) IS AN

EXTENSIVE LIARARY WHICH WE RENT, IN PARTICULAR IT HAS A NUMBER OF
STATISTICALLY ORIENTED ROUTINES WHICH ARE NOT AVAILABLE ON THE SANDIA

LIBRARY,

ORNL -
THE OAK RIDGE NATICMAL LABORATCRY LIBRARY



LASL -

THE LOS ALAMOS SCIEMNMIFIC LABORATORY LI3BRARY

AUXLIB -

THE SANDIA AUXILLARY LIBRARY

ARL -

THE APPLIED RESEARCH LABORATORY LIBRARY OF LINEAR ALGEBRA RCUTINES.

HARWELL -

THE LI3RARY OF THE ATOMIC ENERGY RESEARCH ESTABLISHMENT AT
HARWELLs ENGLANEC.

b4, SUBROUTINES GRQUPED ACCORDING TO TASK

RAFSITFER SIS S USRI FER B RN NN
DATA FITTING

CNPFIT

CNPVAL

CNPCOF
SUBRCUTINE CNFFIT CCMPUTES LEAST - SQUAKE POLYNOMIAL FITS TO CATVA SUBJECT
TO CERTAIN CCNSTRAINTS WHICH THE USER MAY MWISH TO IMPGOSE ON THE VALUE
OF THE FIT (ANB ITS DERIVATIVES) AT CERTAIN PCIMNTS, CNPVAL COMPUTES YALUES
OF THE FIT (AND ITS DERIVATIVES) PRODUCcD BY LNPFIT. CNPCOF COMPUTES
THE COZFFICIENTS OF THE FIT.

POLINT

HRMITE

pPOLYVL

POLCOF
SUBROUTINE POULINT CALCULATES THE UNIQUE INTERPOLATING POLYNOMIAL DEFINED
8Y A SET OF DATA. IF THE DATA INCLUDE FUNCTICN VALUES AND DERIVATIVE
VALUES, THEN SUPROUTINE HRMITZ WILL CALCULATE THE INTERPOLATING
POLYNOMIAL. SUBROUTINE PCLYVL CALCULATES THE VALUE OF THE INTERPOLATING
POLYNOMIAL (AND DERIVATIVES) AS PROOUCED 8Y EITHER FOLINT OR HRMITE,
SUBROUTINE PCLGCCF CALCULATES THE COEFFICIENTS OF THE INTERPOLATING
POLYNOMIAL PRCOUCED BY EITHER POLINT OR HRMITE.

POLFIT

PVALUE

PCCEF
SUBROUTINE POLFIT CCMPUTES LEAST-SQUARE PCLYNOMIAL FITS TO DATA USING
ORTHOGONAL POLYNOMIALS FOR AN INTERNAL REPRESENTATION. PVALUE EVALUATES
THE FIT (AND DERIVATIVES) PRODUCED BY POLFIT. PCCEF COMPUTES THE
COEFFICIENTS CF THE FIY FRODUCED 3Y POLFIT.

PSMTHL
SUBROUTINE FSMTH1 IS A CCMPUTATIONAL PRGCEDURE FOR POLYNOMIAL SMOOTHING
OF DATA AND FCR CALCULATING DERIVATIVES FROM A STRING OF DATA. SHORT
STRINGS OF OVERLAFPING DATA ARE USED FOR THE POLYNOMIAL FITS TOGETHER
WITH ROUTINCSS FCR SELECTING THE PROPER DEGREE OF FIT FOR £ACH STRING.

SM00
COMPUTES THE PARAPETERS CF A SMOOTHING SPLINE FIT TO DATA. ESPECIALLY
RECCMMENDED FCR DIFFERENTIATING NOISY DATA.



SPLIFT
COMPUTES THE PARAMETERS OF AN EXACT SPLINE FIT TO DATA.
sPLIN : .
INTEGRATES A CUBIC SPLINE (DEFINED BY SPLIFT, SMOOTH, ETC.)
SPLINT
INTERPOLATES VALUES ON A SPLINE USING PARAMETERS FROM EITHER SPLIFT OR
SMOCTH.
TJMARL :
TJHARL IS A SUBROUTINE OESIGNED FOR NONLINEAR LEAST SQUARES PARAMETER
ESTIMATION. THE PRINCIPAL APPLICATIONS OF THE ROUTINE ARE IN OATA FITTING
AND IN SOLVING SYSTEMS OF SIMULTANEOUS NONLINEAR ALGEBRAIC EQUATICNS,
ALTHCUGH ANY PROBLEM WHICH CAN BE CAST AS THE MINIMIZATION OF THE SUM
OF SQUARES OF ARBITRARY RESIDUAL FUNCTIONS IS APPROPRIATE.
X2 P2 RSS2SR PSSR YS R T 2
EIGENVALUES AND EIGENVECTORS OF MATRICES
(CCNTACT Re €. HUDDLESTON, EXT. 2120, FOR A
MUCH MORE COMPLETE SET OF ROUTINES IF
NEEDED)
CHAA
COMPUTES ALL EIGENVECTORS ANC EIGENVALUES OF A COMPLEX HERMITIAN MATRIX.
CHAN
COMPUTES ALL CF THE EIGENVALUES OF A COMPLEX HERMITIAN MATRIX.
CNAA
COMPUTES ALL EIGENVECTORS AND EIGENVALUES OF A COMPLEX NON - FERMITIAN
MATRIX.
"CNAN
COMPUTES ALL CF THE EIGLNVALUES OF A COMPLEX NON - HERMITIAN MATRIX.
RSAA
COMPUTES ALL EIGENVALUES AND ALL EIGENVECTORS OF A REAL SYMMETRIC MATRIX.
RSAN
COMPUTES ALL OF THE EIGENVALUES OF A REAL SYMMETRIC MATRIX.
RNAA
COMPUTES ALL OF THE EIGENVALUES AND EIGENVECTORS CF A REAL MATRIX.
RNAN
COMPUTES ALL CF THE EIGEANVALUES OF A REAL MATRIX.
222 RSP R2XS L SRS R S R 2R 2 3
FOURIER TRANSFORMS
FOURT
FAST FOURIER TRANSFORM ROUTINE FOR N-DIMENSIOMAL COMPLEX DATA WITH AN
ARBITRARY NUMBER OF VALUES IN EACH ODIMENSION.
FOURTR
PERFORMS A FORWARD FAST FOURIER TRANSFORM ON A ONE-DIMENSIONAL SET OF REAL
DATA. ( SEE DESCRIPTION OF RFFT)
FOURTH
PERFORMS AN INVERSE FAST FOURIER TRANSFORM TO YIELD A ONE-DIMENSIONAL SET
OF REAL VALUES. ( SEE DESCRIPTION OF RFFTI )
RFFT

RFFTI
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RFFT FSRFORMS A FCRWARD FAST FOURIER TRANSFORY ON A ONE-DIMENSICNAL ScT
OF REAL VALUES,

RFFTI PERFORMS AN INVEIRSE FAST FOURIER TRANSFORM TO YIELO A ONE-
DIMENSIONAL S&ET OF REAL VALUES,

$ NOTER

$ THE TASKS PERFORMED EY RFFT AND RFFTI CAN BE PERFCRMED BY FOURTR

3 AND FOURTH. HOWEVZR, RFFT AND RFFTI ARE THREE TC FIVE TIMES FASTER
3 (PARTLY BUE TO THE FACT THAT RFFT AND RFFTI ARE WRITTEN IN THE

$ CDC660C ASSEMALY LANGUAGE)

$333%

YT PR YTRTT S TY LYY FRY ¥
LINEA~ ALGEBRAIC EQUATIONS

CAXEI
SOLVES A SYSTEM OF CCMPLEX LINEAR ALGEBRAIC EQUATIONS, AX = B, AND
OPTICNALLY IMPRGVES THE SOLUTION AND COMPUTES AN ERROK BOUND FOR THE
SOLUTION.
SAXB
SOLVES A SYSTEM OF REAL EQUATJONS, AX = By USING GAUSSIAN ELIMINATION WITH
IMPLICIT SCALING AND ROW PIVOTING., SAX8 REQUIRES LESS TIMt ANC LESS SPACE
THAN SAXRI 8UT FROVIDES LESS ACCURACY.
( SAXB REPLACES SUBROUTINE AXE )
SAXel
SOLVES A SYSTEM OF REAL EQUATIONS, AX = By, USING GAUSSIAN ELIMINATICK WITH
IMPLICIT SCALING, ROW PIVOTING, AND ITERATIVE IMPROVEMENT. SAXBI IS
RECCMMENDED AS THE BEST CHOICE SINCE IT PROVIDES GREATER ACCURACY THAN
SAXB AND ALSC PROVIDES AN ERR(R ESTIMATE. SAXBI DOES REQUIRE MORE TIME AND
SPACE THAN SAXB ,
( SAXBI REPLACES SUBROUTINE AXBI )
ROLZY
EVALUATES THE DETERMINANT OF A EAL MATRIX. NOTE THAT SYSTEMS OF LINEAR
ALGEBRAIC EQUATICNS SHOULD ALWAYS BE SOLVEO DIRECTLY USING SAXSI
OR SAX3 RATHER THAN USING THE SLOWER LESS ACCURATE CRAMERS RULE
WITH DETERMINANY EVALUATION.
FRNBENREARRERFEFFSIFBIN Y
SYSTEMS OF NCMLINEAR ALGEBRAIC EQUATIONS
QN
SOLVES A SYSTEM OF NCNLINEAR ALGEARRAIC EQUATIONS
SRRFFIBSIIEFINCS SIS SRS N
LINEAR PROGRAMMING AND GAME THEORY
LPGAME

AVINT

LPGAME IS A MULTI-PURPOSE ROUTINE WHICH CAN BE USED TC SOLVE LINEAR
- PPOGRAMMING PROBLEMS OR TWO-PERSON GAMES.

¥RV FISHIRSFRIRIRERBRA SN

NUMERICAL GUAORATURE (NUMERICAL EVALUATION
CF DEFINITE INTEGRALS)



GAUSS

QNC3

QNC7

SICONT

SPLIQ

SSORT

GERK

00E

QOERT

RKF

STEPL

SUPORT

11

INTEGRATION CF TABULATED DATA. A METHOD OF OVERLAPPING
PARABOLAS IS USED,

ADAPTIVE INTEGRATION USING 8 POINT GAUSS-LEGENDRE QUACRAGURE FOR HIGH
ACCURACY OR FOR SMOOTH FUNCTIONS.

ADAPTIVE INTEGRATION USING 3 POINT NEWTON COTES ALGORITHM (SIMPSON£S RULE)
FOR RELATIVELY LOW ACCURACY ON ROUGH FUNCTIONS.

ADAPTIVE INTEGRATION USING 7 POINT NEWTON COTES ALGCRITHM FOR MOOERATE
ACCURACY. QNC7 IS OFTEN THE PREFERABLE CHOICE FOR A WIDE CLASS OF
FUNCT IONS ANC ACCURACIES ON THE COC 6600.

INTEGRATION GF FUNCTIONS CONTAINING AN EXPLICIT SIN(HWT) OR COS(WT) IN THE
INTEGRAND,

INTEGRATES A CUBIC SPLINE (OEFINED BY SPLIFT, SMOOTH, ETC,)

FENRENSSRIBE SIS BS RSN
NUMERICAL SORTING

SORTS AN ARRAY OF REAL VALUES IN EITHER ASCENDING OR DESCENDING NUMERICAL
ORDER AND OPTICMALLY CARRIES ALONG A SECOND ARRAY OF KEAL VALUES.,

SRIEBBERSIRSSIEI G FENE IS
ORDINARY DIFFERENTIAL EQUATIOANS

GERK IS DESIGNED TO SOLVE SYSTEMS OF DIFFERENTIAL EQUATIONS WHEMN IT IS
IMPCRTANT TO HAVE A READILY AVAILABLE GLOBAL ERROR ESTIMATE.

VARIA fLE STEP~-SIZE, VARIABLE ORDER PREDICTOR CORRECTOR METHOD, THIS THE
RECOMMENDOED ROUTINE.

INTEGRATES A SYSTEM OF ORDIMNARY DIFFERENTIAL EQUATIONS.
INTEGRATION CONTINUES UNTIL A ZERO OF A USER DEFINED LINEAR OF
NONLINEAR FUNCTION OF THE DEPENDENT VARIABLES IS LOCATZO.

RKF IS A RUNGE-KUTTA=-FEHLBERG SCHEME FOR SOLVING NON-STIFF OIFFERENTIAL
EQUAT IONS WHEN DERIVATIVE EVALUATIONS ARE CHEAP., RKF SHOULD GENERALLY
NOT BE USED WHEN HIGH ACCURACY IS DEMANDED. SUBROUTINE 0Dt IS PREFERRED

IN THESE CASES. .

SUBROUTINE STEPL IS NORMALLY USEOD INDIRECTLY THROUGH SUBROUTINE ODc.
BECAUSE ODE SUFFICES FOR MOST PROSBLEMS AND IS MUCH EASIER TO USE, USING
ODE SHOULD BE CONSIDERED BEFORE USING STEP1 ALONE.

SOLVES A LINEAR TWO=-POINT BOUNDARY VALUE PRCBLEM.

YT YT YT IRV YRV VY VYR Y Y
SPECIAL FUNCTIONS
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BESI
8ESI COMPUTES AN N MEMBER SEQUENCZ OF I BESSEL FUNCTIGNS
I/SU (ALPHA+K-1)/(X)y K=15240e09sN OR SCALED BESSEL FUNCTIONS FOR
NON-NEGATIVE ALPHA AND X,

BESTOL
I 8ESSSL FUNCTIONS OF ORDER CNE OR TWC FOR REAL ARGUMENTS

- BESKO1
K RESSZL FUNCTICNS OF ORDER ONE OR TWO FOR REAL ARGUMENTS

BESY01
Y BESSEL FUNCTICNS OF ORDER ONE O TWO FO® REAL ARGUMENTS

nESJ0L
J BESSEL FUNCTICNS OF ORDER ONE OR TWO FOR REAL ARGUMENTS

BESJ
BESJ COMPUTES AN N MEMBER SEQUENCE OF J BESSEL FUNCTIONS
J/SUB (ALPHA+K=1)/(X)y K=142yseesN FOR NON-NEGATIVE ALPHA AND X.

BESKN
BESKN COMPUTES AN N MEMSER SEQUENCE OF INTEGER ORDER K BESSEL FUNCTIOAS
K/SUB(NU+I=1)/(X), OR SCALED EESSEL FUNCTIONS, FGR REAL X +GT. 0 AND A
NON-NEGATIVE INTEGER NU.

BESYN :
BESYN COMPUTES AN N MEMZER SEQUENCE OF INTEGER ORDER Y BESSEL FUNCTIONS
Y/SUB(NU4I-1)/(X), OR SCALED BESSZL FUNCTIONS, FOR REAL X «GT. 0 AND A
NON-NEGATIVE INTEGER NU.

COSH
HYPERROLIC COSIME FUNCTICN.

ERF
THE ERROR FUNCTION  2/SQRT(PI) *{ INTEGRAL FRCM 0 TC X OF

EXP(-T**2) OT )

ERFC

THE COMPLEMENTARY ERROR FUNCTION  2/SGRT(PI) *( INTEGRAL FRCM X TO
INFINITY CF EXP(-T%%2) DT )
ERFC CAN ALSC BE USED TO EVALUATE THE NCRMAL FROBABILITY INTEGRAL.

GAMLN
GAMLN COMPUTES THE NATURAL LOG OF THE GAMMA FUNCTION FOR REAL POSITIVE
ARGUMENTS,

GAVMMA
GAMMA FUNCTICN FOR A REAL ARGUMENT (ACTUALLY A SUBROUTINE) .

GAMMAZ
GAMMA FUNCTICN FOR A COMPLEX ARGUMENT (ACTUALLY A SUBROUTINE) .

SINH
HYPERROLIC SINE FUNCTION.

FEFLNFERENTEREFFERLRVEN Y
ZERCS OF FUNCTIONS AND OPTIMIZATICN

MINA
SEARCHES FOR A MINIMUM OF A REAL VALUED FUNCTION OF SEVERAL VARIABLES IN A
REGION. ~

SIMIN
MINIMIZES A REAL FUNCTION OF TWO OR MORE REAL VARIASLES

ZEPOIN

SEARCHES FOR A ZERQO OF A REAL VALUED FUNCTION OF CNE VARIABLE IN AN
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INTZRVAL USING AN SFFICIENT CCMBINATION OF EISECTION AND SECANT METHCO.

ALSO SEE TJUMAFL LISTED UNDER OUATA FITTING FOR SOLVING SYSTEMS OF NONLINEAR
ALGEBRAIC EQUATICNS AND FOR FMINIMIZING THE SUM OF SQUARES OF RESIOUALS.

T IS RIS P IR ER Y PRI RS Y Y )
ZERGCS OF POLYNOMIALS

CBND2
COMPUTES A POSTERIORI ERRCR BOUNDS AND CLUSTER COUNTS FOR APPROXIMATE
ZERCS OF A FCLYNCMIAL WITH CCMPLEX COEFFICIENYTS. IT IS RECCMMENOED THAT
CBND2 A9E USED TC DETEAMINE THZ ACCURACY ANDO PROEASLE MULTIPLICITY OF ZEROS

COMPUTZED BY CFQR.

CPCR
COMPUTES AtLL CF THE ZZIRCS (EOTH REAL AND COMPLEX) OF A FOLYNOMIAL WITH
COMPLEX COEFFICIENTS AND OF DEGREE LESS THAN 20.

RANC2
COMPUTES A PCSTERIORI ERROR BCUNDS ANO CLUSTER COUNTS FCR APPROXIMATE
ZEROS OF A PCLYNCMIAL WITH REAL COEFFICIENTS. IT IS RECOMMENDED THAT
RBNO2 SE USED TC DETERMINE THE ACCURACY AND PROBABLE MULTIPLICITY OF ZEROS
COMPUTED BY RPQR.

RPCR
COMPUTES ALL CF THE ZEROS (BOTH REAL ANO COMPLEX) OF A POLYNOMIAL WITH
REAL COEFFICIENTS AND DEGREE LESS THAN 20,

(XL S EL R LA SRS LS SRS X 2L R 22

LIBRARY ERRCR CHECK ROUTINE ANO UST= OPTIONS

ERXSET
ERXSET SETS THZ STATE OF TWO PARAMETERS IN THE LIBRARY ERNOR CHECK
ROUTINE WHICH CCNTRGL THE PRINTING OF ODIAGNOSTIC MZSSAGES AND THE
TERMINATION OF EXZCUTION OF THE USER2S PROGRAM, IN PARTICULAR, BY CALLING
ERXSET THE USER MAY MAK:S MATHLIB MESSAGES NONFATAL. (SEE ERRCHK FOR
USAGE INFORMATICN,)

ERRCHK
ERPRCHK PROCESSES MESSAGTS FRCP OTHER ROUTINES IN THE MATHLIB FILE, SUCH
MESSAGES ARE MNGRMALLY FATAL ERRORS UNMLESS THE NONFATAL MODE WAS SELECTED
PPEVICUSLY BY CALLING ERRSET. USUALLY ERRCHK IS NOT CALLED ODIRZCTLY 8Y
THE USZER.

ERRGET
ETRGET RETURNS THE VALUES OF TWC PARAMETERS CONTAINED WITHIN THE LIBRARY
ERRCR CHECKX RCUTINE. THIS,y TOGETHER WITH ERRSET, PERMITS THE USER TO
DEZTERMINE THE STATE OF THE PARAMETERS, TO CHANG: THEM, AND THEN TO RESTORE
THEM T0O THEIR ORIGINAL STATE. (ScE ERRCHK FOR USAGE INFORMATION.)
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Se CALLING SEQUENCES FOR SUBROUTINES ( ALPHABETICAL ORDER )

AVINT AVINT AVINT AVINT AVINT AVINT AVINT AVINT
R YTy Yy IR Ty Py P YNy Sy YY)
L I Ry Y R Y Y Y S PR YR YL
FEEBRIF SR RIRSIRSR IR
s rsvesnERE

SUBROUTINE AVINT (XeY4NyXLOyXUP,ANS, IERR)
SANDIA MATHEMATICAL PROGRAM LIERARY

CONSULTANTS AT SLL INCLUDE -
R. Eo. HUDDLESTON -~ DIVISION 8322
Te He JEFFERSON - OIVISION 8322

ORIGINAL PROGRAM FROM *NUMERICAL INTEGRATION*® BY DAVIS+RABINOWITZ.
ADAPTATION ANO MCOIFICATICGNS FCR SANDIA MATHEMATICAL PROGRAM
LIBRARY BY RONDALL E JONES.

ABSTRACT
AVINT INTEGRATES A FUNCTIOM TABULATED AT ARBITRARILY SPACED

ABSCISSAS. THE LIMITS OF INTEGRATION NEED NOT COINCIDE
WITH THE TABULATED ABSCISSAS.

A METHOD OF CVERLAFPING PARABOLAS FITTED TO THE DATA IS USED
PROVIDED THAT THERE ARE AT LEAST 3 ABSCISSAS BETWEEN THE
LIMITS OF INTEGRATION, AVINT ALSO HANDLES TWQ SPECIAL CASES.
IF THE LIMITS OF INTEGRATION ARE EQUAL, AV INT RETURNS A RESULT
OF ZERO REGARDLESS OF THE NUMBER OF TABULATED VALUES.

IF THERE ARE ONLY TWC FUNCTION VALUES, AVINT USES THE

TRAPEZOIOD RULE.

DESCRIFTICN OF PARAMETERS
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST

X{N)y Y (N)
INFUT-~=
X - REAL ARRAY CF ABSCISSAS, WHICH MUST BE IN INCREASING
ORCER.,
Y - REAL ARRAY OF FUNCTIONAL VALUES. I.Esy Y(I)=FUNC(X(I))
N - THE INTEGER NUMBER OF FUNCTION VALUES SUPPLIED.

N «GE« 2 UNLESS XLO = XUP.
XLO -~ REAL LOWER LIMIT OF INTEGRATION
XUP -~ REAL UPPER LIMIT OF INTEGRATION., MUST HAVE XLOJLE.XUP.

CUTPUT-~ -
ANS - COMPUTED APPROXIMATE VALUE OF INTEGRAL
IERR -~ A STATUS COBE
~«NCRMAL CODE
=4 MEANS THE REQUESTED INTEGRATION WAS PERFCRMED.
-~ ABNCORNMAL CGODES
=2 MEANS XUP WAS LESS THAN XLO.
=3 MEANS THE NUMBER OF X(I) BETWEEN XLO AND XUP
(INCLUSIVE) WAS LESS THAN 3 AND NEITHER CF THE TwWO
SPECIAL CASES DESCRIBED IN THE ABSTRACT OCCURRED.
NO INTEGRATION WAS PERFORMED.
=4 MEANS THE RESTRICTION X(I4+1).GT.X(I) WAS VIQLATED.
=5 MEANS THE NUMBER N OF FUNCTION VALUES WAS LT, 2.
ANS IS SET TO ZERC IF IERR=2,3+4,0° 5.

AVINT IS DOCUMENTED COMPLETELY IN SC~M-59-335
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BESI BESI BESI BESI 8ESI EESI
R AN RUE RS ISR IU RIS ER SIS IS SN R S AN NS

LRSS RSS2SR S E RS SR 2 2 2
FREFNFEFFFFEREFEREES
¥REEFERRLENE

SUBROUTINE BESTI(XyALPHA+KODEsNoY NZ}
SANDIA MATHEMATICAL FROGRAM LIBRARY
CONSULTANTS AT StLL INCLUDE =~
Re E+ HUDDLESTON = DIVISION 8322
Te Hoe JEFFERSON - DIVISION 8322
WRITYEN BY D, E. AMOS AND S. L. DANIEL, JANUARY,1975,
REFERENCE SAND-75-0152

ABSTRACT
8EST COMPUTES AN N MEMBER SEQUENCE OF 1 BESSEL FUNCTIONS

[1]
[l
[%]
L]
[y+]
m
w
-

I/SUB(ALPHA+K=1)/7(X)y K=1seee9N OR SCALED BESSEL FUNCTIONS
EXP(=X)*T/SUELALPHA#K=11/7(X) sy K=1yeeeoN FOR NON=-NEGATIVE ALPHA
AND X. A COMEINATICN GF THE POWER SERIES, THE ASYMPTOTIC
EXPANSION FCR X TO INFINITY, AND THE UNIFORM ASYMPTOTIC
EXPANSIOM FCR NU TC INFINITY ARE APPLIED OVER SUBDIVISIONS OF
THE (NU4X) PLANE, FOR VALUES NOT COVERED BY ONE OF THESE
FORMULAE, THE ORDER IS INCRSMENTED BY AN INTEGER SC THAT ONE
CF THESE FCRMULAE APPLY, BACKWARD RECURSIOMN IS USED TO REDUCE
CROZRS B8Y INTEGE®? VALUES. THE ASYMPTOTIC EXPANSION FCR X TG
INFINITY IS USED CONLY WHEN THE ENTIRE SEQUENCE (SPECIFICALLY
THE LAST MEMEER) LIES WITHIN THE REGION COVERZID RY THE
EXPANSTION, LEADING TERMS CF THESE EXFPANSIOMNS ARE USED TO TEST
FCR OVER CR UNDERFLOW WHER:> APPROPRIATE, IF A SEQUENCE IS
REQUESTED AND THE LAST MEMBER WOULD UNDERFLOW, THE RESULT IS
SET TO ZERC AND THE NEXT LOWER ORDER TRIEC, ETCes UNTIL A
MEMIER COMES CN SCALE OR ALL ARE SET TC ZERO. AN OVERFLOW
CANNOT OCCLR WITH SCALING. RZST CALLS FUNCTICN GAMLN.

DESCRIPTION OF ARGUMENTS

INPUT
X = X+GESL
ALPHA -~ ORDER OF FIRST MEMBER CF THE SEGUENCE,2 ALFHAGE.O
KNDE ~ A PARANMETER TO INDICATE THE SCALINMNG OPTION
K0DE=1 RETURNS
Y{K)= I/SUB(ALPHA+K=-1)/ (X)),
K=1yeee9N
KODE=2 RETURNS
Y(KI=EXP(=X)*I/SUB(ALPHA+K=11/(X),

K=1y9sse9N
N - NUMBER OF MEMBERS IN THE SEQUENCE, N.GE.1
o]V RRAVAS

Y - A VECTOR WHQOSE FIRST N COMPONENTS CCONTAIN
VALUES FORF I/SUB(ALPHA+K-1)}/(X) OR SCALED
VALUES FOR EXP{-X)*I/SUB(ALPHA+K=-1}/(X),
K=1yeaeyN DEPENDING ON KOODE

N7 - NUMBER OF CCMPONENTS OF Y SET TC Z:ERO OUE TO

UNDERFLCHW,

N2=3 + NCRMAL RETURN, GCMPUTATICN GOMPLETED

NZ.NE.C8y LAST NZ COMPONENTS OF Y SET TO Z5RO,
Y(K)=0os9y K=N=NZt1seeesNs

ERROR CONDITICHMS

IMFROFER INPLY ARGUMEANTS - A FATAL ERROR
OVERFLOW WITH KODE=1 - A FATAL ERROK
LNDZRFLOR - A NON=-FATAL EFRORINZ.NE.G)
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BESIO1 8€S101 BESIO1 BESION1 BESIOY BESIOL BESIO1
X2 R e R S Y YIS SR PY Y

(ARSI AT R RS2SR R 2 2 X 2
LIS R 2SS 22 2 22
L2 222 XX 22

FUNCTICN BESIO1(X4.NU,KODE)
SANDIA MATHEMATICAL PROGRAM LISRARY

CONSULTANTS AT SLL INGCLUDE -
Re Eo HUDDLESTON - CIVISION 8322
T. He JEFFERSON - DIVISION 8322

WRITTEN BY D.E. AMOS AND S.L. DANIEL, FEBRUARY 41974,
REFERENCE SAND-75-0149

ABSTRACT
BESIO1 COMPUTES BESSEL FUNCTIONS I/SUB(NU)/ZIX), NU=0 OR 1
OR SCALED BESSEL FUNCTIONS EXP(=ABS{X))*I/SUB(NU}/(X),
NU=(0 OR 1 FOR REAL X. CHEBYSHEV SUMSs ASYMFTOTICALLY SCALED
FOR SMALL AND LARGE ABS(X), ARE USED ON INTERVALS QGeLE«XelLEslky
bolToeXosLEeBy AND XGT .8+ THE SIGN IS FIXED ACCORDING TO THE
EVENNESS OR ODCNESS OF THE FUNCTION. THE OVERFLOW TEST IS MADE
ON ABS{X).LEL.ELIM WITH ELIM=667.

DESCRIPTICN OF ARGUMENTS

INPUT
X - ABS(X) +LE.E67. FOR KODE=1y UNRESTRICTED FCR KODE=2
NU - ORDER DESIREDy NU=0 OR 1
KODE - A PARAMETER TC INDICATE THE SCALING OPTION
KODE=1 RETURNS ANS= I/SUBINUD/Z(X)y NU=0 OR 1
KODE=2 RETURNS ANS=EXP(-X)*I/SUB(NU)/(X)y NU=0 OR 1
ouTPUY
BESI01 - I BESSEL FUNCTION OF ORDER NU AT X SCALED ACCORCING

T0 KOOt

ERROR CONDITIOANS
IMPROPER INPUT ARGUMENTS - A FATAL ERROR
OVERFLOW FCR KODE=1 - A FATAL ERROR

BESJ BESJ BESJ BESJ BESJ BESJ BESJ BESJ BESJ

A XL X RIS SRR RS2SRSS SRS RS R R R 2 3
LY XY E Y P YNy P Py YT YRV Y Y
(A XL RS2 X XSRS 2 2 X 2 2 3
(2R S22 X2 XX

SUBRCUTINE BESJ(XsALPHA4N,4Y 4NZ)
SANDOTA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INGLUDE - - - =
Re Es+ HUDDLESTON - DIVISION 8322
Te He JEFFERSON - OIVISION 8322

WRITTEN BY D.E. AMOS, SeL. DANIEL AND M.K. WESTON, JANUARY, 1975,
REFERENCE SAND~75-0147 '

ABSTRACT
BESJ COMPUTES AN N MEMBER SEQUENCE OF J BESSEL FUNCTIONS
J/SUB(ALPHA#K=1) /(X}y K=1s.409N FOR NON-NEGATIVE ALPHA AND X.
A COMBINATION OF THE POWER SERIES, THE ASYMPTOTIC EXPANSION
FOR X TO INFINITY AND THE UNIFORM ASYMPTOTIC €XPANSICN FOR
NU TO INFINITY ARE APPLIED OVER SUBOIVISIONS OF THE (NU+X)
PLANE. FOR VALUES OF (NU,X) NOT COVERED BY ONE OF THESE
FORMULAE, THE ORDER IS INCREMENTED OR DECREMENTED BY INTEGER
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VALUES INTO A REGION WHERE ONE OF THE FORMULAE AFPLY. BACKWARD
RECURSION IS APPLIED TO REDUCE ORDERS BY INTEGER VALUES EXCEPT
WHERE THE ENTIRE SEQUENCE LIES IN THE OSCILLATORY REGION. IN
THIS CASE FORWARD RECURSION IS STABLE AND VALUES FROM THE
ASYMPTOTIC EXPANSION FOR X TO INFINITY START THE RECURSION
WHEN IT IS EFFICIENT TO DO SO. LEADING TERMS OF THE SERIES AND
UNIFCORM EXFANSION ARE TESTED FOR UNDERFLOW. IF A SEQUENGCE IS
REQUESTED ANC THE LAST MEMBER WOULD UNDERFLOW, THE RESULT IS
SET TO ZERC AND THE NEXT LOWER ORDER TRIED, ETC.s UNTIL A
MEMBER COFES CN SCALE OR ALL MEMBERS ARE SET TO ZERO. OVERFLOW
CANNOT OCCUR. BESJ CALLS SUBROUTINE JAIRY AND FUNCTION GAMLN.

DESCRIPTICON CF ARGUMENTS

INFUY
X - XeGELD
ALPHA - ORDER OF FIRST MEMBER OF THE SECUENCE, ALPHA,GE.O
N - NUMBER CF MEMBERS IN THE SEQUENCE, NeGE.1
ouUTPUT !
Y - A VECTOR WHOSE FIRST N COMPONENTS CONTAIN
VALUES FOR J/SUB(ALPHA4K=1)/(X)y K=1geeesN
NZ - NUMBER OF COMPONENTS OF Y SET TG ZERO DUE TO
UNDERFL (N,

NZ=0 s NORMAL RETURN, COMPUTATICN COMPLETED
NZoNE.Lly LAST NZ COMPONENTS OF Y SET TO ZERO,
Y(K)=B., K=N-NZ*1....,N.

ERROR CONDITICNS
IMPROPER INPLT ARGUMENTS = A FATAL ERROR
UNCERFLOW = A NON-FATAL ERROR{NZ.NE.D)

BESJOY RESJOL BESJO1 EESJO1L EESJC1 EESJC1 EESJS1
DYy e T T Py Ty TS Yy F T FY

LRSI TSRS RIS 222 RS2 S R X 2
SRS EXBBRIEINNSFRESNEY
SR FELEREEEY

FUNCTION BESJG1(X,NU)
SANDIA MATHEMATICAL PRCGRAY¥ LISRARY

CCNSULTANTS AT SLL INCLUDE -
Re Es HUCDLESTON ~ OIVISION 8322
T He JEFFERSON - DIVISION 8322

WRITTEN BY D.E. AMOS AND Se.tL. DANIEL, FEBRUARY 1974
REFERENCE SAND-7E5-0148

ARSTRAGT
BESJOL COMPUTES BESSEL FUNCTIONS J/SUB(NU) /(X), NU=3 OR 1
FOR REAL, UNRESTRICTED X. RATIONAL CHEBYSHEV APPROXIMATIONS,
ASYMPTOTICALLY SCALED FOR SMALL AND LARGE ABS(X), ARE USED ON
BoLZeXeLEeBy AND X.GT 8+ THE SIGN IS FIXED ACCORDING TO THE
EVENNESS CR ODCNESS OF THE FUNCTION.

DESCRIPTION OF ARGUMENTS

INFUT

X = UNRESTRICTED .

NU - ORDER DESIRED, NU=0 OR 1
ouUTPUT

8B2SJ01 - J BESSEL FUNCTION OF OROER NU AT X

ERROR CONDITICANS
IMFROPER INPUT ARGUMINTS - A FATAL ERROR
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RESKN BESKN BESKN BESKN BESKN BESKN BESKN
ERFIR A SSF IR SIS RF SRS RIS SRS SF SRS SRR

LA R IS SIS TR SIS S S SR 22 2 2 2
LT ISR L E RS RS2 S 22 2 22
LA S22 L2

SUBROUTINE BESKN (XyNU,KOCEWN,Y4N2)
SANDIA MATHEMATICAL PRCGRAM LIBRARY
CONSULTANTS AT SLL INCLUDE -
Re E« HUDDLESTON -~ DIVISION 8322
T. Hse JEFFERSON - BIVISION 8322
WRITTEN BY D.E. AMOS AND S.L. OANIELs FEBRUARY 1974,
REFERENCE SAND-75-0151

ABSTRACT

BESKN

BESKN IMFLEMENTS FORWARD RECURSION ON THE THREE TERM

RECURSION RELATION FOR A SEQUENCE OF INTEGER CRDER BESSEL
FUNCTIONS K/SUB(NU+I-1)/(X)y O SCALED BESSEL FUNCTICNS EXPIX)
*X/SUBINU+I~1)/(X)s I=19eeesN FOR REAL X GTo.0 AND A
NON-NEGATIVE INTEGER NUe 1IF NU+LT.NULIM, OROERS 0 AND 1 ARE
OBTAINED FROM FUNCTION BESKOL TO START THE RECURSION. IF
NU.GEJNULIMy THE UNIFCRM ASYMPTOTIC EXPANSION IS USED FOR
ORCERS NU AND NU+1 TO START THE RECURSION. NULINM IS 35 OR

70 DEPENDING ON WHETHER N=1 OR N.GE.2. UNDER AND OVERFLOW
TESTS ARE MADE ON THE LEADING TERM OF THE ASYMPTOTIC EXPANSICN
BEFORE ANY EXTENSIVE COMPUTATION IS DONE. BESKN CALLS FUNCTICN
BESK01 AND SURROUTINE ASKEBES. BESKG1 CALLS BESIOi.

DESCRIFTION OF ARGUMENTS

INPUT
X = XeGTel0

NU « ORDER OF THE INITIAL K FUNCTIONs NU=04919290¢cs
KODE - A PARAMETER TC INDICATE THE SCALING OPTION
KODE=1 RETURNS Y(K)= K/SUB(NU+I=-1)/7(X),
I=19eee9N
KODE=2 RETURNS Y(K)=EXP(X)*K/SUBINU+I-1)/(X),
I=14e009N
N - NUMBER OF MEMBERS IN THE SEQUENCE, NJGE.1
ouTPUY
Y - A VECTOR WHOSE FIRST N COMPONENTS CONTAIN VALUES
FOR THE SEQUENCE
Y({I)= K/SUBINU+I=-1)/(X)y I=1seeesh OR

YUI)ZEXP(XI*K/SUBINU4I=1)/(X)y I=1reeesN
DEPENDING CN KOODE
NZ = NUMBER OF COMFONENTS OF Y SET TO ZERO DUE ToO
UNDERFLCW WITH KODE=1,
NZ=9 sy NORMAL RETURN, COMPUTATICN COMPLETED
NZ,NE.Gs FIRST NZ COMPONENTS OF Y SET TO ZERO
ODUE TO UNDERFLOW, Y(K)=Dey K=19eoe9NZ

ERROR CONDITIONMNS

IMPROFER INPUT ARGUMENTS - A FATAL ERROR
OVERFLOW - A FATAL ERKOR
LUNDERFLOW NWITH KODE=1 - A NON-FATAL ERROR(NZ.NE.D)
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BESKO1 AESKO1 BESKO1L BESKO1 BESKO1 BESKG1L EESKG1
I Ly ey Y S E PR P PR R Y

IZEX RS2SRSS 2SS SR 22 2 2 3
LR AR S A2 A2 222 S T2 2222
¥R XSV FEFER

FUNCTICN BESKO1({XsNU,KODEWN2Z)
SANDIA MATHEMATICAL PRCGRAM LIBRARY

CONSULTANYS AT SLL INGCLUDE -
Re E+ HUDDLESTON =~ CIVISION 8322
Te He JEFFERSON - DIVISION 8322

WRITTEN BY D.E, AMOS AND S.L. DANIELs FEBRUARY 1974,
REFERENCE SAND-75-0149

ABSTRACT
FESKO1 COMPUTES BESSEL FUNCTIONS K/SUB(NU) 7(X), NU=0 OR 1
OR SCALED BESSEL FUNCTIONS EXPIX)*K/SUB(NU)/(X),
NU=0 OR 1 FOR XeGT.0. CHEBYSHEV EXPANSIONS, PROPERLY SCALED
FOR SMALL AND LARGE Xy ARE USED ON INTERVALS B.LTeXeLEe2,
2eLToXeLESy AND XoGTo5. THE UNDERFLOW TEST IS MADE ON
XoeLEJELIM WITH ELIM=€67, BESKOL1 CALLS FUNCTICN BESIOi.

DESCRIPTICN OF ARGUMENTS

INFUT
X - 0.LT.X.LE+€67. FOR KODE=1,4 X.GT.8 FOR KODE=2
NU - ORDER DESIREDs NU=0 OR 1
KODE - A PARAMETTR TC INDICATE THE SCALING OPTION
KODE=1 RETURNS ANS= K/SUB(NU) 7(X)y NU=) OR 1
KODE=2 RETURNS ANS=EXP(X) *K/SUB(NU)/7(X),y NU=0 OR 1
QuUTPUT
BESK01 - K BESSEL FUNCTICN OF CRDER NU AT X SCALED ACCORTING
T0 KOOE
NZ = UNDERFLCW INDICATOR

NZ=9Q s NORMAL RETURN, COMPUTATICN COMPLETED
N2.NE+dy ANS SET TO ZERO OUE TO UNDERFLCW WITH
KODE=1 AND X.GT.667
ERROR CONDITICAS
IMPROPER INPUT ARGUMENTS - A FATAL ERROR
UNDERFLOW WITH KODE=1 = A NON=-FATAL ERROR(NZ.NE.O)

BESYN BESYN BESYN BESYN 3ESYN BESYN BESYN BESYN
Y F ey e )

FRRBEBSFIRIFSBFEINETIAEELRIRINENS
FEFFIRAGCBFEERLEFEIERS
SREBERERES

SUBROUTINE BESYN(X,NUsN,Y)
SANDIA HATHEMATICAL FPROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re E+ HUCOLESTON - DIVISION 8322
T. He JEFFERSON - DIVISION 8322

WRITTEN BY D.E. AMOS AND S.L. DANIEL, FEBRUARY 419374,
REFERENCE SAND-7%-0150

ABSTRACT
EESYN IMPLEMENTS FORWARD RECURSION ON THE THREE TERM
RECURSION RELATION FOR A SEQUENCE OF INTEGER ORDER BESSEL
FUNCTIONS Y/SUB(INU+K=11/(X}ys K=1yseeesN FOR REAL X.GTo.G AND A
NON-NEGATIVE INTEGER NU, IF NU.LT.NULIM, ORDERS 0 AND 1 ARE
OBTAINED FROM FUNCTIOMN 8ESY0L TO START THE RECURSICN. IF
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NUSGE.NULINM, THE UNIFCRM ASYMPTOTIC EXPANSIOM IS USED FOR
ORDERS NU AND NU+1 TO START RECURSION. NULIM=100 RESTRICTS
FORWARD RECURSION TO RETAIN ACCURACY, AN OVERFLOW TEST IS
MADE ON THE LEADING TERM OF THE ASYMPTOTIC EXPANSION BEFQRE
ANY EXTENSIVE COMPUTATION IS DONE., BESYN CALLS FUNGCTION BESYO1

AND SUBROUTINE ASYBES. BESYG1 CALLS FUNCTICN 8ESJ01.
CALLS SUBROUTINE YBAIRY.

DESCRIPTICN CF ARGUMENTS

ASYBE £

INPUT
X - XeGTe O
NU - ORDER OF THE INITIAL Y FUNCTION, NU=0,1429000
N - NUMBER OF MEMBERS IN THE SEQUENCEs N.GE.1
QUTPUT
Y - A VECTOR WHOSE FIRST N COMPONENTS CCNTAIN VALUES

FOR Y(K)=Y/SUB(NU#K=~1)/7(X)y K=19ese9sN

ERROR CONDITIGANS
IMPROPER INPUT ARGUMENTS - A FATAL ERROR
CVERFLCW - A FATAL ERROR

BESYO01 BESYO01 BESYOD1 BESYO1 BESYO1 BESYO1

LA ARSI LSS 2 A RS R RS TR LIS 2 RS R X S X 222
SUBTRSILVSIVREBVSTREPBESREREEE
SBERFFRRSIRBIBIRLIRN
¥8 BRI RERY

FUNCTION BESYQJ1(XyeNU,ANSJ)
SANDIA MATHEMATICAL PROGRAM LIBRARY
CONSULTANTS AT SLL INCLUDE -
Re E. HUDDLESTON =~ CIVISION 8322
Te He JEFFERSON - DIVISION 8322
WRITTEN BY D.E, AMOS AND S.L. DANIEL, FEBRUARY,1974
REFERENCE SAND-75-0148

ABSTRACT
BESYOL COMFUTES BESSEL FUNCTIONS J/SUBINU)/(X) AND

Y/SUBINUY/(X}y NU=0 OF & FOR XsGT.Gs RATIOMAL CHEBYSHEV

BESY01

APPROXIMATIONS, ASYMPTOTICALLY SCALED FOR SMALL AND LARGE X,
ARE USED ON INTERVALS DeLE«XeLEs8 AND X.GT48., THE COST IN
RETURNING J/SUB(NU)/(X) IS MINIMAL SINCE THIS FUNCTICN IS

NEEDED IN THE ASYMPTOTIC FORM FOR JeLToX.LEe8 AND ONLY
REQUIRES A REARRANGEMENT OF 4 FACTORS NEEDED FOR XeGTa8e

€ESY01 CALLS FUNCTION BESJO1.

DESCRIPTICN OF ARGUMENTS

- INPUT B -
X - XCGTIOQ
NU ~ ORDER DESIRED, NU=0 OR 1
QuUTPUT
BESY0L -~ Y BESSEL FUNCTION OF ORDER NU AT X
ANSJ - J BESSEL FUNCTION OF CRDER NU AT X

ERROR CONDITIONS
IMFROPER INPUT ARGUMENTS - A FATAL ERROR
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CAXBI CAXBI CAXBI CAXBI CAXBI CAXBI CAXB1 CAX8I
Ly Y Ty Ny Y Y SIS SRSy Y

(S22 2R RS A2 LSS IS S L A 2 X 8 2 3
FRBFVRIRREFEEBXLERELS
PRENEREREE

SUBROUTINE CAXBI(NDyNyMyRA 4B eXy INITHyINMPyRCsW o INJKER)
SANDIA MATHSIMATICAL PROGRAM LIEBRARY

CONSULTANTS AT SLL INGCLUDE -
Re E« HUCDLESTCN - DIVISION 8322
Te He JEFFERSON - OIVISION 8322

WRITTEN BY CARL B. BAILEY, AUGUST 1974.

ABSTRACT
CAXB8I SOLVES A NONSINGULAR SYSTEM OF COMPLEX LINEAR ALGEBRAIC
EQUATIONS, AX=B, AND CPTIOMALLY IMPROVES THE SCLUTION AND
COMPUTES AN ERROR BOUND FCR THE SOLUTION. THE COEFFICIENT
MATRIX FOR AN EQUIVALENT SYSTEM OF REAL EQUATICNS IS FORMED
AND STORED IN =W~ AND THEN THAT REAL SYSTEM IS SOLVED.
THE METHOD USED IS LU DECOMPOSITION (GAUSSIAN ELIMINATION)
KWITH IMPLICIYT ROW SCALING AND PARTIAL (RCW) PIVOTING FOLLOWED
BY FORWARD=-BACKWARD SUBSTITUTION ANO OPTIONALLY BY ITERATIVE
IMFROVEMENT, A SEQUENCE OF SYSTEMS OF EQUATIONS ALL HAVING
THE SAME CCEFFICIEN MATRIX CAN BE SCLVED VERY EFFICIENTLY
USING CAXBI, THE LU FACTORS OF =-A- ARE COMPUTED AND STOREC
IN =-W- OURING THE INITIAL CAtL. ON SUBSEQUENT CALLS, THESE
PREVIOUSLY COMPUTED FACTORS CAN BE USED TO SOLVE A NEW SYSTEM
BY PERFORMING ONLY THE FORWARD-BACKWARD SUBSTITUTICN AND
CPTYIONALLY ITERATIVE IMPROVEMENT,

CAX31 CALLS THE ROUTINE RLUD TO PERFORM LU DECOMPOSITIONs RFSS
TO PERFORM FORWARD-BACKWARD SUBSTITUTION, AND OPTIONALLY CALLS
CRIMP TO PERFORM ITERATIVE IMPROVEMENT OF THE SOLUTICN.

REFERENCE
1e GoEFORSYTHE AND C.B+MOLER, COMPUTER SCLLTICM OF LINEAR
ALGEBPAIC EQUATIONS, PRENTICE-HALL, 19€7

DESCRIPTION OF ARGUMENTS
THE USER MUST GIMENSICN ALL ARRAYS APPEARING IN THE CALL LIST
A(NDyN) 5y BIND,M)y XINDyM), W(2*ND,2*ND+1) 4 IN(2*N)
IF M=t THEN THE DIMENSION OF B AND X MAY BE E(N), X{N).
THE ARRAYS -A-, -B-, AND =-X- MUST BE OF COMPLEX DATA TYPE.

-=INFUT FOR AN INITIAL CALL--
AN INITIAL CALL IS THZ CALL FOR THE FIRST SYSTEM OF
EQUATIONS IN A SEQUENCE OF SYSTEMS ALL OF WHICH HAVE
THE SAME COEFFICIENT MATRIX.
ND - THE ACTUAL .FIRST DIMENSION OF =-A-,
(I.E. THE MAXIMUM NUM3ER OF EQUATIONS THAT CAN Bt
SOLVED USING =-A- TO STORE THE COEFFICIENTS,.)

N - THE NUMBER OF COMPLEX EQUATICNS TC BE SCLVED.

(1 +LEs N +LE. ND)
v - NUMBER OF COLUMNS OF =B~ AND =X=-, (NCRMALLY M=1)
A ~ A COMPLEX ARRAY DIMENSIONED WITH EXACTLY =ND=- ROWS

AND AT LEAST =N- COLUMNS., THE I,J=-TH ELEMENT OF THE
COEFFICIENT MATRIX MUST BE STORED IN AfI.J)-.
3} - A CCMPLEX ARRAY WITH EITHER ONE OR TWO DIMENSIONS.
IF M=1, -3- MAY BE A ONE-DIMENSIOMAL ARRAY
DIMENSIONED AT LEAST =N-, THE I-TH ELEMENT OF THE
CONSTANT VECTOR MUST BE STORED IN B(I).
If M.GT.1, -8B~ MUST BE A THO-DIMENSIOML ARRAY WITH -
EXACTLY -NO- ROWS AND AT LEAST =M« COLUMNS. THEt
I,4=-TH ELEMENT OF THE CONSTANT MATRIX MUST 8€
STORED IN B(IsJ).
INIT - IS A FLAG WHICH PROVIDES FOR THE ESPECIALLY EFFICIENT <
SCLUTION CF A SEQUENCE OF SYSTEMS OF EQUATICNS HAVING
THE SAME =-A- BUT OIFFERENT =8~ VECTORS.
CN THE INITIAL CALL FOR A SEQUENCE OF RELATED SYSTEMS
CF EQUATIONS,y =INIT=- MUST BE ZERO.
IMF - SPECIFIES VTHAT ITERATIVE IMPROVEMENT IS TO 8E
PERFORMED IF -IMP- IS NONZERO.
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-=0UTPUT=-~

X - A COMPLEX APRAY WITH EITHER ONE OR TWO OIMENSIONS.

IF M=1, -X= MAY BE A ONE=-DIMENSIONAL ARRAY
DIMENSIONED AT LEAST -N-. THE I-TH ELEMENT OF THE
SOLUTION VECTOR WILL BE STORED IN X(I).

IF MoGTely =X= MUST BE A THWO-DIMENSIONAL ARRAY HWITH
EXACTLY ~ND- ROWS AND AT LEAST -M- GCOLUMNS. THE
I,J-TH ELEMENT OF THE SOLUTION MATRIX WILL BE
STORED IN X(IyJ).

RC - IF ITERATIVE IMPROVEMENT WAS REQUESTED (IMP.NE.O)s RC
WILL BE THE RATIO OF THE MAXIMUM NORM OF THE FIRST
CCRRECTION TO THE MAXIMUM NORM OF THE INITIAL
APPROXIMATE SOLUTION., THE CONDITION NUMBER OF =-A-
AND ERROR BCUNDS FOR THE COMPUTED SOLUTIOM ARE
RELATED TO -RC-. A SMALL VALUE FOR -RC- INDICATES
A WELL-CONDITIONED SYSTEM AND SMALL UNCERTAINTIES
IN THE SOLUTION. A LARGE VALUE FOR -RC- INDICATES
AN ILL~CCONDITIONEC SYSTEM AND LARGE UNCERTAINTIES
IN THE SOLUTION.

W - REAL ARRAY WITH =2ND- RONWS AND AT LEAST 2N+1 COLUMNS.
THE LEADING =2N- BY =2N- SUBARRAY WILL COANTAIN L-I+U
WHERE =L=- AND =-U- ARE TRIANGULAR FACTORS CF =A-,

-L- IS UNIT LOWER TRIANGULAR, AND -I- IS IDENTITY.
(ACTUALLY, IT IS NOT L-I+U WHICH IS STORED IN =-A- BUT
LL-I4U WHERE LL IS A REARRANGEMENT OF ELEMENTS OF L.)
THE 2N+1ST COLUMN CONTAINS THE LAST CORRECTION TO THE
REAL AND IMAGINARY COMPONENTS OF -X=-. IF INIT = G4
THE LU FACTCRS OF THE REAL EQUIVALENT OF -A- WILL BE
COMPUTED ANO STORED IN =W-,

IN < WILL CONTAIN THE ROW INTERCHANGE INDICES THAT WERE
COMPUTED DURING LU DECOMPOSITION.
KER ~ AN ERROR CODE

-=-NORMAL COQODES
0 MEANS NO ©RRORS WERE DETECTED

--ABNCRMAL COCES
1 MEANS =-ND~ WAS NOT IN THE RANGE 1 .LT. ND .LE. 130
2 MEANS =N- WAS NOT IN THE RANGE 1 +LE. N .LE. NO.
3 MEANS THE TRIANGULAR FACTOR -U- Of ~A- IS SINGULAR.,
4 MEANS =-A- IS TOC ILL-CONDITIONED FOR ITERATIVE

IMPROVEMENT TO BE EFFECTIVE,

-=INFUT FOR A SUESEQUENT CALL-~-
A SUBSEQUENT CALL MAY BE MADE ONLY IF AN INITIAL CALL
HAS BEEN MADE PREVIOQUSLY FOR THE SAME COEFFICIENT
MATRIXe THE VALUES OF =ND=y =N-y =A«, ~W=, AND ~IN-
MUST BE THE SAME AS THEY WERE WHEN THAT INITIAL CALL
WAS COMPLETED.

M ~ MUST BE THE NUMBER OF COLUMNS IN THE NEW CONSTANT
VECTOR OR CONSTANT MATRIX.
a8 - THE NEW CONSTANT VECTOR OR CONSTANT MATRIX NUST B8E

STORED IN =-B=- AS DESCRIBED FOR AN INITIAL CALL.

MUST BE NONZERO (GNLY FOR SUCH A SUBSEQUENT CALL) .

THIS CAUSES THE PREVIOUSLY COMPUTED LU FACTORS OF =-A-

TO BE USED TO SOLVE THE NEW SYSTEM VERY EFFICIENTLY,

IMF - MAY BE NONZERO OR ZERO AS ITERATIVE IMPROVEMENT
IS OR IS NOT DESIRED RESPECTIVELY.
NOTE --- ND, Ny My, A, By INIT, AND IMP ARE NOT ALTERED BY CAX8I.
- THE USER MUST PROVIDE SEPARATE STORAGE -FOR THE ARRAYS

Ay By Xy Wy AND IN WHENEVER ITERATIVE IMPROVEMENT IS
REQUESTED (IMP JNE. 0)s THE MAXIMUM NUMBER OF EGUATIONS
THAT CAN BE SOLVED WITH ITERATIVE IMPROVEMENTS IS 130.
IF ITERATIVE IMPROVEMENT IS NOT REQUESTED (IMF .EQ. 0},
THEN THE USER MAY ECONOMIZE ON STORAGE BY EQUIVALENCING
(A,W) AND (BsX) IN WHICH CASE A AND B WILL BE ALTEREOD.
THE MAXIMUM NUMBER OF EQUATIONS THAT CAN BE SOLVED IN
THIS LATTER CASE IS 160.

INIT



24

CBND2 CBNN2 CBNC2 CBND2 CBND2 CBND2 CBND2 CBND2
RN U IR RN NI NN C PN PE S S S SR ¥R SN FE RS

PRI RS RS PRSI T S RS2 R X2 S 2 2 2 2 22
XX ERSERERESBER
SR XNBEREEY

SUBROUTINE CBNO2(NsCR4CI,HRyNI,ABSERRyRELERRyKLUSTKER)
SANDIA MATHEMATICAL PROGRAM LISRARY

CONSULTANTS AT SLL INCLUDE -
Re €« HUDDLESTON ~ OIVISION 8322
Te Ho JEFFERSON - DIVISION 8322

WRITTEN BY CARL B. BAILEY AND WILLIAM R. GAVIN
ABSTRACTY

THIS ROUTINE COMPUTES ERRCR BOUNDS AND CLUSTER COUNTS FOKR
APPROXIMATE ZEROS GF A POLYNOMIAL WITH COMPLEX COEFFICIENTS,
THE ZEROS MAY HAVE BEEN COMPUTED BY ANY APPROPRIATE ROUTINE.,
(FOR EXAMPLE, B8Y CPQGR)

THE METHOD USED IS BASED ON THE FACT THAT THE VALUE OF A
FOLYNOMIAL AT ANY POINT IS EQUAL TO THE LEADING COEFFIGCIENT
TIMES THE PRCDUCT OF THE DISTANCES FROM THAT POINT TO EACH
CF THE ZERCES. GIVEN THE VALUE OF THE POLYNOMIAL AT AN
APPROXIMATE ZERO, CBNDO2 COMPUTES FOR EACH APPROXIMATE ZERO
THE RADIUS OF A CIRCLE ABOUT THAT APPROXIMATE ZERO WHICH
CONTAINS A TRUE ZERO OF THE POLYNOMIAL. USING THE KNCOWN
DISTRIBUTICN OF APPROXIMATE ZEROES, AN ITERATIVE PROGEOURE
IS USED TC SHRINK THE RADII OF THE CIRCLES.

DESCRIPTION OF ARGUMENTS
THE USER MUST DIMENSICN ALL ARRAYS APPEARING IN THE CALL LIST
CR(N+1), CI(N+1), WRI(N), WI(N), ABSERR(N}, RELERR(N)

KLUST(N)
INFUT==--
N - DEGREE OF THE POLYNOMIAL (NUMBER OF ZEROS}.
CR - REAL ARRAY OF N+1 REAL PARTS OF COEFFICIENTS,
CI - REAL ARRAY OF N+¢1 IMAGINARY PARTS OF COEFFICIENTS,

THE COEFFICIENTS COZF(I) = CR{IV+#CI(I)*I MUST BE

IN THE ORDER OF DESCENDING POWERS OF Z, I.E.

P(Z) = (CROLIFTI®CI(LII*Z*¥N + ,4¢ +
(CRINI+I*CII(NII*Z + (CRIN+1IDI+I*CI(Nt+1))

WR - REAL ARRAY OF N REAL PARTS OF APPROXIMATE ZEROS.
WI - REAL ARRAY CF N IMAGINARY PARTS OF APPROXIMATE ZEROS.
OUTPUT=-=

ABSERR ~ REAL ARRAY COF AESOLUTE ERROR BOUNDS. ABSERR(I) IS
THE ABSOLUTE ERRCR BOUND IN THE ZERO (WR{I)4WI(I)),
RELERR -« REAL ARRAY CF RELATIVE ERROR BCUNCS. RELERRI(I) IS
THE RELATIVE ERROR BOUND IN THE ZERGC (NR(I)WI(I)),
KLUST =~ INTEGER ARRAY OF CLUSTER COUNTS FOR ZEROS. THE TRUE
ZERC CORRESPCNDING TO I-TH APPROXIMATE ZERO LIES 1IN
A CIRCLE OF RADIUS ABSERR(I). KLUST(I) IS THE NUMBER
CF CIRCLES INCLUDING THE I~TH CIRCLE WHICH OVERLAF
THE I-TH CIRCLE. THE CLUSTER COUNT OFTEN INDICATES
THE MULTIPLICIYY OF A ZERO,
KER - -AN ERROR GOCE -
-=NORMAL CODES
9 MEANS THE BOUNOS AND COUNTS WERE COMPUTED.
-~ ABNORMAL COCES
1 N (DEGREE) MUST BE ,.,GE. 1
2 LEADING COEFFICIENT IS Z&ERO
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SUBROUTINE CHAA(NDIM,N,AR,AT,EV,VECR,VECI,IERR)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re E+ FUDDLESTON =~ DIVISION 8322
T. He JEFFERSON - DIVISION 8322

EISPACK IS A CCLLECTICM OF CODES FOR SOLVING THE ALGEBRAIC
EIGENVALUE PROELEM., THE CRIGINAL ALGCL CODES WERE WRITTEN B8Y
Jeo He WILKINSON, ET<AL.9sAND SUZBSEQUENTLY TRANSLATZD TO FCRTRAN
AND TESTECD AT ARGONNE NATIONAL LABORATORY.

THIS INTERFACE TO EISPACK WAS WRITTEN BY M. K. GORODON.

ABSTRACT
THIS SUBROUTINE COMPUTES ALL EIGENVALUES AND CORRESPONDING
EIGENVECTORS OF A COMPLEX HERMITIAN MATRIX. THE MATRIX IS
REDUCED TO SYMMETRIC TRIDIAGONAL FORM BY UNITARY SIMILARITY
TRANSFORMATICNS, QL TRANSFORMATIONS ARE USED TC FIND THE
EIGENSYSTEM CF THE TRIDIAGONAL MATRIX.

TO COMPUTE CNLY THE EIGENVALUES OF A COMPLEX HERMITIAN MATRIX,
SEE SUBROUTINE CHAN. FOR EIGENSYSTEMS OF ARBITRARY COMPLEX
MATRICES, SEE SUBROUTINES CNAA AND CNAN. FOR EIGENSYSTEMS OF
REAL MATRICES, SEE SUBROUTINES RSAAyRSAN,RNAA,RNAN,

DESCRIFTION OF ARGUMENTS

ON INPUT
NDIM MUST BE THE ROW DIMENSION OF THE ARRAYS AR,AI,VECFK,
AND VECTI IN THE CALLING PROGRAM DIMENSION STATEMENT.

N IS THE ORCER OF THE MATRIX., N MUST NOT EXCEED NDIM.
N¥*NOIM MUST NOT EXCEED 225C0=150%150=:3 744 (0CTAL) .
N MUST NOT EXCEED 150. N MAY BE 1.

AR,AI ARRAYS WITH EXACTLY NDIM ROWS AND AT LEAST N COLUMNS,
THE LEADING N BY N SUBARRAYS MUST CONTAIN THE REAL
AND TIMAGINARY PARTS RESPECTIVELY OF THE COMPLEX
HERMITIAN MATRIX WHOSE EIGENSYSTEM IS TO BE COMPUTED.
CNLY THE DIAGONAL AND LOWER TRIANGLE OF AKsAI NEED
BE DEFINED,

ON OUTPUT
EV CCNTAINS THE REAL COMPUTED EIGENVALUES IN

ASCENDING CROER.

VECR,VECI CCNTAIN AN ORTHONORMAL SET OF EIGENVECTORS
IN THE COLUMNS OF THE LEADING N BY N SUBARRAYS,
THE J=TH COLUMNS OF VECR,VECI CCNTAIN AN
EIGENVECTUR OF LENGTH ONE CORRE SPONCING TO THE
EIGENVALUE IN THE J-TH ELEMENT OF EV.

IERR IS A STATUS CODE.
-~NCRMAL CODE.
0 MEANS THE QL ITERATIONS CONVERGED.

--ABNORMAL CODES,
J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FOUND IN

30 ITERATIONS, THE FIRST J-1 ELEMENTS
CONTAIN THE UNORDERED EIGENVALUES ALREADY
FGUND. THE FIRST J-1 COLUMNS OF VECR, VECI
CONTAIN THE CORRESPONDING COMPUTED EIGENVECTORS.

-1 MEANS THE INPUT VALUES OF N, NDIM ARE T0O LARGE
OR INCONSISTENT,

AR,AI THE LOWER TRIANGLES OF BOTH MATRICES AND THE
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DIAGONAL OF AI ARE DESTROYED. THE UPPER
TRIANGLES AND THE DIAGONAL OF AR ARE UNALTERED.

CHAN CHAN CHAN CHAN CHAN CHAN CHAN CHAN CHAN
BEBURSERIRARRIFIBNEUN PSS ENER S RE RIS NBEY

(LSS RS RS LTS 2 ST R S S 2 2 2
L2 A R RIS X2 A 2 2 X 1 3
¥R BB REREY

SUBROUTINE CHANINDIMsNsARSAILEVy IERR)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re Eo HUDDLESTON - DIVISION 8322
T. He JEFFERSON - OIVISION 8322

EISPACK IS A COLLECTION OF CODES FOR SOLVING THE ALGEBRAIC
EIGENVALUE PROBLEM. THE ORIGINAL ALGOL CODES WERE WRITTEN BY
Jo He WILKINSCN, ET.ALes AND SUBSEQUENTLY TRANSLATED TO FORTRAN
AND TESTED AT ARGONNE NATIONAL LABORATORY.

THIS INTERFACE TO EISPACK WAS WRITTEN BY M. K. GORDON.,

ABSTRACT
THIS SUBROUTINE COMPUTES ALL EIGENVALUES OF A COMPLEX HERMITIAN
MATRIX. THE KATRIX IS REOUCED TO SYMMETRIC TRIDIAGONAL FORM
BY UNITARY SIMILARITY TRANSFORMATIONS., QL TRANSFORMATIONS
ARE USED TO FIND THE EIGENVALUES OF THE TRIODIAGONAL MATRIX,

TC COMPUTE THE EIGENVALUES AND EIGENVECTORS OF A COMPLEX
HERMITIAN MATRIX, SSE SUBROUTINE CHAA., FOR EIGENSYSTEMS

OF ARBITRARY COMPLEX MATRICES, SEE CNAA AND CNAN. FOR EIGEN-
SYSTEMS OF REAL MATRICES, SEE RSAA,RSAN,RNAA,RNAN.

DESCRIPTION OF ARGUMENTS
ON INPUT
NDIM MUST BE THE ROW OIMENSICN CF AR AND AI IN THE
CALLING PROGRAM DIMENSION STATEMENT,

N IS THE ORDER OF THE MATRIX. N MUST NOT EXGEED NOIM,
N®*NDIM MUST NOT EXCEED 50625=225%225=142701(0CTAL).
N MUST NOT EXCEED 225. N MAY BE 1.

ARy AL ARRAYS WITH EXACTLY NDIM ROWS ANO AT LEAST N
COLUMNS. THE LEADING N 8Y N SUBARRAYS MUST
CONTAIN THE REAL AND IMAGINARY PARTS RESPECTIVELY
CF THE ARBITRARY COMPLEX MATRIX WHOSE EIGENVALUES
ARE TO BE COMPUTED. ONLY THE DIAGONALS AND
LOXER TRIANGLES OF AR,AI NEED BE DEFINED.

ON OUTPUT
- EV * CONTAINS -THE REAL COMPUTED EIGENVALUES IN
ASCENDING ORDER.

IERR IS A STATUS CODE.
--NORMAL CODE.
0 MEANS THE QL ITERATIONS CONVERGED,
~--ABNORMAL CODES.
J MEANS THE J=-TH EIGENVALUE HAS NOT BEEN FOUND IN
30 ITERATIONS., THE FIRST J-1 ELEMENTS OF EV
CONTAIN THE UNORDERED EIGENVALUES ALREAOY FOUND.
=1 MEANS THE INPUT VALUES OF N, NDIM ARE TO0O LARGE
OR INCONSISTENT,

AR, AT THE LOWER TRIANGLES OF BOTH MATRICES AND THE
DIAGONAL OF AI ARE DESTROYED. THE UPPER TRIANGLES
ANO THE DIAGONAL OF AR ARE UNALTERED,
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SUBROUTINE CNAA(NDIMyN, A~ AT ,EVR,EVI,VECR,VECI,IERR)
SANDIA MATHEMATICAL PROGRAM LIARARY

CONSULTANTS AT SLL INCLUDE -
Re Eo HUCDLESTON ~ DIVISION 8322
Te He JEFFERSON - OIVISION 8322

EISPACK IS A COLLECTION OF CODES FOR SOLVING THE ALGEBRAIC
EIGENVALUE PROEBLEM., THE ORIGINAL ALGOL CODES WERE WRITTEN BY
Jo He WILKINSCN, ET.AL.+AND SUESEQUENTLY TRANSLATED TO FORTRAN
AND TESTED AT ARGONNE NATIONAL LABORATORY.

THIS INTERFACE TG EISPACK WAS WRITTEN 3Y M. X. GORDON.

ABSTRACT

THIS SUBROUTINE COMPUTES ALL EIGENVALUES AND CORRESPCNDING
EIGENVECTORS OF AN ARBITRARY COMPLEX MATRIX. THE MATRIX IS
BALANCED 8Y EXACT NORM REOUCING SIMILARITY TRANSFORMATIONS AND
THEN IS REDUCED TO COMPLEX HESSENBERG FORM BY STABILIZED
ELEMENTARY SIMILARITY TRANSFORMATIONS, A MOGIFIED LR ALGORITHM
IS USED TO CCMPUTE THE EIGENVALUES OF THE HESSENBERG MATRIX.

TO COMPUTE CNLY THE EIGENVALUES OF AN ARBITRARY COMPLEX
MATRIX, SEE SUBROUTINE CNAN. FOR EIGENSYSTEMS OF COMPLEX
HERMITIAN MATRICESy SEE SUBROUTINES CHAA ANO CHAN. FOR
EIGENSYSTEMS CF REAL MATRICES, SEE SUBROUTINES RSAA,RSAN,
RNAA 4RNAN,

DESCRIPTION OF ARGUMENTS

ON INPUT
NDIM MUST BE THE ROW CIMENSION OF THE ARRAYS AR,AI,
VECR, AND VECI IN THE CALLING PROGRAY DIMENSION
STATEMENT.
N IS THE ORDTR OF THE MATRIX. N MUST NOT EXCEED NODIM,.
N®ADIM MUST NOT EXCEED 22500=150%150=53744 (OCTAL}.
N MUST NOT EXCEED 150. N MAY BE 1.
ARy AI ARRAYS WITH EXACTLY NDIM ROWS ANC AT LEAST N
COLUMNS. THE LEADING N BY N SUBARRAYS MUST CONTAIN
THE REAL ANC IMAGINARY PARTS RESPECTIVELY OF THE
ARBITRARY COMPLEX MATRIX WHOSE EIGENSYSTEM IS TO BE
COMPUTED.
ON CUTPUT
EVR,EVI CCNTAIN THE REAL AND IMAGINARY PARTS RESPECTIVELY

OF THE COMPUTED EIGENVALUES. THE EIGENVALUES ARE
NCT ORDERED IN ANY WAY,

VECRs,VECT CONTAIN IN THE LEADING N BY N SUBARRAYS THE REAL
AND IMAGT NARY PARTS RESPECTIVELY OF THE COMPUTED
EIGENVECTCRS. THE J-TH COLUMNS OF VECKR AND VECI
CONTAIN THE EIGENVECTOR ASSOCIATED WITH EVR(J)
AND EVI{J). THE EIGENVECTORS ARE MNOT NORMALIZED
IN ANY WAaY.

IERR IS A STATUS CODE.
-~NORMAL CCODE.
0 MEANS THE LR ITERATIONS CONVERGED.
-=ABNORMAL CODES.
J MEANS THE J=-TH EIGENVALUE HAS NOT BEEN FOUND
IN 30 ITERATIONS. THE FIRST J-1 ELEMENTS OF
EVR ANC EVI CONTAIN THOSE EIGENVALUES ALREAOY
FOUND. NO EIGENVEGTORS ARE COMPUTEOD.
=1 MEANS THE INFUT VALUES OF N, NDIM ARE YOO LARGE
0R INCCNSISTENT,
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AR,AI ARE DESTRCYED.

CNAN CNAN CNAN GNAN CNAN CNAN CNAN CNAN
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SUBROUTINE CNAN(NDIMsNsARJATLEVRLEVIHIERR)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re E+ HUDDLESTON - DIVISION 8322
T. He JEFFERSON - DIVISION 8322

EISPACK IS A COLLECTIOMN OF CODES FOR SOLVING THE ALGEBRAIC
EIGENVALUE PROBLEM. THE ORIGINAL ALGOL CODES WERE WRITTEN BY
Je Hoe WILKINSONy ET.AL.sAND SUISEQUENTLY TRANSLATED TO FORTRAN
AND TESTED AT ARGONNE NATIONAL LABORATORY.

THIS INTERFACE TO EISPACK WAS WRITTEN BY M. K. GORDON.

ABSTRACT
THIS SUBROUTINE COMPUTES ALL EIGENVALUES OF AN ARBITRARY
COFMPLEX MATRIX. THE MATRIX IS BALANCED BY EXACT NORM REDUCING
SIMILARITY TRANSFORMATIONS AND IS THEN REDUCED TO COMPLEX
HESSENBERG FCRM BY STABILIZED ELEMENTARY SIMILARITY
TRANSFORMATIONS., A MODIFIED LR ALGORITHM IS USED TO COMPUTE
THE EYGENVALUES CF THE HESSENBERG MATRIX.

YO COMPUTE THE EIGENVALUES AND EIGENVECTORS OF AN ARBITRARY
COMPLEX MATRIX, SEE SUBROUTINE CNAA. FOR EIGENSYSTEMS OF
COFPLEX HERMITIAN MATRICES, SEE SUBROUTINES CHAN AND CHAA,
FOR EIGENSYSTENMS OF REAL MATRICES, SEE RSAAyRSANRNAAJRNAN.

DESCRIFTICN OF ARGUMENTS

ON INPUT
NOTIM MUST BE THE ROW DIMENSION OF THE ARRAYS AR AND AI
IN THE CALLING PROGRAM DIMENSION STATEMENT.

N IS THE ORDER OF THE MATRIXe N MUST NOT EXCEED NDIM.
N*NDIM MUST NOT EXCEED 50625=225%225=142701 (OCTAL) .
N MUST NOT EXCEED 225. N MAY BE 1.

ARy AT ARRAYS WITH EXACTLY NDIM ROWS AND AT LEAST N COLUMNS.
THE LEADING N BY N SUBARRAYS MUST CONTAIN THE REAL
AND IMAGINARY PARTS RESPECTIVELY CF THE ARBITRARY
COMPLEX MATRIX WHOSE EIGENVALUES ARE TO BE COMPUTED.

ON QUTPUT - - -
EVR,EVI CONTAIN THE REAL AND IMAGINARY PARTS RESPECTIVELY
OF THE COMPUTED EIGENVALUES. THE EIGENVALUES ARE
NOT ORDERED IN ANY MWAY.

IERR IS A STATUS CODE.
-=NORMAL CODE.
0 MEANS THE LR ITERATIONS CONVERGEOD.
-=ABMNORMAL CODES.
J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FOUND IN
30 ITERATIONS, THE FIRST J-1 ELEMENTS OF EVR,
EVI CONTAIN THOSE EIGENVALUES ALREADY FOUND.
-1 MEANS THE INPUT VALUES OF Ny NDIM ARE T0O0 LARGE
OR INCONCSISTENT.

AR,AI ARE DESTROYED,
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SUBROUTINE CNPCOF(LsWy IORDERsNORDyNyXXsA sCy WORK)
SANDIA MATHEMATICAL PRCGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re E+ HUDDLESTON = OIVISION 8322
Te He JEFFERSON - CIVISION 8322

WRITTEN BY ROBERY £, HUDDLESTON, SANDIA LABORATORIES, LIVERMORE
®r¥ex AQSTRACT *¥¥»»

SUBROUTINE CNPCOF COMPUTES THE COEFFICIENTS OF THE CCNSTRAINED
LEAST SQUARES POLYNOMIAL ,P, PRODUCED BY SUBROUTVINE CNPFIT, THE
COEFFICIENTS (STORED IN C) OF THE FIT 4P, ARE FOR THE TAYLOR
EXPANSION OF P ABOUT W. THAT IS, THE EXPANSION FOR P HAS THE
FORM?$

PIX) = C(1) ¢ CU2)*(X=HW) + CUII*((X-W)**2) + ,,. +

CIL+L) *((X-W)*¥L)

OPTIONALLY, THE COEFFICIENTS MAY 8E OBTAINED IN REVERSE ORDER.
FESSIFEFASS SR SR SRR AS XSRS RSB UNNSUR NS SN SE NS S FS SRR BL S FNR SRS RS ES

LI B B B BR B BY B ]

¥r¥¥x  INPUT PARAMETERS #»¥xy

L ~ THE ORDER OF THE POLYNOMIAL FOR WHICH THE COEFFICIENTS
ARE DESIRED. L MUST BE GREATER THAN OR EQUAL TO N-1
AND LESS THAN OR EQUAL TO NORD. THE CONSTRAINTS FORCE
THE FITTING POLYNOMIAL TO BE OF DEGREE N=1 AT A MINIMUM.
CHOOSING L = N-1 WILL FRODUCE THE COEFFICIENTS OF THE
POLYNOMIAL DEFINED BY THE CONSTRAINTS =--- EXCLUSIVE OF
THE X,Y CATA,

W - THE POINT ABOUT WHICH THE TAYLOR EXPANSION IS TO BE MADE

IORDER - IF IORDER = 1, THE COEFFICIENTS OF THE TAYLOR EXPANSION
ARE STORED IN C IN THE FORMS
PIX) = C(1) #+ C(2V*(X=W) &+ CUI)*({X=-N)*¥2) ¢+ ,.0 ¢
CIL+LI*(X=N)*%L)
IF IORDER =-1, THE COEFFICIENTS OF THE TAYLOR EXPANSION

ARE STORED IN C IN THE FORMt
PIX) = CCLI*PC(X=WI**¥L) 4+ CL2DI*((X=-WI*¥(L~1)) #+ o0. +
CILY*(X=-W) + C(L+1)

NORD - ¥xuxy
*

N - ¥ NORD » N 4 XX 4 AND A MUST REMAIN UNCHANGED
*

XX - * BETWEEN THE CALL TO CNPFIT AND THE CALL TO CNPCOF.
.

A - ¥x3em

#38¥¥  OUTPUT PARAMETERS #*+¥ssx

C ~ COEFFICIENTS OF THE POLYNOMIAL FIT, P(X}, OF ORDER L.
IF IORDER=1, THE COEFFICIENTS ARE THOSE IN THE FORMS
PUX) = CU1) + C(2)%(X=H) + CUIIF((X-WI*¥2) + .., ¢+
ClL+1) 2 ((X=-W)**L)
IF IORDER=~1, THE COEFFICIENTS ARE IN THE REVERSE ORDER.

F¥¥¥*  STORAGE PARAMETER ‘vs¥ss

WORK = THIS IS AN ARRAY TO PROVIDE INTERNAL WORKING STORAGE.
IT MUST BE DIMENSIONED IN THE CALLING PROGRAM BY AT
LEAST L ¢+ 2*N ¢+ & , (THE LARGEST POSSIBLE VALUE
FOR L IS MAXDEG. HENCE MAXDEG + 2%N + &4 MWILL ALWAYS
SUFFICE FOR THE DIMENSION OF WORK).
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CMPFIT CNPFIT CAPFIT CNPFIT CNPFIT CNPFIT CNFFIT
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SUBROUTINE CNPFIT(MyXoYoWEIGHT 9MAXDEGyNgXX9 YY 3 ISH,EPSsRyNORDy IERHA)
SANOIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re. Eo HUDDLESTON = OIVISION 8322
T. He JEFFERSON - DIVISION 8322

WRITTEN BY ROBERT E£. HUDDLESTON, SANDIA LABORATORIES, LIVERMORE

ryeux ARSTRACT ssussy

SUBROUTINE CNPFIT IS DESIGNED TO COMPUTE A CONSTRAINED
LEAST~-SQUARES POLYNOMIAL FIT. THAT IS, CNPFIT COMPUTES
A POLYNOMIAL, P(2Z), OF DEGREE NORD THAT SATISFIES BOTH OF THE
FOLLOWING CONDITIONS.,

(1) GIVEN THE DATA (X(I)oY(I))y I=1yeeesM
P MINIMIZES THE MEAN-WEIGHTED-SQUARE ERROR

M
(1/7¥) % SUM HEIGHT{I) *(P(X(I))-Y(I))**2
I=1

WHERE WEIGHT IS A USER SUPPLIED ARRAY CF WEIGHTS,

(2) P MAY BE MADE TO PASS THROUGH GIVEN POINTS AND ITS
DERIVATIVES MAY BE CONSTRAINED TO TAKE ON USER SUPPLIED
VALUES. LET (K)P(Z) OENOTE THE DERIVATIVE CF ORDER K OF P
EVALUATED AT Z, THE CCNSTRAINTS ARE OF THE FORM

(ISEIMIPIXX () = YY)

THE USER MUST SUPPLY THE CONSTRAINT ARRAYS XX{J), YY(J),
AND IS(J)y J = 1y ees 9N DEFINED BY

[ E X2 T 2R RS S22 S A S R AR RIS S S TS S RS RS SRS S S XS L R T 2 X 2 2

¥ L3
* XX CJ) YYD B -1 V1 B
» *
* 1 r4 U P(Z1) 0 *
£ 2 71 (1)P(21) 1 .
* 3 71 12)P(Z1) 2 *
. . . Ad L A
* . L] . . .
. L] > . L] .
= N1 71 (NL=1)P(Z1) Ni-1 *
* ON1+2 22 P(Z2) 0 .
* N1e2 22 (11P(Z22) 1 *
* N1+3 22 (2P (22) 2 *
b4 * L] . L] e
* * ’ . - - *
. L] ., . L] *
* ON1eN2 2 S AN2-DIPUZY Ne-1 *
e . L] . . hd
» * L] . L] »
e . . . * .
% N -
. L J

SHVEBERIBSSSBENBNGER R SRS SRS ERVVF VLI VEERIF R L EL NSV EB SIS RS

THE CONSTRAINTS FORCE THt POLYNOMIAL FIT ,P(Z), TO BE OF OEGREE
N-1 AT LEAST. THE USER MUST SUPPLY THE MAXIMUM DEGREE, MAXDEG, OF
THE POLYNOMIAL FIT TO B8E CONSIDERED. MAXODEG MUST BE GREATER THAN
OR EQUAL TO N-1. %38 NQOTE *** [F THE DERIVATIVE OF ORDER K AT
Z IS Y0 BE SPECIFIED, THEN THE VALUE OF P ANO ALL OF THE
DERIVATIVES OF P THROUGH ORDER K MUST B8E SPECIFIED. *®*+

OPTIONALLY, CNPFIT MAY BE USED TO COMPUTE A FIT EVEN WHEN DATA
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IS GIVEN FOR CALY CNE OF THE TWO CONDITIONS LISTED ABOVE.
IF N=0 (NC CONSTRAINTS) PCLFIT COULD BE USED INSTEAD OF CNPFIT.
IF M=0 (CONSTRAINTS ONLY) HRMITE COULD BE USED INSTEAD OF CNPFIT.

AFTER COMPUTING A FIT WITH CNPFIT, THE FITTING PCLYNCMIAL AND
ITS DERIVATIVES MAY BE EVALUATED AT ANY ABSCISSA USING CNPVAL AND
THE COEFFICIENTS OF THE PGLYNOMIAL MAY BE COMPUTED USING CNPCOF.

s¥¥¥%  INPUT PARAMETERS ¥v%¥%

- THE NUMBER OF DATA POINTS GIVEN IN X AND Y
- THE ARRAY OF ABSCISSAS OF THE DATA POINTS
- THE ARRAY OF CROINATES OF THE DATA POINTS
EIGHT - THE ARRAY OF WEIGHTS CORRESPONDING TO THE DATA POINTS.
IF W{1) IS NEGATIVE, CNPFIT WILL SET ALL OF THE WEIGHTS
EQUAL TO 1. o+ IF THE USER WISHES RELATIVE ERRORs THEN
THE WEIGHTS SHOULD BE WEIGHT(I)=1./Y(I)%%2 sI=14eee M
MAXDEG - THE MAXIMUM DEGREE OF POLYNOMIAL TO BE CONSIDERED FOR
THE CONSTRAINED FOLYNCMIAL FIT. SINCE THE N CONSTRAINTS
FORCE THE POLYNOMIAL TO BE OF DEGREE N-1 AT LEAST, THEN
MAXDEG MUST BE GREATER THAN OR E£QUAL TO THE MAXIMUM OF
N=1 AND ZERO.

- IF EPS IS GREATER THAN OR EQUAL TO ZEROs, THEN MAXDEG
MUST BE LESS THAN OR EQUAL TG M+N-1. IF MAXDEG = M#N-1
THEN THE FITTING POCLYNOMIAL HAS JUST ENOUGH DEGREES OF
FRCEDOM TO SATISFY THE CONSTRAINTS AND TO INTERPOLATE
ALL OF THE DATA (THIS CAN BE ACCOMPLISHED WITH EPS = 0
AND MAXDEG = M#+N-1).

- IF EPS IS LESS THAN ZERO (THE STATISTICAL SELECTIOM
CASE) THEN MAXDEG MUST BE LESS THAN MeN-1,

X <X X

N - THE NUMBER OF CONSTRAINTS

XX - THE ARRAY OF ABSCISSAS OF THE CCONSTRAINTS

Yy - THE ARRAY OF VALUES OF THE CONSTRAINTS

1s - THE ARRAY WHICH SPECIFIES THE ORDER OF DERIVATIVES FOR

EACH CONSTRAINT
x%¥ NOTE *** IF THE DERIVATIVE OF OROER K OF THE
POLYNCMIAL P IS TO BE SPECIFIED AT AN ABSCISSA Z,
THEN THE VALUE OF F AT 2 AND ALL OF THE DERIVATIVES
OF P AT Z THROUGH CROER K MUST BE SPECIFIED,.
EPS - ON INPUT, EPS SPECIFIES THE CRITERION TO BE USED IN
DETERMINING THE CROER, NORD, OF FIT TC BE COMPUTED?
(1) IF EPS IS INPUT NEGATIVE, CNPFIT CHOOSES THE ORDER,
NCRLy BASED CN A STATISTICAL F-TEST. IF EPS = -1
THE ROUTINE WILL AUTOMATICALLY CHOOSE A SIGNIFICANCE
LEVEL BASED ON THE NUMBER OF DATA POINTS AND THE
MAXIMUM DEGREE OF POLYNOMIAL TO BE CONSIDERED. IF
EPS IS INFUT AS =-.01y =-.05y OR -,10, SIGNIFICANCE
LEVELS OF 1 PERCENT, 5 PERCENT, OR 10 PERCENT,
RESPECTIVELY, WILL BE USEO.

*¥x RECOMMENDATION **# UNLESS YOU KNOW ENGCUGH ABOUT
YOUR DATA TO MAKE A GOOD ESTIMATE OF THE RMS (ROCT
MEAN SQUARE) ERRQOR

RMS = SQRT( SUMDIF/M), WHERE

SUMDIF = SUM(I=1,M)(HEIGHTCI)* (PIX{(I))=-Y(I})**2)
THEN THE BEST, AND EASIEST, WAY TO USE CNPFIT IS TO
SET EPS = -1.0 .

(2) 1F EPS IS SET TO 0.0 o CNPFIT SIMELY COMPUTES THE
POLYNOMIAL OF DEGREE MAXDEG.

(3) IF EPS IS INFUT PCSITIVE, EPS IS THE RMS ERROR
TOLERANCE WHICH MUST BE SATISFIEO 8Y THE FITTED
PCLYNOMIAL, CNPFIT WILL INCREASE THE ORDER OF THE
FIT UNTIL THIS OCCURS OR UNTIL THE MAXIMUM ORDER,
MAXDEGy IS REACHED.

¥r¥xx  OQUTPUT PARAMETERS **%*»

Y -~ IF ¥ .GT. 0 AND MAXDEG .GT. N-1 THEN EACH Y(I}
IS MODIFIED BY SUBTRACTING FROM IT THE VALUE AT X(I)
OF THE FOLYNCMIAL THAT SATISFIES JUST THE CONSTRAINTS.
LATER THAT VALUE IS ADDED TO THE MODIFIED Y(I) TO RESTORE
ITS VALUE . NOTE THAT THE RESTORED VALUE OF EACH Y(I)
IS NOT NECESSARILY IOENTICAL TO ITS INPUT VALUE,
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BUT USUALLY WILL BE EQUAL OR NEARLY EQUAL TO THAT VALUE.

EPS - IF M ,GT. G AND MAXDEG .GT. N-1 THEN THE RMS ERROR
OF THE FOLYNOMIAL FIT OF DEGREE NORD IS RETURNED IN EPS.
R - AN ARRAY CONTAINING THE VALUES OF THE PCLYNOMIAL FIT CF

ORDER NORDe R(I)y I=1yeee9M CONTAINS THE VALUE OF THE
FIT AT X(I).
NORD THE HIGHEST ORDER OF POLYNOMIAL WHICH WAS CALCULATED.
IER - OUTPUT ERROR FLAG WITH THE FOLLOWING POSSIBLE VALUES?
1 INDICATES NORMAL EXECUTION, I.E. EITHER
(1) THE INPUT VALUE OF EPS WAS NEGATIVE, AND THE
CCMPUTEC PCLYNCMIAL FIT OF ORDER NORD SATISFIES
THE SPECIFIED F-TEST, CR
(2) THE INPUT VALUE OF EPS WAS 0, AND THE FITS OF ALL
ORDERS UP T0O MAXDEG ARE COMPLETE, OR
(3) THE INPUT VALUE OF EPS WAS POSITIVE, AND THE
POLYNOMIAL OF ORDER NORD SATISFIES THE RMS ERROR
REQUIREMENT.
2 INDICATES THAT MAXDEG WAS LESS THAN N-1 (FATAL ERROR})

nn
w

INDICATES THAT EPS IS GREATER THAN OR EQUAL TO ZERO
AND MAXDEG IS GREATER THAN MeN-1. (FATAL ERROR)
= & INDICATES THAT EPS IS LESS THAN ZERO AND MAXCEG IS

GREATER THAN OR EQUAL TO M#N-1. (FATAL ERROR)
= 5 INDICAYES THAT EPS IS LESS THAN -1 AND IS, THEREFORE,
MEANINGLESS. (FATAL ERROR)
= & INDICATES THAT THE RMS ERROR REQUIREMENT (SET BY
CHOOSING EPS GREATER THAN ZERO) CANNOT 8E SATISFIED
WITH A POLYNOMIAL OF DEGREE NO GREATER THAN MAXDEG.
THE FIT OF DEGREE MAXDEG IS RETURNEZD (NORD = MAXDEG) .
= 7 INDICATES THAT THE STATISTICAL TEST FOR SIGNIFICANCE
(CHOSEN BY SETTING EPS LESS THAN ZERO) CANNOT BE
SATISFIED USING THE CURRENT VALUE OF MAXDEG. IN THIS
CASE NORD WILL HAVE ONE OF THE FOLLOKING VALUES 3
MAXDEG, MAXDEG-1, OR MAXDEG=2., RERUNNING THE PROBLEM
WITH A LARGER VALUE FOR MAXDEG MAY RESULT IN A
BEYTER FIT.,
¥#¥ NOTE, ERRCHK PROCESSES DIAGNOSTICS FOR CODES 2439445,
A - WORK AND OUTPUT ARRAY WHICH MUST B8E DIMENSIONED BY AT
LEAST 2N + 2 + PMAXIMUM (3M + IMAXDEG =~ 3N + 4, 2N + 2).
VALUES IN A ARE NEEDED IF CNPVAL OR CNPCOF ARE TO BE
CALLED SUBSEQUENTLY.

#vx3% DIMENSICAING INFORMATION ¥¥¥ex

THE ARRAYS X, Y, WEIGHT, AND R MUST BE DIMENSIONED BY AT LEAST M
IN THE CALLING PROGRAM,
THE ARRAYS XX, YY, AND IS MUST BE OIMENSIONED 8Y AT LEAST N IN THE
CALLING PROGRAY.
THE ARRAY A MUST BE DIMENSIONED 8Y AT LEAST

2N + 2 ¢ MAXIMUM(3M + 3MAXDEG - 3N + 3 4, 2N + 2)
IN THE CALLING PROGRAM,

CNPVAL CNPVAL CNPVAL CNPVAL CNPVAL CNPVAL CNPVAL

FERFLBINFESFRIFEVSERSSRYBES LIRS0
BATRFVEIBEZL P LIERSRSERER VSRS
FREEIISFREXRIBRENEER
SR8 BRRS RSN

SUBRdUTINE CNPVAL(LoNDERGXFIToYFITyYPyNORDy Ny XXyA, HORK,IERR)
SANDIA MATHEMATICAL FROGRAM LIERARY
CCNSULTANTS AT SLL INCLUDE -
R. E+« HUDDLESTON - OIVISION 8322
Te He JEFFERSON - DIVISION 8322
WRITTEN BY ROBERT E. HUDDLESTON, SANDIA LABORATORIES, LIVERMORE

ve¥n¥  AQSTRACT s%sxs
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SUBROUTINE CNPVAL EVALUATES THE CONSTRAINED LEAST - SQUARES
POLYNOMIAL FIT PROCUCED BY CNPFIT.

35y

L

~ NDER

XFIT

NORD

XX

XXy

YFIT

Yp

IERR

242

o

INPUT PARAMETERS **v+s»

THE OROER OF POLYNCMIAL TO BE EVALUATED. L MUST BE GREATER
THAN OR EGUAL TO N-1 ANC LESS THAN OR EQUAL TO NORD. THE
CONSTRAINTS FORCE THE FITTING POLYNOMIAL TO BE OF DEGREE
N-1 AT A MINIMUM. THE LEAST SQUARES INFLUENCE ON THE FIT
ACTUALLY TAKES PLACE BETWEEN ORDER N AND NORD. CHOOSING

L = N=1 WILL RETURN THE VALUE OF THE POLYNOMIAL DEFINED BY
THE CONSTRAINTS EXCLUSIVE OF THE X,Y DATA. NOTE THAT L
MUST BE GREATER THAN OR EQUAL TO ZERO (EVEN IF N=0).

THE NUMBER OF DERIVATIVES TO BE EVALUATED.

THE ABSCISSA AT WHICH THE FITTING POLYNOMIAL AND ITS
DERIVATIVES ARE TO BE EVALUATED.

2R BN

¥

* NCRD » N , XX , AND A MUST REMAIN UNCHANGED BETNWEEN
* THE CALL TO CNPFIT AND THE CALL TGO CNPVAL.

L

L

SREER

OUTPUYT PARAMETERS *%+ss
THE VALUE OF THE FITTING POLYNOMIAL AT XFIT

THE ARRAY OF DERIVATIVES OF THE FITTING PCLYNOMIAL
EVALUATED AT XFIT. THE ODERIVATIVE OF ORDER J IS STORED
IN YP(J) » J=14NDER.

OUTPUT ERROR FLAG WITH THE FOLLOWING POSSIBLE VALUES 1
-NORMAL COCE

1 INDICATES NORMAL EXECUTION
-ABNORMAL CODES

2 INDICATES THAT L IS LESS THAN N-1i

3 INDICATES THAT L IS GREATER THAN NORO

STORAGE PARAMETER *es»s

WORK ~ THIS IS AN ARRAY TO PROVIDE INTERNAL WORKING STORAGE. IT

MUST BE DIMENSICNED BY AT LEAST JI*NDER ¢ 2*N

COSH COSH COSH COSH COSH COSH COSH COSH

SELSEIIFRIEVF LTI RSVESISVEURBEISVEL R 242N
(2RSSR R RS XL 2222 SR XT 2R Y )
LI X EX L RIS 2222 22 32
(T2 222 X 222

FUNCTICN COSH(X)

SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -

Re €« HUDDLESTON -~ DIVISION 8322
Ts Ho JEFFERSON - DIVISION 8322

WRITTEN BY CARL B. BAILEY, NOVEMBER 1974

ABSTKACT

COSH EVALUATES THE HYPERBOLIC COSINE FUNCTION. THAT IS,
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COSHIX) = (EXP(X) + EXP(-X)) / 2

AGTUALLY, COSH(ABS(X)) IS.COMPUTED TO REDUCE THE ROUND-OFF
ERROR INCURRED WHEN X IS NEGATIVE.

DESCRIPTION OF ARGUMENT

X = ANY REAL VALUE FOR WHICH EXP(ABS(X)) IS REPRESENTABLE.

CPQR CP@R CPQR CPQR CPQR CPOR CPGR CPGR

RBEFXV RS SEBRN S VBEISTVERFEB VBRI S BSER VAR
LI IS RS RS2 ISR R SRS 2 2 2 3
FEXBEFITSFECERBI ¥R LS
SR SBERFERLS

SUBROUTINE CPCRINDEGsCRyCI4WRyHI IZRR)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE =
Re E. HUBCLESTON - DIVISION 8322
T. He JEFFERSON <« OIVISION 8322

THIS RCUTINE IS AN INTERFACE TO AN EIGENVALUE ROUTINE IN EISPACK.
THIS INTERFACE WAS WRITTEN BY WILLIAM R. GAVIN.

ABSTRACT

THIS ROUTINE COMPUTES ALL ZEROS OF A POLYNCMIAL
OF DEGREE THWENTY OR LESS WITH COMPLEX COEFFICIENTS
BY COMPUTING THE EIGENVALUES OF THE COMPANION MATRIX.

DESCRIFTICN OF PARAMETERS
THE USER MUST OIMENSION ALL ARRAYS APPEARING IN THE CALL LIST
CRUNDEG+1), CI(NDEG+1), WRINDEG), WI (NODEG)

--INPLT -~
NDEG DEGREE OF POLYNOMIAL

CR,CI REAL AND IMAGINARY PARTS OF COEFFICIENTS IN
DESCENDING CROERe TI4E.y
P(Z) = (CRUL)+I®CI(1))*(Z*®NDEG) + o0s
+ (CR(NDEG)+I*CI(NDEG))*Z 4+ (CRINDEG+1)+I*CI(NOEG+1))

~-=0UTPUT--
WRyWI  REAL AND IMAGINARY PARTS OF COMPUTED ROCTS

IERR QUTPUT ERROR CCDE
- NORMAL COOE
3 MEANS THE ROOTS WERE COMPUTEOD.
- ABNORMAL CODES
1 MORE THAN 30 QR INTERATIONS ON SOME

EIGENVALUE OF THE COMPANION MATRIX

2 CR(1)=0.0 AND CI(1)=0.0 . S
3 NDEG GREATER THAN 20 OR LESS THAN 1
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ERF ERF ERF ERF ERF ERF ERF ERF ERF
Y N T Yy Py I Y Y S P Yy eSSy Y Y
IEFFAFIRERIS RSN EFSERERII RS BE
FERSFIEFFRERERRINNES
IZXS 2R 22

FUNCTION ERF(XX)
SANDIA MATHEMATICAL PROGRAM LIBRARY
CONSULTANTS AT SLL INCLUDE -
Re Eo FUDDLESTON = DIVISION 8322
Te He JEFFERSON - DIVISION 8322
HRITTEN BY J.E. VOGEL FRCM APPROXIMATIONS DERIVED BY W.J4. CODY .
ABSTRACT
ERF(X) COMPUTES 2.0/SQRT(PI) TIMES THE INTEGRAL FROM G TO X
OF EXP(-Xx*%2), THIS IS DONE USING RATIONAL APPROXIMATIONS.
ELEVEN CORRECT SIGNIFICANT FIGURES ARE PROVIDEO.
DESCRIPTION OF PARAMETERS
X MAY BE ANY REAL VALUE

ERF IS DOCUMENTED COMPLETELY IN SC-M=-70-275

ERFC ERFC ERFC ERFC ERFC ERFC ERFC ERFC

FSSSERRFRSRVE B RIS FLBERF SV VSRR IR LRSS
BUSINFEISEFR VIR IFN VR 4253850888
AR S S RIS XSS 2 X 2 2
SR EREXSRES

FUNCTION ERFC(XX)
SANDIA MATHEMATICAL PROGRAM LIBRARY
CONSULTANTS AT SLL INCLUDE -
Re E+ HUDDLESTON ~ OIVISION 8322
Te He JEFFERSGN - DIVISION 8322
WRITYEN 8Y Je.E. VOGEL FRCM AFPROXIMATIONS DERIVED BY W.Jo. COOY .
ABSTRACT
ERFC(X) CCMPUTES 2.0/SQRT(PI) TIMES THE INTEGRAL FROM X TO
INFINITY OF EXP(-X**2), THIS IS DONE USING RATIONAL APPROX-
IMATIONS., ELEVEN CORRECT SIGNIFICANT FIGURES ARE PROVIDED.
DESCRIPTION OF PARAMETERS
X MAY BE ANY REAL VALUE

ERFC IS DOCUMENTED COMPLETELY IN SG=M=7{+275.
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ERRCHK ERRCHK ERRCHK ERRCHK ERRCHK ERRCHK ERRCHK
SRSV FFIISI IS EN IS RIS SRS FSSH IV RSN E RS

LR LIS RIS IR X2 T S22 R 2 S S 2L 2
BRI ISRSERIRNEIVRNILE
L2 22 22 2T 3

SUBROUTINE ERRCHK({NCHARS ,NARRAY)
SANDIA MATHEMATICAL PRCGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re Ee. FUDDLESTON =~ DIVISION 8322
Te He JEFFERSON - CIVISION 8322

ORIGINAL 6600 VERSION WRITYEN BY CARL 8. BAILEY IN DECEMBER, 1968,
LATEST REVISICM CF COMMENTS PY R. E« JONES, NOVEMBER 1975

ABSTRACT
THE ROUTINES ERRCHK, ERXSET, AND ERRGET TOGETHER PROVIDE
A UNIFORM METHCO WITH SEVERAL OPTIONS FOR THE PROCESSING
OF ODIAGNOSTICS AND WARNING MESSAGES WHICH CRIGINATE
IN THE MATFEMATICAL PROGRAF LIBRARY ROUTINES.

DESCRIPTICN OF ARGUMENTS

(BOTH ARGUMENTS ARE INPUT ONLY.)

NCHARS = NUMBER OF CHARACTERS IN HMCLLERITH MESSAGE.
IF NCHARS IS NEGATED, ERRCHK WILL UNCONDITICNALLY
PRINT THE MESSAGE AND STOP EXECUTION. OTHERWISE,
THE BEHAVIOR OF ERRCHK MAY BE CONTROLLEO BY
AN APPROPRIATE CALL TO ERXSET.

NARRAY - NAME OF ARKAY OR VARIABLE CONTAINING THE MESSAGE,
OR ELSE A LITERAL HOLLERITH CONSTANT CONTAINING
THE MESSAGE. BY CONVENTION, ALL MESSAGES SHOULD
BEGIN WITH *IN SUBNAM, +e¢.%,; WHERE SUBNAM IS THE
NAME OF THE ROUTINE CALLING ERRCHK.,

EXAMPLES
1. TO ALLOW CONTROL 8Y CALLING ERXSET, USE
CALL ERRCHK(38,30HIN QUAD, INVALID VALUE OF ERR.)
2« TO UNCCNDITIONALLY PRINT A MESSAGE AND STOP EXECUTION, USE
CALL ERRCHK(=-30,30HIN QUAD, INVALIO VALUE OF ERR.)

ERRGET ERRGET ERRGET ERRGET ERRGET ERRGET ERRGET

XXX S RS SIS RS LRSS IS S SIS S R R 22 2 2
(AR SRS R R RS R 222 R X2 S R X L
BRRESFERESFIBERSREEY
tL R 2 XXX 2 2

SUBROUTINE ERRGET(NFATAL,NTRACE)
SANOIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re E« HUDDLESTON -  DIVISION 8322
Yo He JEFFERSON - BIVISION 8322

ORIGINAL €600 VERSION WRITVEN BY CARL B. BAILEY IN DSCEMBER, 1968.
LATEST REVISIOMN CF COMMENTS BY R. Ee JONESs NOVEMBER 1975

ABSTRACT -
THE ROUTINES ERRCHK, ERXSEY, AND ERRGET TOGETHER PROVIDE
A UNTIFORM METHOD WITH SEVERAL QPTIONS FOR THE PROCESSING
OF DIAGNOSTICS AND WARNING MESSAGES WHICH CRIGINATE
IN THE MATHEMATICAL PROGRAP LIBRARY ROUTINES.

DESCRIPTICN OF ARGUMENTS
BOTH ARGUMENTS ARE OUTPUT ARGUMENTS OF DATA TYPE INTEGER.
NFATAL - CURRENT VALUE OF FATAL-ERROR / MESSAGE-LIMIT FLAG
(SEE DESCRIFTION GF ERXSET)
NTRACE -~ CURRENT VALUE OF WALKBACK TRACE FLAG.
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(SEE DESCRI{"TICN CF ERXSET)

ERXSET ERXSET ERXSET ERXSET ERXSET ERXSET ERXSET

LS IR E S IS RS XS R PSRRI I RS RS SR R 2 2 2 2
SRV RRR VSR FNEI SRR R L BRI BRI RS
LA RS SIS 222 R 2L L2 X2 2
¥R SRR LNES

SUBROUTINE ERXSET(NFATAL ,NTRACE)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
R. €+ HUDBDLESTON =~ DIVISION 8322
Te He JEFFERSON - DIVISION 8322

ORIGINAL 6600 VERSION WRITTEN BY CARL B. BAILEY IN DECEMBER, 19638,
LATEST REVISICAN OF COMMENTS BY R. E. JONES, NOVEMBER 1975

ABSTRACT
THE ROQUTINES ERRCHK, ERXSET, AND ERRGET TOGETHER PROVIDE
A UNIFORYV METHOD WITH SEVERAL OPTIONS FOR THE PROCESSING
OF OIAGNOSTICS AND WARNING MESSAGES WHICH CRIGINATE
IN THE MATHEMATICAL PROGRAVM LIBRARY ROUTINES.

DESCRIFTICN OF ARGUMENTS

BOTH ARGUMENTS ARE INPUT ARGUMENTS OF DATA TYPE INTEGER.

NFATAL - IS A FATAL=-ERROR / MESSAGE-LIMIT FLAG. A NEGATIVE
VALUE DENOTES THAT DETECTED DIFFICULTIES ARE TQ BE
TREATED AS FATAL ERRORS. NONNEGATIVE MEANS NONFATAL.
A NCONNEGATIVE VALUE IS THE MAXIMUM NUMBER OF NONFATAL
WARNING MESSAGES WHICH WILL BE FRINTED BY ERRCHK,
AFTER WHICH NONFATAL MESSAGES WILL NCT BE PRINTED.
(DEFAULT VALUE IS ~-1.)

NTRACE - .GE.1 WILL CAUSE A TRACE-BACK TO BE GIVEN,.
«LE.D WILL SUPPRESS ANY TRACE-BACK, EZXCEPT FOR

CASES WHEN EXECUTION IS TERMINATED.

(OEFAULT VALUE IS §.) -

SNCTE® -« SOME CALLS TO ERRCHK WILL CAUSE UNCONDITIONAL
TERMINATICN OF EXECUTION. ERXSET HAS NO EFFECT ON SUCH CALLS.

EXAMPLES
1. TO PRINT UP TO 100 MESSAGES AS NONFATAL HWARNINGS USE
CALL ERXSET(100,0)
2. TO SUPPRESS ALL MATHLIB WARNING MESSAGES USE
CALL ERXSET(0,0)
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FOURT FOURY FCURTY FOURT FOURT FOURT FOURT F CURT
BRI SE RSN EF AR NI IS PR VIS SRR NGB IF S SR I IS

LA IS I SRS LS RS PSR S R 22 2 X))
(AL R 2 X222 2 23 22
LA X RS 2L 2

SUBROU TINE FOURT(DATAsNNsNDIMyISIGNy IFORNM,WORK)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUOE -
Re Es HUCODLESTON - CIVISION 8322
Te He JEFFERSON - DIVISION 8322

WNRITTEN BY N M BRENNER, MIT LINCOLN LAB
PREPARED FOR THE MATH LIBRARY 8Y R £ JONES

ABSTRACT

FOURT PERFCRMS AN N-DIMENSIONAL FAST FOURIER TRANSFORM ON AN
N-DIMENSICMAL ARRAY OF COMPLEX DATA. THE TRANSFORM PERFORNMED
MAY BE EXPRESSED AS FOLLOWS -~

TRANSFORM(J19J29000) =SUMIDATAIIL 125000 ) *W 1%% ((I1-1) ¥(J1-1))
FHZPH((12-1) *(J2-1))

*

WHERE T1 AND J1 RUN FROM 1 TO NN(1), AND
I2 AND J2 RUN FROM 1 TO NN(2), ETC.

see ’

AND
Wi = EXP(ISIGN®2*PI*SQRT(~1)/NN(1)) , ETC.

FOR ONE DIMENSION, THE TRANSFORM IS PRECISELY
TRANSFORM(JL) = SUMIDATA(I1)*W1**¥((I1-1)*(J1-1)))

FOURT IS FASTEST WHEN THE NUMBER OF DATA VALUES IN EACH
DIMENSION IS A HIGHLY COMPOSITE (FACTORABLE) NUMBEK.

FOR FAST FCURIER TRANSFORMS OF DATA WHICH IS REAL (IN THE
TIME DOMAIN) SEE SUBROUTINES FOQURTR AND FOURTH,.

DESCRIPTICN OF PARAMETERS

DATA -- COMPLEX ARRAY IN WHICH THE DATA TO BE TRANSFORMED
IS PLACED. UPON RETURN TO CALLING PROGRAM DATA
CCNTAINS THE TRANSFORM VALUES.

NN - INTEGER ARRAY GIVING THE (POSITIVE) NUMBER OF PQINTS,
OR VALUES, IN EACH DIMENSION, RESPECTIVELY,

NDIM - NUMBER OF DIMENSIONS (INTEGER) NDIMJ.GE.1

ISIGN - INTEGER GIVING DIRECTION OF TRANSFCRM TO BE OONE.
= <1 IMPLIES FORWARD
= 41 IMPLIES BACKMWARD

IFCRM - INTEGER PARAMETER DESCRIBING THE FORF OF THE DATA.

1 IMPLIES THE DATA IS COMPLEX (NON-TRIVIALLY).,

0 IMPLIES THE DATA IS ACTUALLY REAL. TeEey THE
IMAGINARY PART OF EACH COMPLEX ELEMENT OF DATA
IS ZERO. FOURT IS SIGNIFICANTLY FASTER WHEN
IFORM=0.

WORK - COMPLEX WORK ARRAY., MWORK MUST BE OIMENSIONED AS

LARGE AS THE LARGEST DIMENSION OF DATA WHICH IS NOT
A FOWER CF TWG. IF-ALL DIMENSIONS OF DATA ARE
PCHERS OF TWO THEN WORK NEED NOT BE OIMENSIONED.

(L]
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FOURTH FOURTH FCURTH FOURTH FOURTH FOURTH FOURTH
RS EF IR NSNS ISR SI NS R NSRS RSB SV SRS E Y

L XX S22 RS2 RS RS RS R RS 22 2 2 4
AL RS S S SIS RS2 2 S 2 X 3 3
¥R VRV VBEE

SUBROUTINE FOURTH(DATA,NN,ISIGN,WORK)
SANDIA MATHEMATICAL PROGRAM LISRARY

CONSULTANTS AT SLL INCLUDE -
Re E. HUDOLESTON - OIVISION 8322
Te He JEFFERSON - DIVISION 8322

WRITTEN BY RONDALL E JONES
REFERENCE=~ CCOLEY, LEWIS, AND WELSH, *THE FAST FOURIER TRANSFORM
AND ITS APPLICATIONS* (IBM RESEARCH PAPER RC-1743) SECTION 2.6

ABSTRACT

FOURTH PERFORMS ONE DIMENSIONAL INVERSE FAST FCURIER
TRANSFORMS, GIVEN FOURIER COEFFICIENTS IN THE FORM RETURNECL
BY FOURTR (OF BY FCURT, IF THE FORWARD TRANSFORM WAS OONE
USING NDIM=1, NN A MULTIPLE OF 4, AND IFORM=0).
SPECIFRICALLY, THE INVERSE TRANSFORM DONE AMOUNTS TO THE
FOLLOWING, FOR K=1 TO NN.

(DATA ON THE RIGHT SIDE OF THE EQUALITY REFERS TO INPUT
VALUES. DATA ON LEFT REFERS TO COMPUTED VALUES.)

DATA(K) = DATA(1)
+ 2%SUMU DATA(2*I+1)%COS(2*PI*I*(K=-1)/NN) )
= ISIGN*2*SUM( OATA(2%I+2)*SIN(2¥PI*I*(K-1)/NN) )
+ DATA(NN+1) *COS (PI*(K~-1))

WHERE SUMS ARE FROM I=1 TO NN/2-1.

THUS, FOR I=0 TO NN/2, THE INPUT DATA(2¥I+1) AND DATA(2%I+2)
MUST BE THE COSINE AND SINE COEFFICIENTS FOR THE FREQUENCY OF
I*0F, WHERE DF IS THE FREQUENCY SPACING.

NOTE THAT THE INPUT DATA(2) AND DATA(NN+2) ARE ASSUMED TO = U,

DESCRIFTICN OF ARGUMENTS
THE USER MUST DIMENSICN ALL ARRAYS APPEARING IN THE CALL LIST
DATA(NN#2), (WORK(NN) ONLY IF NN IS NOT A POWER OF TWO)

INFUT==-
DATA - ARRAY CONTAINING THE NN+2 FOURIER COECFFICIENTS,
IN THE FORM RETURNED BY FOURTR.
NN - THE NUMBER OF FOURIER COEFFICIENTS IS NN+2.
NN MUST BE A MULTIPLE OF 4y AND MUST BE AT LEAST 8.
ISIGN - NORMALLY SHOULD Bt + 1. IN SOME SPECIAL CASES IT
MAY NEED TO BE -1 (SEE DEFINING EQUATICNS ABOVE).

oUTPYT=-~

OATA - WILL CONTAIN THE NN REAL VALUES OF THE INVERSE
TRANSFORMe (DATA(NN+1) AND DATA(NN+2) WILL BE ZERO.)
THE TIME SPACING OF THESE VALUES IS DT = 1/(NN*DF).

WORK===~
WORK = IF NM IS NCT A POMWER OF TWO, WORK MUST BE AN ARRAY

OF AT LEAST NN WORES. - IF -NN IS A PRONER OF THO:
THEN WORK NEED NOT BE OIMENSIONED.



40

FOURTR F CURTR FOURTR FOURTR FOURTR FOURTR FOURTR
RN UNINS RN IR IR C RIS AP LRSS F SRR R SR ¥E :

BEFRIEREBIBF SR REBIELEEREBE IS ¥E
SBREBIRERFVIRFVILINEY
SRR EEREEIS

SUBROUTINE FOURTR(DATA,NNyISIGNyWORK)
SANDIA MATHEMATICAL PROGRAM LISRARY

CONSULTANTS AT SLL INCLUDE -
Re E. HUDDLESTON - OIVISION 8322
Te He JEFFERSON - DIVISION 8322

WRITTEN BY RONDALL E JONES
REFERENCE=-- COOLEY, LEWIS, AND WELSH, *THE FAST FOURIER TRANSFCRM
AND ITS APPLICATIONS* (I8M RESEARCH PAPER RC-1743) SECTION 2.6

ABSTRACT

FOURTR PERFORMS A ONE-DIMENSIONAL FAST FOURIER TRANSFORM
OF AN . ARRAY OF NN REAL DATA VALUES, WHERE NN IS A MULTIPLE
OF 4, FOURTR RETURNS CNLY THE NON-REDUNDANT COEFFICIENTS
(I.Eey THE COEFFIENTS FOR FREQUENCIES G TO NN/2 CYCLES).
THESE COEFFICIENTS ARE DEFINED AS FOLLOWS (FOR K=0 TQ NN/2)
(DATA ON THE RIGHT SIDE OF THE EQUALITY REFERS TO INPUT
VALUES. OATA ON LEFT REFERS TO COMPUTED VALUES.)

DATA(2*K+1) = SUM ( DATA(I)®*COS(2*PI®(I~-1)*K/NN) )
DATA{2%K+2) =ISIGN¥*SUM ( DATA(I)*SIN(2*PI*(I-1)%K/NN} )

WHERE SUMS ARE FROM I=1 TO NN,

THUS, FOR I=1 TO NNy, THE INPUT DATA(I} MUSY BE THE TIME DOMAIN
VALUE FOR THE TIME (I-1)*0T, WHERE OT IS THE TIME SPACING.
NCTE THAT THE COMPUTEC OATA(2) AND DATAINN¢2) WILL ALWAYS = 0,

(SEE FOURTH FOR CORRESPOMIING INVERSE TRANSFORMS.)

DESCRIPTION OF ARGUMENTS
THE USER MUST DIMENSICN ALL ARRAYS APPEARING IN THE CALL LIST
DATA (NN+2), (WORK(NN)} ONLY IF NN IS NOT A POWER OF TWQ)

INPUT ===
DATA - REAL ARRAY WHICH CONTAINS THE DATA TO BE TRANSFORMED.
OATA MUST BE DIMENSIONED AT LEAST NN+2, THE FIRST NN
WCRDS CONTAINING THE VALUES TO BE TRANSFORMED.
NN - AUMBER OF VALUES IN DATA TO BE TRANSFORMED,
NN MUST BE A MULTIPLE OF &, AND MUST BE AT LEAST 8.
ISIGN - NCRMALLY SHOULD BE -1. IN SOME SPECIAL CASES IT
MAY NEED TO BE +i (SEE DEFINING EQUATIONS ABOVE).

QUTPUT~~

DATA -~ WILL CONTAIN THE NN+2 REAL COSINE AND SINE
COFFICIENTS OF THE DISCRETE FOURIER TRANSFORM.
(DATA(2) AND ODATA(NN+42) WILL BE ZERQ.)
THE FREQUENCY SPACING OF THESE VALUES IS DF=1/(NN*0T).,

HORK= ===

WORK =« IF NN IS NOT A POWER OF TMO, WORK MUST BE AN ARRAY
OF AT LEAST NN WOROS. IF NN IS A POMWER OF TWQ,
THEN WORK NEEC NOT BE DIMENSLIONED.
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GAMLN GANMLN GAMLN GAMLN GAMLN GAMLN GAMLN

LR AL R XA A IS TR RS R AR 2SS R RS R 22 S R R 2 2 X
BEFYVBU IR AINE VB SERI B IFRRRL Y
FEVVICRCFRERREREENES
SR B¥EBF RSN

FUNCTION GAMLN(X)
SANDIA MATHEMATICAL PROGRAM LIBRARY
CONSULTANTS AT SLL INCLUDE -
Re Ee« HUDDLESTON -~ OIVISION 8322
Te He JEFFERSON - DIVISION 8322
WRITTEN BY D.E. AMOS AND S.t. DANIEL, FEBRUARY 1974,
REFERENCE SAND~75-0152
ABSTRACT

GAMLN COMPUTES THE NATURAL LOG OF THE GAMMA FUNCTICN FOR
XeGTe0s A RATIONAL CHEEYSHEV APPROXIMATION IS USED ON

BeLToXeLT.1000.y THE ASYMPVTOTIC EXPANSION FOR X.GE.100C. AND

BACKWARD RECURSION FOR QeLToX.LT.8 FOR NON-INTEGRAL X. FOR
X=1e9eeesBsy GAMLN IS SET TO NATURAL LOGS OF FACTORIALS.

DESCRIPTION OF ARGUMENTS

INFUT
X - XOGT.D

ouUTPUT
GAMLN -~ NATURAL LOG OF THE GAMMA FUNCTION AT X

ERROR CONDITICNS
IMPROPER INPUT ARGUMENT - A FATAL ERROR

GAMMA GAMMA GAMMA 7 GAMMA GAMMA GAMMA GANMA

BERSEF SR IRER IS ASTEFFSV BV EIFRIRERERLISS
SFSRIBRVBIVNEVFSFSRR RV BV BLERL SN
LA RS2 R LRI LR S 2 LR 3
FE SRS ENENE

SUBROUTINE GAMMA(XXs6X,IERR)
SANDIA MATHEMATICAL PRCGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE ~
Re E+ HUDDLESTON -~ OIVISION 8322
T. He JEFFERSON - OIVISION 8322

ROUTINE ORIGINALLY CONTAINED IN SCIENTIFIC SUBROUTINE PACKAGE.
PREPARED AND MODIFIED FOR THE SANDIA MATHEMATICAL LIBRARY
BY RONALD D, HALBGEWACHS, AUGUST 23,1968,

ABSTRACT

THIS ROUTINE COMPUTES THE GAMMA FUNCTION FOR REAL ARGUMENTS.
RECURRENCE FORMULAS ARE USED TO REDUCE THE ARGUMENT TO THE
RANGE 0 TO 1, WHERE A POLYNCMIAL APPROXIMATION IS USED.
ACCURACY IS APPROXIMATELY 7 SIGNIFICANT FIGLRES.

FOR COMPLEX ARGUMENTS SEE SUBROUTINE GAMMAZ.

DESCRIFTION OF PARAMETERS
XX = INPUT,REAL ARGUMENT OF THE GAMMA FUNCTION.
THE ARGUMENT MUST NOT BE WITHIN 1.0£-C7 OF A
NEGATIVE INTEGER OR ZERO AND THE BOUNDS ON X ARE
X QGTC ’163.0’ X QLEl 177.00

GX = OLTPUT,RESULTANT GAMMA FUNCTION VALUE.
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IERR = OUTPUTLERRCR FLAG FOR THE CONDITICNS

~=- NORMAL CODE
=1, NORMAL = NO ERRORS
-- ABNORMAL CODES
=2y XX IS WITHIN 1.0E-07 OF BEING A NEGATIVE
INTEGER OR ZERO
=3y ARGUMENT .LE. =163+0y OUT OF RANGE
=4y ARGUMENTY .GT. 177.0, OUT OF RANGE

GAMMAZ GAMMAZ GAMMAZ GAMMAZ GAMMAZ GAMMAZ GAMMAZ
LI IR ISR AR PN YT RV 2SI RSS2 2 )

(I XXX IS RIS S22 RSS2 22 2 22 )
(AL Z RIS 2 S T 22 X )
LA RIS T LY

SUBROUTINE GAMMAZ(ZR+ZI+GRyGIyIERR)
SANDIA MATHEMATICAL PROGRAM LIEBRARY

CONSULTANTS AT SLL INCLUBE -
Re Eo HUDDLESTON - DIVISION 8322
Yo He JEFFERSON - DIVISION 8322

FROM A CO-0P LIBRARY ROUTINE CRIGINALLY WRITTEN BY M.H.X. LEE.
PREPARED AND MODIFIED (CHECKS FOR POLES, REGION OF APPLICABILITY,
AND ADOITION OF THE ASYMPTOTIC SECTION) FOR THE SANDIA
MATHEMATICAL LIBRARY BY RCNALD D. HALBGEWACHS, OCTOBER 14,1968,

ABSTRACT

THIS RCUTINE COMPUTES THE GAMMA FUNCTION FOR COMPLEX
ARGUMENTS., RECURRENCE AND REFLECTION FORMULAS ARE USED
TO REDUCE THE ARGUMENT TO THE UNIT SQUARE, WHERE A

PADE APPROXIMATION IS APPLIED. FOR LARGE ARGUMENTS
STIRLING-S ASYMPTOTIC EXPANSION IS USED. APPROXIMATELY
EIGHT 'CORRECT SIGNIFICANY FIGURES ARE PROVIDED.

FOR REAL ARGUMENTS SEE SUBROUTINE GAMMA,.

DESCRIPTION OF PARAMETERS

ZR = INPUT, REAL PART OF THE COMPLEX ARGUMENT.
THE BOUNDS ON ZR DEPEND ON THE VALUE OF Z1.
IF 2ZI IS 2ERQO, THE LOWER BOUND ON ZR IS -160.0
AND THE UPPER BCUND IS 175. AS ZI INCREASES IN
MAGNITULE, THE BOUNDS ON ZR INCREASE ALGEBRAICALLY.
IF THE ARGUMENT IS STRICTLY REAL THEN ZR MUST
NOT BE WITHIN 1.0E-07 OF A NEGATIVE INTEGER
OR ZERO.

Z1 = INPUT, IMAGINARY PART OF THE COMPLEX ARGUMENT,
THE COMPLEX ARGUMENT (2R,ZI) MUST NOT BE WITHIN
1.0E-7.0F A MEGATIVE. INFEGER OR ZERO+ -~ - - .-

GR = OUTPUT, REAL PART OF THE RESULTANT GAMMA FUNCTION
VALUE.
G1 = QUTPUT, IMAGINARY PART OF THE RESULTANY GAMMA

FUNCTIOM VALUE,
IERR

1]

OUTPUTy ERROR FLAG FOR THE CONDITIONS

== NORMAL CODE
=1, NORMAL -~ NG ERRORS
-~ ABNORMAL CODES
=2y (ZR,ZI) IS WITHIN 1.0E-7 OF A NEGATIVE
INTEGER OR ZERO.
=3y ARGUMENT IS TO THE LEFT OF THE LEFT BOUNDS
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=4, ARGUMENT IS TO THE RIGHT OF THE RIGHT BOUNDS
=59 ABS(ZI) .GT. 1800 AND RESULTS MAY BE
INACCURATE.

GAUSS GAUSS GAUSS GAUSS GAUSS GAUSS GAUSS GAUSS
X R R R e Ny YR R S Y S Y]
FETNE B SRS FS ARV SRR NGB SR RL Y
FENBRBERERERARSE VNN
22T PY Y

SUBROUTINE GAUS8 (FUN,ASE+ERRIANSH,IERR)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
R. E« HUDDLESTON -~ DIVISION 8322
Te He JEFFERSON - OIVISION 8322

BY RONDALL E JONES, SANDIA LABCRATORIES

SALIENT FEATURES -- INTERVAL BISECTION, COMBINED RELATIVE/ABSOLUTE
ERROR CONTROL, COMPUTED MAXIMUM REFINEMENT LEVEL WHEN A IS

CLOSE TO E.

ABSTRACT
GAUSS INTEGRATES REAL FUNCTIONS OF ONE VARIABLE OVER FINITE
INTERVALS, USING AN ADAPTIVE 8-POINT LEGENDRE-GAUSS ALGORITHM.
GAUS8 IS INTENDED PRIMARILY FOR HIGH ACCURACY INTEGRATION
OR INTEGRATION OF SMOOTH FUNCTIONS. FOR LOMWER ACCURACY
INTEGRATION OF FUNCTIONS WHICH ARE NOT VERY SMCCTH,
EITHER QNC3 OR QNC7 MAY BE MORE EFFICIENT.

DESCRIPTICN OF ARGUMENTS

INPLUT=-

FUN - NAME OF EXTERNAL FUNCTION TO BE INTEGRATED. THIS NAME
MUST BE IN AN EXTERNAL STATEMENT IN THE CALLING PROGRAM,
FUN MUST BE A FUNCTION OF ONE REAL ARGUMENT. THE VALUE
OF THE ARGUMENT TO FUN IS THE VARIABLE CF INTEGRATION
WHICH RANGES FRCF A TC 8.

A - LOWER LIMIT OF INTEGRAL

B = UPPER LIMIT OF INTEGRAL (MAY BE LESS THAN A)

ERR -~ IS A REQUESTED £RROR TOLERANCE. NORMALLY PICK A VALUE OF
ABS(ERR) +LT.1.,E-3. ANS MWILL NORMALLY HAVE NO MORE ERROR
THAN ABS(ERR) TIMES THE INTEGRAL OF THE ABSOLUTE VALUE
OF FUN(X)s USUALLY, SMALLER VALUES FOR ERR YIELD
MORE ACCURACY AND REQUIRE MORE FUNCTION EVALUATIONS.
A NEGATIVE VALUS FOR ERR CAUSES AN ESTIMATE OF THE
ABSOLUTE ERROR IN ANS TO BE RETURNED IN ERR.

OUTPUT=-
ERR - WILL BE AN ESTIMATE OF THE ERROR IN ANS IF THE INPUT
VALUE OF ERR WAS NEGATIVE. THE ESTIMATED ERRCR IS SOLELY
FOR INFCORMATION TO THE USER AND SHOULD NOT B8E USED AS
A CORRECTION TO THE COMPUTED INTEGRAL-. -
ANS - COMPUTED VALUE OF INTEGRAL
TERR- A STATUS CODE
-=NORMAL COODES
1 ANS MOST LIKELY MEETS REQUESTED ERROR TOLERANCE,
OR A=8.
-1 A ANC B ARE TCO NEARLY EQUAL TO ALLOW NORMAL
INTEGRATION. ANS IS SET TO ZERO.
-=-ABNCRMAL CODE
2 ANS FROBABLY DCES NOT MEET REQUESTED ERROR TOLERANCE.
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GERK GERK GERK GERK GERK GERK GERK GERK GERK
FUBNREISUIUSS SIS BSRN RIS IS FRTS SRR IE IS

Py Y T T Y Py Y YT Y
Y TR Y YT VY PV Y
YT YYR YY)
SUBRCUTINE GERK(F,NEQN+Y+T, TOUT,RELERRyABSERR, IFLAGyGERROR)
1 WORK 4 IWORK)

SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -~
Re E+o HUCDLESTON - CIVISION 8322
Te He JEFFERSON - DIVISION 8322

FEHLBERG FOURTH(FIFTH) ORDER RUNGE-KUTTA METHOD WITH
GLOBAL ERROR ASSESSMENT

WRITTEN BY HoAWATTS AND LoF.SHAMPINE
: SANDIA LABORATCRIES

GERK IS DESIGNED TO SOLVE SYSTEMS OF DIFFERENTIAL EQUATIONS WHEN
IT IS IMPORTANT TO HAVE A READILY AVAILABLE GLOBAL ERROR ESTIMATE.
PARALLEL INTEGRATION IS PERFORMED TO YIELD TWO SOLUTIONS ON
DIFFERENT MESH SPACINGS AND GLOBAL EXTRAPOLATION IS APPLIED TO
PROVIDE AN ESTIMATE OF TH- GLOBAL ERROR IN THE MORE ACCURATE
SOLUTION,

XXX X2 XL P2 2R 2RSSR 2RSS SRR RSS2 IS X RS RIS S RS R R RS RS 2 R XS R A2 R 2 X X X )

ABSTRACT
L2 SRS RS X R S R A I R 2 222 2 2SS R R R R RS AR S RS RS SRS SR 2R RS SRS S RS S 2 2 2 2 2 )

SUBROUTINE GERK INTEGRATES A SYSTEM OF NEQN FIRST ORDER
ORDINARY DIFFERENTIAL EQUATIONS OF THE FORM

DY(I}/0T = FUT,Y (1) sY(2) 900e9 YINEQN))

WHERE THE Y(I) ARE GIVEN AT T .,
TYPICALLY THE SUBROUTINE IS USED TO INTEGRATE FROM T TO TOUT BUT IT
CAN BE USED AS A ONE-STEP INTEGRATOR TO ADVANCE THE SOLUTION A
SINGLE STEP IN THE DIRECTICN OF TOUT. ON RETURN.AN ESTIMATE OF THE
GLOBAL ERROR IM THE SOLUTICN AT T IS PROVIOED AND THE PARAMETERS 1IN
THE CALL LIST ARE SET FCR CONTINUING THE INTEGRATION. THE USER HAS
ONLY TO CALL GERK AGAIN (AND PERHAPS DEFINE A NEW VALUE FOR TOUT).
ACTUALLY, GERK IS MERELY AN INTERFACING ROUTINE WHICH ALLOCATES
VIRTUAL STORAGE IN THE ARRAYS WORK,IWORK AND CALLS SUBROUTINE GERKS
FOR THE SOLUTICN. GERKS IN TURN CALLS SUBROUTINE FEHL WHICH
COMPUTES AN APPROXIMATE SOLUTION OVER ONE STEP.

GERK USES THE RUNGE-KUTTA-FEHLBERG (4,5) ‘' METHOD DESCRIBED

IN THE REFERENCE .

EJFEHLBERG 4 LCW-OROER CLASSICAL RUNGE~-KUTTA FORMULAS MITH STEPSIZE
CONTROL 4 NASA TR R=315

THE PARAMETERS REPRESENT-
F == SUBROUTINE F({T,Y,YP) TO EVALUATE DERIVATIVES YP(I})=0Y{(I)/0T
NEQN <= NUMBER OF EQUATICNS TO B8E INTEGRATED
Y(*#) == SOLUTION VECTOR AT 7T
T == INDEPENDENT VARIABLE
TOUT -- QUTPUT FOINT AT WHICH SOLUTION IS DESIRED

RELERR,ABSERR «= RELATIVE AND ABSOLUTE ERROR -TOLERANGCES FOR LOCAL - -

ERROR TEST. AT EACH STEP THE CODE REQUIRES THAT
ABS(LOCAL ERROR) +LE. RELERR®ABS(Y) + ABSERR
FOR EACH GCOMPONENT OF THE LOCAL ERROR AND SOLUTION VECTORS
IFLAG == INDICATOR FOR STATUS OF INTEGRATION
GERRCR(*) -~ VECTOR WHICH ESTIMATES THE GLOBAL ERROR AT T. THAT
. ISy GERROR(I) AFPPROXIMATES VY(I)-TRUE SOLUTIONI(I).
WORK{(*) -- ARRAY TO HOLD INFORMATION INTERNAL TO GERK WHICH IS
NECESSARY FOR SUBSEQUENT CALLS. MUST BE DIMENSIONED
AT LEAST 3+8%NEQ
IWORK (*) -~ INTEGER ARRAY USED TO HOLO INFORMATION INTERNAL TO
GERK WHICH IS NECZSSARY FOR SUBSEQUENT CALLS. MUST BE
OIMENSIONED AT LEAST 5

L2 22T 222 22 2 2 22 X S R A R R A A L I R RS L S S S P S Y R TR SRS 2222 R 22 X 2 2 2
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FIRST CALL TO GERK
Ly Y Y Y Y Py Ry Y Yy Ty Sy Ry Py R R S T T TR RS PR SR YN

THE USER MUST PROVIDE STORAGE IN HIS CALLING PROGRAM FOR THE ARFAYS
IN THE CALL LIST -~ YINEQN) , HWORK(3+#B*NEQN) , IWORK(5) ,
DECLARE F IN AN EXTERNAL STATEMENT, SUPPLY SUBROUTINE F(T,Y,YP) AND
INITIALIZE THE FOLLOWING PARAMETERS-

NEQN =-- NUMBER OF EQUATIONS TC BE INTEGRATED. (NEQN +.GE. 1)

Y{*) -- VECTOR OF INITIAL CONCITIONS

T == STARTING PCINT OF INTEGRATION , MUST BE A VARIABLE

TOUT == QUTPUT POINT AT WHICH SOLUTION IS ODESIRED.
T=TOUT IS ALLOWED ON THE FIRST CALL ONLY,IN WHICH CASE GERK
RETURNS WITH IFLAG=2 IF CONTINUATION IS POSSIELE,.

RELERR,ABSERR == RELATIVE AND ABSOLUTE LOCAL ERROR TOLERANCES
WHICH MUST BE NON-NEGATIVE BUT MAY BE CONSTANTS. WE CAN
USUALLY EXPECT THE GLOBAL ERRORS TO BE SOMEWHAT SMALLER
THAN THE REQUESTED LOCAL ERROR TOLERANCES. TO AVQID
LIMITING PRECISION DIFFICULTIES THE CODE ALWAYS USES THE
LARGER CF RELERR AND AN INTERNAL RELATIVE ERROR PARAMETER
WHICH IS MACHINE DEPENDENT.

IFLAG == +1,-1 INDICATOR TO INITIALIZE THE CCDE FOR EACH NEW
PROBLEM. NORMAL INPUT IS +1. THE USER SHOULC SET IFLAG=-1
ONLY WHEN ONE-STEP INTEGRATOR CONTROL IS ESSENTIAL. IN THIS
CASE, GERK ATTEMPTS TO ADVANCE THE SOLUTICN A SINGLE STEP
IN THE DIRECTION CF TOUT EACH TIME IT IS CALLED. SINCE THIS
MODE OF OPERATION RESULTS IN EXTRA COMPUTING OVERHEAD,s IT
SHOULD BE AVOIDED UNLESS NEEDED.

(IR LI 2SS R 22 22 2 R S R S S A S R R R A R A L P A R R R RS A R R SRS S R L 2 L 24

OUTPUT FRCM GERK
R Y Y ey T Y P Y Py P R L e Y e P R IR R R SRS S L SRy X,

Y(*) ~-- SOLUTION AT T
T == LAST PCINT REACHED IN INTEGRATION.
IFLAG = 2 == INTEGRATION REACHED TOUT.INDICATES SUCCESSFUL RETURN

ANO IS THE NORMAL MOOE FOR CONTINUING INTEGRATIOM.
z=2 = A SINGLE SUCCESSFUL STEP IN THE CIRECTION OF TOUT
HAS BEEN TAKEN. NORMAL MODE FOR COMNTINUING
INTEGRATION ONE STEP AT A TIME.
= 3 == INTEGRATION WAS NOT CONPLETED BECAUSE MORE THAN
9000 DERIVATIVE EVALUATIONS WERE NEEZDED. THIS
IS APPROXIMATELY 508 STEPS,
= 4 == INTEGRATION WAS NOT COMPLETED BECAUSE SOLUTICN
VANISHED MAKING A PURE RELAVIVE E£RROR TEST
IMPOSSIBLE. MUST USE NON-ZERO ABSERR TC CONTINUE.
USING THE ONE-STEP INTEGRATION MODE FOR CNE STEP
IS A GOOD wWAY TO PROCEED.
= 6 == INTEGRATION WAS NOT COMPLETED BECAUSE REQUESTED
ACCURACY COULD NOT BE ACHIEVED USING SMALLEST
ALLOWABLE STEPSIZE. USER MUST INCREASE THE ERROR
TOLERANCE BEFORE CONTINUED INTEGRATICON CAN BE
ATTEMPTED. :
= € == GERK IS BEING USED INEFFICILENTLY INM SOLVING
THIS PROBLEM. TOO MUCH OUTPUT IS RESTRICTING THE
NATURAL STEPSIZE CHOICE. USE THE ONE-STEP
INTEGRATOR MODE.
= 7 == INVALIO INPUT PARAMETERS  (FATAL ERROR UNLESS
OVERRIDDEN BY CALL TO ERXSET)
THIS INDICATOR OCCURS IF ANY OF THE FOLLOWING IS
SATISFIED - NEQN +LE. O
T=TOUT AND [IFLAG «NE. +1 OR -1
RELERR OR ABSERR .LT. (.
IFLAG +EQe 0 OR LT, =2 OR GT. 7
GERROR(¥*) -~ ESTIMATE OF THE GLOBAL ERROR IN THE SOLUTION AT T
WORK(*) sITWORK(*) =- INFORMATION WHICH IS USUALLY CF NO INTEREST
TO THE USER BUT NECE3SSARY FOR SUBSEQUENT CALLS.
WORK (1) 4400 WORKINEQN) CONTAIN THE FIRST DERIVATIVES
OF THE SOLUTION VECTOR Y AT T. WORK(NEQN+1) CONTAINS
THE STEPSIZE H TO BE ATTEMPTED ON THE NEXT STEP.
IWORK (1) CONTAINS THE DERIVATIVE EVALUATICN COUNTER.,
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I XY RIS SRR E S S S R PR RS T R RS RS S X R RIS R RS2 ARSI S SR 2R S 2 2 2 )

SUBSEQUENT CALLS TO GERK

X222 2 X2 RS S22 R RS2SRSS R RS RS2SR R XSRS RSS2SR R SR R L 2 X J

SUBROUTINE GERK RETURNS WITH ALL INFORMATION NEEDED TO CONTINUE THE
INTEGRATION. IF THE INTEGRATICN REACHED TOUT,THE USER NEED ONLY
DEFINE A NEW TQUT AND CALL GERK AGAIN. IN THE ONE-STEP INTEGRATOR
MODE (IFLAG=-2) THE USER MUST KEEP IN MIND THAT EACH STEP TAKEN IS
IN THE OIRECTICM OF THE CURRENT TOUT. UPON REACHING TOUT (INDIGCAVED
BY CHANGING IFLAG Y0 2),THE USER MUST THEN DEFINE A NEW TOUT AND
RESET IFLAG TO -2 TO CONTINUE IN THE ONE~-STEP IMNTEGRATOR MQODE.

IF THE INTEGRATION WAS NOT COMPLETED EBUT THE USER STILL WANTS TO
CONTINUE (IFLAG=3 CASE), HE JUST CALLS GERK AGAIN. THE FUNCTION
COUNTER IS THEN RESET TO 0 AND ANOTHER 9000 FUNCTION EVALUATIONS
ARE ALLOWED.

HOWEVER,IN THE CASE IFLAG=4, THE USER MUST FIRST ALTER THE ERROR
CRITERION TO USE A POSITIVE VALUE OF ABSERR BEFCRE INTEGRATION CAN
PROCEED. IF HE DOES NOT,,EXECUTION IS TERMINATED.

ALSO.IN THE CASE IFLAG=5, IT IS NECESSARY FOR THE USER TO RESET
IFLAG TO 2 (OR =2 WHEN THE ONE-STEP INTEGRATION MOOE IS BEING USED)
AS WELL AS INGREASING EITHER ABSERR,RELERR OR BOTH BEFORE THE
INTEGRATION CAN BE CONTINUED, IF THIS IS NOT DONE, EXECUTION WILL
BE TERMINATED. THE OCCURRENCE OF IFLAG=5 INDICATES A TROUBLE SPOT
(SOLUTION IS CHANGING RAPIDLY,SINGULARITY MAY BE PRESENT) AND IT
OFTEN IS INADVISABLE TO CONTINUE.

IF IFLAG=6 IS ENCOUNTERED, THE USER SHOULD USE THE CNE-STEP
INTEGRATION MODE WITH THE STEPSIZE DETERMINED BY THE CODE. IF THE
USER INSISTS UPON CONTINUING THE INTEGRATION WITH GERK IN THE
INTERVAL MCDE, HE MUST RESET IFLAG TO 2 BEFORE CALLING GERK AGAIN.
OTHERWISE L EXECUTION WILL EE TERMINATED.

IF IFLAG=7 IS OBTAINED, INTEGRATION GCAN NOT BE CONTINUEC UNLESS
THE INVALID INPUT PARAMETERS ARE CORRECTED.

IT SHOULD BE NCTED THAT THE ARRAYS WORK,INORK CCONTAIN INFORMATION
REQUIRED FOR SUBSEQUENT INTEGRATION. ACCORDINGLY, WORK AND IWORK
SHOULD NOT BE ALTERED.

(XSRS SRR ST RS RSS2 S I S F R RS RSS2 T2 IS LS SR R A2 2SS ST RIS S R T2 2 2 2 3 2

HRMITE HRMITE HRMITE HRMITE HRMITE HRMITE HRIITE
P IRy T Y YT PY YRR YL Y Y YR RT Y Y'Y VY

LR XTSRRI R RS TS S S AL IS S22 2 X2 1
2RSS IR RFIRENRREEREY
B FFIREEER

SUBROUTINE HRMITE (NsX+YIS,CeD)
SANDIA MATHEMATICAL PROGRAM LIBRARY
CONSULTANTS AT SLL INCLUDE -
Re E. HUDDLESTON -~ DIVISION 8322
Te He JEFFERSON - CIVISION 8322
WRITTEN BY ROBERT €., HUDDLESTON, SANDIA LABORATORIES, LIVERMORE
s¥¥e  AQSTRACT savan
SUBROUTINE HRVMITE IS DESIGNED TO PRODUCE A POLYNOMIAL FIT WHICH
PASSES THROUGH GIVEN POINTS AND TAKES ON PRESCRIBED VALUES OF ITS
DERIVATIVES. TO BE MORE SPECIFIC LET THE FOLLOWING N PIECES OF
DATA BE GIVEN?

K X{K) Y {K) IstK)
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1 Z1 Y(1) 0

2 1 Y(2) 1

3 21 Y(3) 2

L] L] » *

. L] * L[]

N1 21 Y(N1) N1-1
Nist z2 Y(N1+1) 0
N1+42 Z2 Y(N1+2) 1
N1+3 22 YINL1+3) 2

. L] * »
Ni#N2 Z2 Y{N1+N2) N2-1
Ni+N2+1 Z3 YINL1+N2+1) Q

L . L] *

. * . *

* - * L]

N

LET (K)P(Z) DENOTE THE DERIVATIVE OF CRDER K OF THE FUNCTION P
EVALUATED AT 2. THEN HRMITE DETERMINES A POLYNCMIAL P SUCH THAT
(ISIKYIPIXIK)) = Y{(K) .’ K=1'Z’.00'No
P IS DETERMINED IN THE FORM
P(Z) = C(1) + CL2)%(Z-X(1)) ¢+ CU3)I*(2-X(1))*(Z-X(2)) + .4,
+ CINI*(Z-X{1))*(Z-X(2))¥,4e*(Z-X(N-1))
SUBRCUTINE POLYVL CAN BE USED TO EVALUATE P AND ITS DERIVATIVES.,
SUBROUTINE POLCOF CAN BE USED TO DETERMINE THE COEFFICIENTS OF P
IN A MORE STANCARD FORM.

EACH OF THE ARRAYS X, Y, ISy Cy AND D MUST BE OIMENSIONED AT LEAST
Ne D IS A WORK ARRAY,

LPGAME LPGAME LPGANE LPGAME LPGAME LPGAME LPGAME
L Y Py Py Yy Y Y PP T Y R R Y Y]

ERFFEBREIRSEB R IR ERELBESXEBE 2L SN
SRR LIEENBELERRRRRER
SRR BENEERS

SUBROUTINE LPGAME (LTYPE +MyNyAyIOIMA3ByNFSCoNEQSySOLNyOBJ9RON,COL
1 IERROR s WORK)

MODIFIED AND EXTENDED RY R. C. BASINGER FROM A SIMPLEX COOF
DOCUMENTED AS AFWL~-TR~65-195

ABSTRACT

THIS ROUTINE SOLVES EITHER FOR THE OPTIMAL STRATEGIES AND VALUE OF
A TWC-PERSON ZERO-SUM GAME OR A LINEAR PROGRAMMING PROEBLEM. IF A
GAME IS SOLVED, THE GAME MATRIX (PAYOFF TO ROW PLAYER) IS ENTERED
AS BELOW ORy IF A LINEAR PROGRAMMING PROGRAM IS SOLVED, THE LP
MATRIX IS ENTERED AS BELOW. - :

GAME MATRIX

Al1,1) A(1,2) o 0 AL 4M)
A(2,1) A(2+2) o e A(24M)

*

*
A{N,1} A(No2) o s A(N,M)
LP MATRIX (PRIMAL FORMULATION)
FIND X(L0eX{2)yeeeeoX(M) THAT MAXIMIZE THE SUM

AlL1,10%X(1) ¢ A(1,2)%X(2) ¢+ &« o o ¢+ AlLyM)*X(M)
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SUBJECT TO THE FOLLOWING CONSTRAINTS

A(2,10%X (1) + o o o ¢ AL2,M)I*X(M) «LE. OR JEQ. 8(2)

.
AINL1I*X(1) ¢+ o o« & BN, MI* X (M) «LE« OR JEQ. B(N)

AND THE AOOITIONAL CONDITION THAT ALL EXCEPT THE FIRST NFSC
VARIABLES X(1)yeees M{NFSC) ARE NON-NEGATIVE. THE QUANTITY
NFSC MAY BE ZERO, IN WHICH CASE ALL X(I),I=1,M ARE REQUIRED TO
BE NON-NEGATIVE. :

THE NUMBER CF EQUALITY CONSTRAINTS (AS OPPOSED TO INEQUALITY
CONSTRAINTS) IS SPECIFIED EY THE INPUT PARAMETER NEQS,
DESCRIBED BELOW.

T PARAMETERS

PE USE 0 FOR GAME, USE 1 FOR PRIMAL LP PROBLEM (ABCVE),

OR USE 2 FOR THE ASSOCIATED DUAL LP PROBLEM. IT GENERALLY

IS MORE EFFICIENT TO USE THE FORMULATION (PRIMAL OR DUAL)

IN WHICH THERE ARE FEWER CONSTRAINTS THAN VARIABLES.,

NUMBER CF COLUMNS (GAME) OR NUMBER OF VARIAELES (LP).

NUMBER CF RONWS (GAME) COR 1+NUMBER OF CONSTRAINTS (LP).
NOTE, IT IS REQUIRED THAT M+N LE 300.

THE GAME (CR LP) MATRIX DESGCRIBED ABOVE.

THE VECTOR CORRESPONDING TO CONSTANTS IN THE LP CONSTRAINT

EQUATICAS,.

NOTICE B(1) IS NOT USED. B IS A WORK ARRAY FOR GAME

PROBLEM,

MA THE ACTUAL FIRST DIMENSION OF MATRIX A IN THE CALLING
PROGRAM, A SHOULD BE DOUBLY DIMENSIONED WITH
IDIMALGE . (M#¥N+2) AND THE PROOUCT OF THE DIMENSICNS AT LEAST
(MEN42) T (MeN+2),

C NUMBER OF VARIABLES IN LP WHICH ARE FREE OF SIGN CONSTRAINT
IF NFSC.GT.0 o THE FIRST NFSC VARIABLES ARE UNCONSTRAINED.
(NFSC=0 FOR THE GAME PROBLEM)

S NUMBER CF EQUALITY CONSTRAINTS IN LP PROBLEM, ALL EQUALITY
CONSTRAINTS PRECEDE INEQUALITY CONSTRAINMNTS,

(NEQS=0 FOR THE GAME FROBLEM)

PUT PARAMETERS

N SOLUTICN VECTOR FCR LP CODE.
SOLN(1)34409SOLN(M) ARE OPTIMUM VALUES FOR X(1)gyeee9sX{N)
RESPECTIVELY AND THE REMAINING COMPONENTS ARE ASSOCIATEO
SLACK VARIABLE VALUES. IF LTYPE=2, THE SOLN VECTOR CONTAINS
OPTIMAL VALUES ASSOCIATED WITH THE PRIMAL FRCBLEM VIA THE
DUAL. SOLN IS A WORK ARRAY FOR THE GAME PROBLEM.
THE MAXIMUM VALUE (PRIMAL) OR MINIMUM VALUE (DUAL) OF THE
0BJECTIVE FUNCTION FOR LP PROBLEMs FOR THE GAME PROBLEM
0BJ IS THE VALUE OF THE GAME.
THE VECTOR OF OPTIMAL RCW PLAYER STRATEGIES.
(ROW(I) IS THE FREQUENCY OF PLAY FOR THE ITH ROW)
ROW IS A WORK ARRAY FOR LP PROBLENM.
THE VECTOR OF CPTIMAL COLUMN PLAYER STRATEGIES.
(COL(I) IS THE FREQUENCY OF PLAY FOR THE ITH COLUMN)
COL IS A WORK ARRAY FOR LP PROBLEM.

IERRCR = 1 NORMAL TERMINATION OF PROBLEM,

= 2 ILLEGAL INPUT PARAMETER OETECTED.EXAMINE LTYPE,
My My NFSCyNEQSs AND VERIFY M+N LE 3049,

=3 ELEMENT OF A MATRIX EITHER INDEFINITE OR OQUT OF
RANGE.,

=4 ELEMENT OF B VECTOR EITHER INDEFINITE OR OUT OF
RANGE.

=5 CONTRADICTORY CONSTRAINT EQUATIONS.
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6 NO FEASTIBLE SOLUTION EXISTS.

7 NO BOUNDED SOLUTION EXISTS.

P9 60000 080000000000 000005 0008080000000 0 00606000008 000000000ss00000sss
THE CALLING PROGRAM MUST OIMENSION
A(YDINMA, ¥ ) ,B(MN#2),SOLN(M#N=-1),ROW (N),COL(M},
WORK(MENS2,ReNS2Y o

00 0802000000000 90 0806800008 0806000 00000000808 0000070 0000000000 000008309

MINA MINA MINA MINA MINA MINA MINA MINA MINA
L Ny T Y Y Y Yy Py Y Sy YRR S Y

LR X222 RS2 RIS RS ST S22 L R X 2 3
L Z 2SS ST RS X222 2 2 8 3
SEREERLEES

SUBROUTINE MINA(FN,NV,NDIV,DEL yA4GUESSsXsFOFX, IERR)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re Eo HUDDLESTON =~ DIVISION 8322
T« He JEFFERSOM - OIVISION 8322

ORIGINAL ROUTINE WAS H2 SAND MIN, BY Z. BEISINGER AND S. BELL
PRESENT VERSICM BY R E JONES

ABSTRACT
MINA FINDS AN APPROXIMATE MINIMUM OF A REAL FUNCTIOM CF
NV VARIABLES, GIVEN AN INITIAL ESTIMATE OF THE POSITICN OF
THE MINIMUM AND RANGES FOR EACH OF THE VARIABLES.
MINA USES A SELEGTIVE DIRECTED SEARCH OF A SURROUNDING
NV-DIMENSICMAL GRID OF POINTS TO FIND A DIRECTICN IN WHICH
THE FUNCTIOM DECREASES. IT THEN PROCEEDS IN THIS DIRECTION
AS FAR AS THE FUNCTION DECREASES, THEN DETERMINES A NEW
ODIRECTION TC TRAVEL., NWHEN NO SUCM DIRECTIOM IS FOUND THE
SEARCH INCREMENT FACTCR IS DECREASED AND THE PROCESS

IS REPEATED.

OESCRIPTION OF ARGUMENTS
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST
AINV,2), GUESSINV), X(NV)

INPUT -~
FN - NAME OF FUNCTION OF NV VARIABLES TO BE MINIMIZED.
(THIS MAME MUST APPEAR IN AN EXTERNAL STATEMENT.)
FORM OF THE CALLING SEQUENCE MUST BE FUNCTIOMN FN(X},
WHERE X IS AN ARRAY OF NV VARIABLE VALUES. THE
OROERING OF THE VARIABLES IS ARBITRARY, EXCEFT
THAT IT MUST AGREE WITH THE OROERING USED IN
ARRAYS A AND GUESS.
R - NUMBER.OF VARIABLES. (NV oGE. 1) - - -
NDIV -~ NUMBER OF REFINEMENTS OF THE SEARCH INCREMENTS TO USE.
AT EACH REFINEMENT, THE INCREMENT IN EACH DIMENSION
IS DIVIDED B8Y 10. (USUALLY NDIV IS ABOUT 3 OR &.)
DEL - FRACTICN OF VARIABLE RANGE (IN EACH DIMENSION) TO USE
AS THE INITIAL INCREPENT (IN THAT DIMENSION)
ARRAY OF SEARCH BOUNOS, DIMENSIONED NV BY 2,
AlI,1) SHOULD BE THE LOWER BOUND OF THE I-TH VARIABLE.
A{I,2) SHOULD BE THE UPPER BOUND OF THE I-TH VARIABLE.
GUESS- ARRAY OF NV INITIAL VALUES. GUESS(I) SHOULD B8E THE
INITIAL VALUE TC USE FOR THE I-TH VARIABLE.

>
]

oUTPUT=-

X - ARRAY (DIMENSIONED NV) GIVING THE VALUES OF THE
VARIABLES AT THE MINIMUM. X{(I) WILL BE THE VALUE
OF THE I-TH VARIABLE.
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50

FOFX ~ FUNCTION VALUE AT THE MINIMUM
IERR = A STATUS COODE
-NORMAL CODE
=1 MEANS THE SEARCH FOR A MINIMUM FROCEEDED FOR THE
SPECIFIED NUMBER CF REFINEMENTS.
~ABNCRMAL CODES
=2 MEANS NV IS GREATER THAN 50
=3 MEANS A RANGE MINIMUM IS GREATER THAN THE
CORRESPONDING MAXIMUM

ODE 00E 00t onE ooe 00E ]3] 3 QDE 00t
YT T YT RS YRS R RSP Y Y PIY R VYR YR YYY )
R E Y PRI ISP YR YIS YR YR Y
IES XIS TR IS YV LY
IR Y

SUBROUTINE OOE(F4NEQGN,Y, Ty TOUT,RELERRyABSERRyIFLAG+HORKy INORK)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re €. HUDDLESTON =~ DIVISION 8322
Te He JEFFERSON - DIVISION 8322

WRITTEN BY L. F. SHAMPINE AND M. K. GORDON

ABSTRACT

SUBROUTINE ODE INTEGRATES A SYSTEM OF NEGN FIRST ORDER
ORDINARY DIFFERENTIAL EQUATIONS OF THE FORM

DY(I) /0T = FUT4Y(1)9Y(2) seee s YINEQND)

Y(I) GIVEN AT T .
THE SURROUTINE INTEGRATES FROM T TO TOUT . ON RETURN THE
PARAMETERS IN THE CALL LIST ARE SET FOR CONTINUING THE INTEGRATION.
THE USER HAS ONLY TO DEFINE A NEW VALUE TOUT AND CALL ODE AGAIN,

THE DIFFERENTIAL ECUATICAMAS ARE ACTUALLY SOLVED BY A SUITE CF CODES
DE 4 STEP , AND INTRP . O0DE ALLOCATES VIRTUAL STORAGE IN THE
ARRAYS WORK AND IWORK AND CALLS OE « DE IS A SUPERVISOR WHICH
DIRECTS THE SOLUTICN. IT CALLS CN THE ROUTINES STEP AND [INTRP
TO ADVANCE THE INTEGRATION AND TO INTERPOLATE AT OUTPUT POINTS,
STEP USES A MODIFIED DIVIOED OIFFERENCE FORM OF THE AOAMS PECE
FORMULAS AND LOCAL EXTRAPOLATION. IT ADJUSTS THE OROER AND STEP
SIZE TO CONTROL THE LOCAL ERROR PER UNIT STEP IN A GENERALIZED
SENSE. NORMALLY EACH CALL TO STEP ADVANCES THE SOLUTION ONE STEP
IN THE OIRECTION OF TOUT , FOR REASONS OF EFFICIENCY OE
INTEGRATES BEYOND TOUT INTERNALLY, THOUGH NEVER BEYOND
T+10*(TOUT-T), ANO CALLS INTRP 7O INTERPQLATE THE SOLUTICN AT
TOUT « AN OPTICM IS PROVIDED TO STOP THE INTEGRATION AT TOUT euT
IT SHOULD BE USED ONLY IF IT IS IMPOSSIBLE TO GCONTINUE THE
INTEGRATION BEYCND TOUT .

THIS GODE IS- COMPLETELY EXPLAINED-AND DOCUMENTED IN THE TEXT,
COMPUTER SOLUTICM OF ORDINARY DIFFERENTIAL EQUATIONSt THE INITIAL
VALUE FROBLEM BY L. Fo SHAMPINE AND M. K. GOROON.

THE PARAMETERS REPRESENT?
F <= SUBROUTINE F(T,.Y,YP) TO EVALUATE DERIVATIVES YP{I)=0Y(I)}/OT
NEQN =- NUMBER OF EQUATIONS TO BE INTEGRATED
Y(®*) -- SOLUTION VECTOR AT T
T =- INODEPENDENT VARIABLE
TOUT -- POINT AT WHICH SOLUTICN IS DESIRED
RELERR, ABSERR -~ RELATIVE ANO ABSOLUTE ERROR TOLERANCES FOR LOCAL
ERROR TEST., AT EACH STYEP THE CODE REQUIRES
ABS(LOCAL ERROR) JLE. ABS(Y)*RELERR + ABSERR
FOR EACH CCMPONENT OF THE LOCAL ERROR AND SOLUTICN VECTORS
IFLAG ~-- INDICATES STATUS OF INTEGRATION
HORK(*)  IHORK(*) -~ ARRAYS TO HOLD INFORMATION INTERNAL TO COCE
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WHICH IS NECESSARY FOR SUBSEQUENT CALLS
FIRST CALL TO QODE =--

THE USER MUST FROVIDE STORAGE IN.HIS CALLING PROGRAM FOR THE ARRAYS
IN THE CALL LIST,
Y(NEQN) , WORK(100+21*NEQN), IWORK(5),
DECLARE F IN AN EXTERNAL STATEMENT, SUPPLY THE SUBROUTINE
F(TyY,¥YP) TO EVALUATE
DY(IV/0T = YPUI) = FUT,Y(1)3Y(2)se0esY(NEGN))
AND INITIALIZE THE PARAMETERS?
NEQN -- NUMBER OF EQUATICNS TC BE INTEGRATED
Y{*) -~ VECTOR QOF INITIAL CONOITIONS
T -« STARTING PCINT OF INTEGRATION
TOUT -- POINT AT WHICH SOLUTICN IS OESIRED
RELERRyABSERR =- RELATIVE AND ABSOLUTE LOCAL ERROR TOLERANCES
IFLAG -- +1,-1. INDICATOR TO INITIALIZE THE CODE. NORMAL INFUT
IS #1. THE USER SHOULD SET IFLAG==1 ONLY IF IT IS
IMPOSSIBLE VO CONTINUE THE INTEGRATION BEYONC TouUT .
ALL PARAMETERS EXCEPT F o, NEGN AND TOUT MAY BE ALTERED 8Y THE
CODE ON OUTPUT SO MUST BE VARIABLES IN THE CALLING PROGRAM.

OUTPUT FROM O0DE ~-=-

NEQN =-- UNCHANGED

Y{(*) =-- SOLUTION AT T

T == LAST PCINT REACHED IN INTVTEGRATION., NORMAL RETURN HAS
T = TOUT .

TOUT «- UNCHANGED

RELERR,ABSERR -- NORMAL RETURN HAS TOLERANCES UNCHANGED. IFLAG=3
SIGNALS TOLERANCES INCREASED

IFLAG = 2 =-- NORMAL RETURN. INTEGRATION REACHED TOUT
= 3 == INTEGRATION DID NOT REACH TOUT BECAUSE ERROR

TOLERANCES TOO SMALL. RELERR 5 ABSERR INCREASED
APFROPRIATELY FOR CONTINUING
INTEGRATION OIC NOT REACH TOUT BECAUSE MORE THAN
500 STEPS NEEDED
INTEGRATION OIC NOT REACH TOUT BECAUSE EQUATIONS
APPEAR TO BE STIFF
= 6 -- INTEGRATION DIU NOT REACH TOUT BECAUSE SOLUTION
VANISHED MAKING PURE RELATIVE ERROR IMPOSSIBLE.
MUST USE NON-ZERO ABSERR TGO CONTINUE.,
= 7 == INVALID INPUT PARAMETERS (FATAL ERRGR)
THE VALUE OF IFLAG IS RETURNED NEGATIVE WHEN THE INPUT
VALUE IS NEGATIVE AND THE INTEGRATION DOES NOT REACH TouT ,
I-E-y ‘3’ "l' “59 '60
WORK(*) ,INORK(®*) =-- INFORMATION GENERALLY OF NO INTEREST TO THE
USER BUT NECESSARY FOR SURSEQUENT CALLS.

]
s
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]
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SUBSEQUENT CALLS TO ODE =--

SUBROUTINE ODE RETURNS WITH ALL INFORMATION NEEDED TO CONTINUE

THE INTEGRATION. IF THE INTEGRATION REACHED TOUT , THE USER NEED
ONLY DEFINE A NEW TOUT AND CALL AGAIN. IF THE INTEGRATICN DIO NOT
REAGCH TOUT AND THE USER WANTS TO CONTINUE, HE JUST CALLS AGAIN,

IN THE CASE IFLAG=6 y THE USER MUST ALSO ALTER THE ERROR CRITERION.
THE OUTPUT VALUE OF IFLAG IS THE APPROPRIATE INPUT VALUE FOR
SUBSEQUENT CALLS. THE ONLY SITUATION IN WHICH IT SHOULD BE ALTERED
IS TO STOP THE INTEGRATICN INTERNALLY AT THE NEW TJOUT 4 leEes
CHANGE OQUTPUT IFLAG=2 TO INPUT IFLAG=-2 . ERROR TOLERANCES MAY
RE CHANGED BY THE USER BEFORE CONTINUING. ALL OTHER PARAMETERS MUST
REMAIN UNCHANGED.
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0DERT ODERT COERTY ODERTY ODERT ODERT ODERT ODERT
FREFEFFEIBERF B IRG NSNS SRS FR RN TR SR ERE

SEFFESVFNLRUL BRIV ENBRERBL IR NN
LSS R RS TS R E X 2 22 22
LA X X2 T2 LS

SUBROUTINE ODERTIF,NEQN,Y T, TOUT yRELERRYABSERR yIFLAG yWORKyIKORK),
1 G.+REROOT,AERCOT)

WRITVEN BY M. K. GCROON, 5122

I I XX R S A2 2 RS E R RS 22 R 2 A A R L R A A R I L R R RS A RS S R S S RS R R 2 2

ABSTRACT
I XTI R IR SIS TS S RS RS2SRRSR RRISS S S2RR SRR RSS2 RS 2R TSRS RS2 Y )
SUBROUTINE ODERT INTEGRATES A SYSTEM OF NEQN FIRST ORDER
ORDINARY DIFFERENTIAL EQUATIONS OF THE FORM
DY(IVZ0T = FAT4Y (1) 34445 Y(NEQN))
Y(I) GIVEN AT T.
THE SUBROUTINE INTEGRATES FROM T 1IN THE DIRECTION OF TOUT UNTIL
IT LOCATES THE FIRST ROOT CF THE NONLINEAR EQUATION
GUT oY L) sevesYINEQN) s YP (1) 9400+ YPINEGN)) = 0,
UPON FINCING THE ROOT, THE CODE RETURNS WITH ALL PARAMETERS IN THE
CALL LIST SET FCR CONTINUING THE INTEGRATION TO THE NEXT RCOT OR
THE FIRST ROOT OF A NEW FUNCTION G , IF NC ROCY IS FOUNO, THE
INTEGRATION PROCEEDS TO TOUT , AGAIN ALL PARAMETERS ARE SET TO
CONTINUE.,

THE DIFFERENTIAL EQUATIONS ARE ACTUALLY SOLVED B8Y A SUITE CF CODES,
DERT , STEP , AND INTRP . ODERT ALLOCATES VIRTUAL STORAGE 1IN
THE WORK ARRAYS WORK AND IWORK AND CALLS -OERT . DERT IS A
SUPERVISCR WHICH DIRECYS THE INTEGRATION. IT CALLS ON STEP TO
ADVANCE THE SOLUTICN AND INTRP TO INTERPOLATE THE SOLUTICN AND
ITS DERIVATIVE. STEP USES A MODIFIED DIVIDED DIFFERENCE FORM OF
THE ADAMS PECE FCRMULAS AND LOCAL EXTRAPOLATIOAN., IT ADJUSTS THE
ORDER AND STEP SIZE TO CONTROL THE LOCAL ERROR PER UNIT STEP IN A
GENERALIZED SENSE. NORMALLY EACH CALL TO STEP ADVANCES THE
SOLUTICN ONE STEP IN THE DIRECTICN OF TOUT . FOR REASONS OF
EFFICIENCY ODERT INTEGRATES BEYOND TOUT INTERNALLY, THOUGH
NEVER BEYOND T+10%(TOUT=-T), AND CALLS INTRP TO INTERPOLATE THE
SOLUTICN AND OERIVATIVE AT TOUT . AN OPTION IS PROVICED TO STOP
THE INTEGRATION AT TOUT BUT IT SHOULD BE USED ONLY IF IT IS
IMPOSSIBLE TO CONTINUE THE INTEGRATION BEYOND TQUT .

AFTER EACH INTERNAL STEP, DERT EVALUATES THE FUNCTION G AND
CHECKS FCR A CHANGE IN SIGN IN THE FUNCTION VALUE FROM THE
PRECEDING STEP. SUCH A CHANGE INDICATES A ROOT LIES IN THE
INTERVAL OF THE STEP JUST COMPLETED. DERT THEN CALLS SUBROUTINE
ROOT T0O REDUCE THE BRACKETING INTERVAL UNTIL THE RQOT IS
DETERMINED TO THE OESIRED ACCURACY. SUBROUTINE ROOT WUSES A
COMBINAT ION OF THE SECANT RULE AND BISECTION TO (0 THISe. THE
SOLUTION AND DERIVATIVE VALUES REQUIRED ARE OBTAINED 8Y
INTERPCLATICN WITH INTRP o THE CODE LOGCATES ONLY THOSE ROOTS
FOR WHICHM G CHANGES SIGN IN (T,TOUT) AND FOR WHICH A
BRACKETING INTERVAL EXISTS. 1IN PARTICULAR, IT WILL NOT DEVECT A
ROOT AT THE INITIAL POINT T

THE COBDES STEP 4 INTRP , ROCT , AND THAT PORTICON OF DERT
WHICH DIRECTS THE INTEGRATION ARE EXPLAINED ANO DOCUMENTED IN THE
TEXT, COMPUTER SOLUTION CF ORDINARY DIFFERENTIAL EQUATIONS, THE
INITIAL VALUE PROBLEM, BY L. Fo SHAMPINE AND M. Ko -GORDON.

DETAILS OF THE USE OF ODERT ARE GIVEN IN SAND-75-(3211.

RERSBEET SRV B LB EVERBV IS FBE VIR F VLSRR LGPV FFEBTIEFLBULBEL333 3288022

THE PARAMETERS FCR ODERT ARE
BESRL ST EFE SRS SN SNSRI SISV SN N SAF SIS USSR RIS SRS S SIS F TR ISRINRS SR SRR RIS
F =- SUBROUTINE F(T,Y,YP) TO EVALUATE DERIVATIVES YP(I)=0Y(I)/ODT
NEQN -- NUMBER OF EQUATICNS TO 8E INTEGRATED

Y{(%*) -- SOLUTION VECTOR AT T
T =~ INDEPENOENT VARIABLE
TOUT -~ ARBITRARY POINT BEYONC THE ROOT DESIRED

RELERR, ARSERR =- RELATIVE AND ABSOLUTE E£RROR TOLERANCES FOR LOCAL
ERROR TEST. AT £ACH STEP THE COOE REQUIRES
ABS (LCCAL ERROR) «LE. ABS(Y)®*RELERR + ABSERR
FOR EACH COMPONENT OF THE LOCAL ERROR ANO SOLUTICON VECTORS
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IFLAG ~- INDICATES STATUS OF INTEGRATION

WORKs IWORK =< ARRAYS TO HOLD INFORMATION INTERNAL TO THE CODE
WHICH IS NECESSARY FOR SUBSEQUENT CALLS

G - FUNCTION OF T, Y(*), YP(*) WHOSE ROOT IS DESIRED.,

REROOT, AEROOT -~ RELATIVE AND ABSOLUTE ERROR TOLERANCES FOR
ACCEPTING THE ROCT. THE INTERVAL CONTAINING THE ROOT IS
REDUCED UNTIL IT SATISFIES

0.5%*ABS(LENGTH OF INTERVAL) .LE. REROOT*®ABS(ROOT) +AEROOT
WHERE ROOT IS THAT ENDFOINT YIELDING THE SMALLER VALUE OF
6 IN MAGNITUDE. FURE RELATIVE ERROR IS NOT RECOMMENDED
IF THE ROOT MIGHT BE ZERO.
R I X222 R SR P R R Y Y R S R Y R T SR R R P R S N Y PR PR RS RS R 2

FIRST CALL TO GODERT ==
(AL S R R R R R 2SS R R R 2 2R 222 P2 R SR PRS2SR RSS2SR RS RT RSSSS SRS R R 2 X X
THE USER MUST FROVIDE STORAGE IN HIS CALLING PROGRAM FOR THE
ARRAYS IN THE CALL LIST,
Y(NEON), WORK(1CO+21*NEQN), IWORK(5)
AND DECLARE F , G 1IN AN EXTERNAL STATEMENT. HE MUST SUPPLY THE
SUBROUTINE F(T,Y,YP) TO EVALUATE
DY(I)/DT = YPUI) = FUToY (1) saess YINEON))
AND THE FUNCTION G(T,Y,YP) TO EVALUATE
G = GUTyY(1) peeasYINEQN) s YP{1) g0y YPI(NEQN) ),
NOTE THAT THE ARRAY YP IS AN INPUT ARGUMENT AND SHOULD NOT BE
COMPUTED IN THE FUNCTION SUBPROGRAM. FINALLY THE USER MUST
INITIALIZE THE PARAMETERS
NEQN -- NUMBER OF EQUATIONS TG BE INTEGRATED
Y(*) -- VECTOR OF INITIAL CONCITIONS
T -- STARTING POINT OF INTEGRATION
TOUT ~- ARBITRARY POINT BEYONC THE ROOT DESIRED
RELERR,ABSERR =-- RELATIVE AND ABSOLUTE LOCAL ERROR TOLERANCES
FOR INTEGRATING THE EQUATIONS
IFLAG -- +1,-1, INDICATCR TO INITIALIZE THE CODE. NORMAL INFUT
IS +1. THE USER SHOULD SET IFLAG=-1 ONLY IF IT IS
IMPOSSIBLE TO CONTINUE THE INTEGRATION BEYOND TOUT .
REROOT,AEROCT -- RELATIVE AND ABSOLUTE ERROR TOLERANCES FOR
COMPUTING THE ROOT OF G

ALL PARAVMETERS EXCEPT Fo, G,y NEON, TOUT, REROOCT AND AEROOQOT MAY BE
ALTERED BY THE CODE ON OUTPUT SO MUSTY BE VARIABLES IN THE CALLING
PROGRANM,

L2 Z X 2T TR 2SI RIS R XSS RS RS R RS2 RS RS SRS RIS S RIS AT R R S R R L 2

OUTPUT FROM ODERT =--
LRSS S S 22 S22 S X R S S R R RS R RS RIS RS R RS R R RIS SRS S R XS R 22 A 2 2 2 2
NEQN == UNCHANGED
Y(*) -- SOLUTION AT T
T == LAST PCINT REACHED IN INTEGRATICN. NORMAL RETURN HAS
T = TOUT OR T = ROOT
TOUT -~ UNCHANGED
RELERRABSERR == NORMAL RETURN HAS TOLERANCES UNCHANGED. IFLAG=3
SIGNALS TOLERANCES INCREASED
IFLAG = 2 -~ NORMAL RETURN. INTEGRATION REACHEQD TOUT
= 3 == INTEGRATION DID NOT REACH TOUT BECAUSE ERROR
TOLERANCES TOO SMALL. RELERR 4 AESERR INCREASEOD
APPROPRIATELY FOR CONTINUING
INTEGRATION OID NOT REACH TOUT BECAUSE MORE THAN
500 STEPS NEEDED
= 5 =~ INTEGRATION DID NOT REACH TOUT BECAUSE EQUATIOMNS
APPEAR TO BE STIFF
= & =~ INTEGRATION-DID NOT REAGH - TOUT  BECAUSE SOLUTIOM
VANISHED MAKING PURE RELATIVE ERROR IMPOSSIBLE.
MUST USE NON-ZERO ABSERR TO CONTINUE
7 == INVALID INPUT PARAMETERS (FATAL ERROR)
NORMAL RETURN. A ROOT WAS FCUND WHICH SATISFIED
THE ERROR CRITERION OR HAD A ZERO RESIDUAL
9 -- ABNORMAL RETURN. AN ODD ORDER PCLE GF G HWAS
FOUND.
=10 == ABMNORMAL RETURN. T0O MANY EVALUATIONS OF G WERE
REQUIRED (AS PROGRAMMED 504 ARE ALLCNWED.)
THE VALUE OF IFLAG IS RETURNED NEGATIVE WHEN THE INPUT
VALUE IS NEGATIVE AND THE INTEGRATION OOES NOT REACH
TOUT ] IQE', '3.;-.,'61'89‘99'100
WORK(®) yIWORK (#) ~- INFORMATION GENERALLY OF NO INTERESY TO THE
USER BUT NECESSARY FOR SUBSEQUENT GALLS
RERQOOT,AEROOT =-- UNCHANGED
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L R RS A RS R 2 A R R S P S A2 22 R 2L X S22 S S RS RS R RS SR XS S22 RS2 X X 2 2 )

SUBSEQUENT CALLS TO ODERT --

XX TR PSSR RASS RS AR 22 AR IR 2RSSR RSS2 RS RS TR R RS2SR SR RS 2 X 3
SUBROUTINZ ODERT RETURNS WITH ALL INFORMATION NEEDED TO CONTINUE
THE INTEGRATION, IF THE INTEGRATION DID NOT REACH TOUT AND THE
USER WANTS TO CONTINUE, HE JUST CALLS AGAIN., IF THE INTEGRATION
REACHED TOUT , THE USER NEED CNLY DEFINE A NEW TOUT AND CALL
AGAIN, THE OUTPUT VALUE OF IFLAG IS THE APPROPRIATE INPUT VALUE
FOR SUBSEQUENT CALLS. THE ONLY SITUATION IN WHICH IT SHOULD BE
ALTERED IS TO STOP THE INTEGRATION INTERNALLY AT THE NEW TOUT ,
I.E.y CHANGE OUTPUT TIFLAG=Z TO INPUT IFLAG=-2 , ONLY THE ERROR
TOLERANCES AND THE FUNCTION G MAY BE CHANGED BY THE USER BEFORE
CONTINUING. ALL OTHER PARAMETERS MUST REMAIN UNCHANGED., A NEW
FUNCTION G IS DETECTED AUTOMATICALLY BY GOMPARING ITS VALUE AT A
SPECIFIED INTERNAL POINT WITH A STORED VALUE FOR THE PREGEDING
FUNCTION EVALUATED AT THE SAME POINT,

PCOEF FCOEF PCOEF PCOEF PCOEF PCOEF PCOEF PCOEF

22 R3S 2222 R XL RS SRS 22 SRS RS R R 2 22 2 )
SESFFSSRS IR BRSPS RVIERLFRENIN RS
LEA XIS 22222222 X 2 L 3
22 22 X2 L2

SUBROUTINE PCOEF (LsCyTCyA)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re. E. HUDDLESTON -~ DIVISION 8322
T. He JEFFERSCN - OIVISION 8322

WRITTEN BY L. F. SHAMPINE AND S. M. DAVENPORT.

ABSTRACTY

POLFIT COMPUTES THE LEAST SQUARES POLYNOMIAL FIT OF ORDER L AS
A SUM CF CRTHCGONAL POLYNCMIALS. PCOEF CHANGES THIS FIT TO ITS
TAYLOR EXPANSION ABOUT ANY PCINT C o I.E. WRITES THE POLYNOMIAL
AS A SUM OF PCWERS OF (X-C). TAKING C=8. GIVES THE POLYNGOMIAL
IN POWERS OF X, BUT A SUITABLE NON-ZERO C OFTEN LEADS TO
POLYNCMIALS WHICH ARE BETTER SCALED AND MCRE ACCURATELY EVALUATED,

THE PARAMETERS FCR PCOEF ARE

INPUTS
L - INDICATES THE ORDER OF POLYNOMIAL TO BE CHANGED TO
ITS TAYLOR EXPANSION. TO OBTAIN THE TAYLOR
COEFFICIENTS IN REVERSE ORDER, INFUT L AS THE
NEGATIVE CF THE ORDER DESIRED. THE ABSOLUTE VALUE OF
L MUST BE LESS THAN OR EQUAL TO NORDO , THE HIGHEST
ORDER POLYNOMIAL FITTEZD BY POLFIT ,
c - THE POINT ABOUT WHICH THE TAYLOR EXPANSIOM IS TO BE
MADE,
A - WORK AND OQUTPUT ARRAY GCONTAINING VALUES FROM LAST
CALL TO POLFIT .
ouTPUT?
TC - VECTOR CONTAINING THE FIRST LL+#1 TAYLOR COEFFICIEMNTS

WHERE LL=TABS(L). IF L.GY.0 , THE COEFFICIENTS ARE
IN THE USUAL TAYLOR SERIES OROER, I.E.

PUX) = TC(1) + TC(2)#(X=C) + osee ¢+ TCIN#L)*(X=C)**N
IF L «LT. 0y THE COEFFICIENTS ARE IN REVERSE ORDER,

I.E.
PIX} = TCU1)*(X=CI**N ¢ cos + TCUINI*(X=C) + TC(Nt1)
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POLCOF POLCOF POLCOF FOLCCF POLCOF POLCCF POLCOF

LA 22 R AR R S SRR RS2SRSS ST RS2 RS S X2 T )
BEBRREIS ARV L IV TRERBSIR RS IR RS
FHBVSBLRFSXBBRERRRER
A RS2 L 2]

SUBROUTINE PCLCOF (XXsN9XsC +D9WORK)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
R. E. HUDDLESTON -  CIVISION 8322
T. He JEFFERSON = OIVISION 8322

WRITTEN BY ROBERT E. HUDBLESTON, SANDIA LABORATORIES, LIVERMORE

ABSTRACT
SUBROUTINE POLCOF COMPUTES THE COEFFICIENTS OF THE POLYNOMIAL

FIT (INCLUDING HERMITE POLYNCMIAL FITS ) PRODUCED 8Y A PREVIOUS
CALL TO HRMITE OR POLINT. THE COEFFICIENTS OF THE POLYNOMIAL,
EXPANDED ABOUT XX, ARE STORED IN THE ARRAY D. THE EXFANSION IS OF
THE FORM
P(Z) = D(1) + D(2)*(Z-XX) +D(3V*((Z=-XXD*%2) + ¢, ¢+

DUINI*((Z=-XX)** (N=-1)).
BETWEEN THE CALL TO POLINT (OR TO HRMITE) AND THE CALL TO POLCOF
THE VARIABLE N AND THE ARRAYS X AND C MUST NOT Bt ALTERED.

®¥¥¥s  INPUT PARAMETERS

XX - THE PCINT ABOUT WHICH THE TAYLOR EXPANSION IS TO BE MAODE.
N - B335
¥ Ny Xy AND C MUST REMAIN UNCHANGED BETWEEN THE
X - CALL TO POLINT OR THE CALL TO HRMITE AND THE
hd CALL TO POLCCF.
c P

¥¥¥E3  OQUTPUT PARAMETER

D = THE ARRAY OF COEFFICIENTS FOR THE TAYLOR EXPANSION AS
EXPLAINED IN THE ABSTRACT

##2%%® STORAGE PARAMETER

WORK ~ THIS IS AN ARRAY T(O PROVIDE INTERNAL WORKING STORAGE. IT
MUST BE DIMENSIONED BY AT LEAST 2%N IN THE CALLING PROGRAM,

®¥%% NOTE - THERE ARE TWO METHODS FOR EVALUATING THE FIT PROOUCED
8Y POLINT OR HRMITE. YOU MAY CALL POLYVL TO PERFORM THE TASK, OR
YOU MAY CALL POLCOF TO OBTAIN THE COEFFICIENTS OF THE TAYLOR
EXPANSION AND THEN WRITE YCUR OWN EVALUATION SCHEME., OUE TO THE
INHERENT ERRORS IN THE COMPUTATIONS OF THE TAYLOR EXPANSION FRCM
THE NEWTON COEFFICIENTS PRODUCED BY POLINT OR HRMITE, MUCH MORE
ACCURACY MAY BE EXPECTED BY CALLING POLYVL AS OPPOSED TO WRITING

- YOUR OWN SCHEME.
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POLFIT POLFIY PCLFIT FOLFIT POLFIT POLFIT POLFIT
X T YR I YL P YR I VY PR Y PR ST YYY NS R YT Y Y

LA XIS A2 RSS2 222 RS2 2 22 X 2 4
SUBREIRIEBINRIRISES
(2R 222 2 2 2 )

SUBRQUTINE POLFIT (NyX,Y 4Ny MAXORDsNORDJEPSyRy IERRy A)
SANDIA MATHEMATICAL PROGRAM LIERARY

CONSULTANTS AT SLL INCLUDE -
Re Eo HUDOLESTON - CIVISION 8322
Te He JEFFERSON - DIVISION 8322

WRITTEN BY L. Fo SHAMPINE AND S« M. DAVENPORT., THE STATISTICAL
OPTIONS PROVIDED WERE WRITTEN 8Y R. E. HUDOLESTON.

ABSTRACT:

GIVEN A COLLECTICN OF FOINTS X{I) AND A SET OF VALUES Y(I) WHICH
CORRESPOND TC SOME FUNCTION OR MEASUREMENT AT EACH OF THE X{(I),
SUBROUTINE FCLFIT COMPUTES THE WEIGHTED LEAST-SQUARES POLYNOMIAL
FITS OF ALL ORCERS UP TO SOME ORDER EITHER SPECIFIED BY THE USER
OR DETERMINED EY THE ROUTINE. THE FITS THUS OBTAINED ARE IN
ORTHOGONAL POLYNOMIAL FORM. SUBROUTINE PVALUE MAY THEN BE
CALLED TO EVALUATE THE FITTED POLYNOMIALS AND ANY OF THEIR
DERIVATIVES AT ANY POINT. THE SUBROUTINE PCOEF MAY BE USED TO
EXPRESS THE POLYNOMIAL FITS AS POWERS OF (X-C) FOR ANY SPECIFIED
POINT C. .

THE PARAMETERS FCR POLFIT ARE

INPUTS

N - THE NUMBER OF DATA POINTS. THE ARRAYS Xy Y, Wy R
MUST BE DIMENSIONED AT LEAST N (N .GE. 1).

X = ARRAY OF VALUES OF THE INDEPENDENT VARIABLE. THESE
VALUES MAY APPEAR IN ANY ORDER AND NEEOD NOT ALL BE
CISTINCT,

Y - ARRAY OF CORRESPONDING FUNCTION VALUES.

W - ARRAY OF FOSITIVE VALUES TO BE USED AS WEIGHTS. IF

W(1) IS NEGATIVE, POLFIT WILL SET ALL THE HEIGHTS

TO 1.0y WHICH MEANS ABSOLUTE ERROR WILL BE MININMIZED.

TO MINIMIZE RELATIVE ERROR, THE USER SHOULD SET

HEIGHTS TOt WEI) = 1.,0/Y(1)%%2, I = 1460e3N o

MAXORD - MAXIMUM CRODER TO BE ALLONWED FOR POLYNOMIAL FIT,

MAXORO MAY BE ANY NON=-NEGATIVE INTEGER LESS THAN N.

NCTE == MAXORD CANNOT BE EQUAL TO N-1 MWHEN A

STATISTICAL TEST IS TO BE USED FOR ORDER SELECTIONM,

I.E.9 WHEN INPUT VALUE OF EPS IS NEGATIVE.

£PS - SPECIFIES THE CRITERION TO BE USED IN DETERMINING

THE ORDER OF FIT TO BE COMPUTED®

(1) IF EPS IS INPUT NEGATIVE, PCLFIT CHOOSES THE
ORDER BASED ON A STATISTICAL F TEST OF
SIGNIFICANCE. ONE OF THREE POSSIBLE
SIGNIFICANCE LEVELS WILL BE USEOS .01, .05 CR
+10., IF EPS=-1,0 , THE ROUTINE MWILL
AUTOMATICALLY SELECT ONE OF THESE LEVELS BASED
ON THE NUMBER OF DATA POINTS AND THE MAXIMUM
ORDER TC BE CONSIDERED. - IF EPS IS INPUT AS
~e01y =405, OR =418, A SICNIFICANCE LEVEL OF
01y 475, OR .10, RESPECTIVELY, WILL BE USED.

(2} IF EPS IS SET 70 G.y POLFIT COMPUTES THE
POLYNOMIALS CF ORDERS 0 THROUGH MAXORD .

(3) IF EPS IS INPUT POSITIVE, EPS IS THE RMS
ERROR TOLERANCE WHICH MUST BE SATISFIED BY THe
FITTED POLYNCHMIAL, POLFIT RILL INCREASE THE
ORDER OF FIT UNTIL THIS CRITERION IS MET OR
UNTIL THE MAXIMUM ORDER IS REACHED.

OUTPUT?S
NORD = ORDER OF THE HIGHEST ORDER FIT CCMPUTED.
EPS - RMS ERROR OF THE POLYNOMIAL OF ORDER NORO .
R = VECTOR CONTAINING VALUES OF THE FIT OF ORCER NORC

AT EACH OF THE X(I) « EXCEPT WHEN THE STATISTICAL
TEST IS USEC, THESE VALUES ARE MORE ACCURATE THAN



57

RESULTS FROM SUBRCUTINE PVALUE NORMALLY ARE.
IERR = ERROR FLAG WITH THE FOLLOWING POSSIBLE VALUESS

1 -- INDICATES NORMAL EXECUTIONy I.E. EITHER

(1) THE INPUT VALUE OF EPS WAS NEGATIVE, AND THE
COMPUTED POLYNOMIAL FIT OF ORDER NORD
SATISFIES THE SPECIFIED F TEST, OR

(2) THE INPUT VALUE OF EPS WAS 0.y AND THE FITS OF
ALL ORDERS UF TO MAXORD ARE COMPLETE, OR

(3) THE INPUT VALUE OF €EPS WAS POSITIVE, AND THE
POLYNOMIAL OF OROER NORD SATISFIES THE RMS
ERROR REQUIREMENT,

2 == INVALID INPUT PARAMETER, AT LEAST ONE OF THE INPUT
PARAMETERS HAS AN ILLEGAL VALUE AND MUST BE CORRECTED
BEFCRE POLFIT CAN PROCEED., VALIO INPUT RESULTS
WHEN THE FOLLCWING RESTRICTIONS ARE OBSERVED:

N +GE. 3

0 +LE. MAXORL +LEe N-1 FOR EPS «GE. 0.
§ oLEs MAXORLC LLEe. N=2 FOR EPS LT, 0,
W(1)==1,0 OR W(I) «GTe 0oy I=1yeeesN &

3 =~ CANNOT SATISFY THE RMS ERROR REQUIREMENT WITH A
FOLYNOMIAL OF ORDER NO GREATER THAN MAXORD . BEST
FIT FOUND IS OF CRDER MAXORD .

4 == CANNOT SATISFY THE TEST FOR SIGAIFICANCE USING
CURRENT VALUE OF MAXORD . STATISTICALLY, THE
BEST FIT FOUND IS OF ORDER NORD . (IN THIS CASE,
NORD WILL HAVE ONE OF THE VALUESS MAXORD-2,
MAXORD=-1, OR MAXORD). WUSING A HIGHER VALUE OF
MAXORD MAY RESULT IN PASSING THE TEST,

A - WORK AND OUTPUT ARRAY HAVING AT LEAST 3N+3MAXORD+3
LOCATIONS

NOTES POLFIT CALCULATES ALL FITS OF ORDERS UF TO AND INGLUDING
NORD » ANY OR ALL OF THESE FITS CAN BE EVALUATED OR
EXPRESSED AS POWERS OF (X-C) USING PVALUE AND PCOEF
AFTER JUST ONE CALL TO POLFIT .

POLINT POLINY PCLINT FOLINT POLINT - POLINT POLINT

L2 X2 2L RS2 2L RSS2 2SS RS S X S R 2 2 2 2
FRFFECSS SRS S RES VRV EFFSL SRV EY
AL R ST T RSS2 2 2 2 2 2
FEPBBEIRIEE

SUBROUTINE POLINT (NyX,Y,0C)
SANDIA MATHEMATICAL PROGRAM LIERARY

CONSULTANTS AT SLL INCLUDE -
R. E. HUDDLESTON =~ DIVISION 8322
T. Hoe JEFFERSON - DIVISION 8322

WRITTEN BY ROBERT E. HUDDLESTONy SANDIA LABORATORIESy LIVERMORE

ABSTRACT

SUBROUTINE POLINT IS DESIGNED TO PRODUCE THE POLYNOMIAL -WHICH
INTERPCLATES THE DATA (X(I)4Y(I})y I=19.ee9Ne POLINT SETS UP
INFORMATICN IN THE ARRAY C WHICH CAN BE USED BY SUBROUTINE POL YVL
TO EVALUATE THE FOLYNOMIAL AND ITS DERIVATIVES AND BY SUBROUTINE
POLCCF TO PRODUCE THE COEFFICIENTS.

FORMAL PARAMETERS

N = THE NUMBER OF DATA POINTS (N .GE. 1)

X = THE ARRAY OF ABSCISSAS (ALL OF WHICH MUST BE DISTINCT)

Y - THE ARRAY OF CRODINATES

C =+ AN ARRAY OF INFORMATION USED BY SUBROUTINES

#¥¥¥¥¥x  DIMENSICNING INFCRMATION *%vresx

ARRAYS X,.Y, AND C MUST Bt DIMENSIONED AT LEAST N IN THE CALLING
PROGRAY.
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POLYVL POLYVL POLYVL POLYVL POLYVL POLYVL POLYVL
LT P R Py Y Ry Y e P Py Y Py YRS Y YL Y

BEUNST IS RNV BRIV IBIRES
LA SR LIPS T2 PRS2 2 X2
S LRFSZBEY

SUBROUTINE POLYVL (NDERyXXyYFITsYPyNysXyCoWORK,y IERR)
SANDIA MATHEMATICAL PRCGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
R. E+ HUDDLESTON - DIVISION 8322
Te He JEFFERSON - DIVISION 8322

WRITTEN 8Y ROEERY £+ HUDDLESTON, SANDIA LABORATORIES, LIVERMORE

ABSTRACT -

SUBROUTINE FOLYVL CALCULATES THE VALUE OF THE PCOLYNCMIAL AND
ITS FIRST NDER DERIVATIVES WHERE THE POLYNOMIAL WAS PRODUCED BY
A PREVIOUS CALL TO HRMITE OR POLINT,

THE VARIABLE N AND THE ARRAYS X AND C MUST NOT BE ALTERED
BETWEEN THE CALL TO HRMITE OR POLINT AND THE CALL TO POLYVL.

s3%¥5% DIMENSIONING INFORMATION ¥*xssss

YpP MUST RE CIMENSIONED BY AT LEASY NOER

X MUST BE DIMENSIONED BY AT LEAST N (SEE THE ABSTRACT )

c MUST BE DIMENSIONED €Y AT LEAST N (SEE THE ABSTRACT )

HWORK MUST BE OIMENSIONEO BY AT LEAST 2*N IF NDER IS .GT. 0.

*3% NOQTE ¥¥%
IF NDER = 0 NEITHER YP NOR WORK NEED TO BE DIMENSIONED VARIABLES
IF NDER = 1 YP DOES NOT NEED TO BE A DIMENSIONED VARIABLE

#¥3s3  INPUT PARAMETERS

NDER - THE NUMBER OF DERIVATIVES TO BE EVALUATED

XX - THE ARGUMENT AT MHICH THE POLYNOMIAL ANLC ITS DERIVATIVES
ARE TO BE EVALUATED,

N - S¥N3E .
* Ne Xo AND C MUST NOT BE ALTERED BETWEEN THE CALL

X - TO HERMITE (OR THE CALL TO POLINT) AND THE CALL
. TC POLYVL.

c - BERRE

s¥88s  QUTPUT PARAMETERS
YFIT - THE VALUE OF THE POLYNCMIAL AT XX

Ye - THE DERIVATIVES OF THE POLYNOMIAL AT XX. THE DERIVATIVE OF
ORDER J AT XX IS STORED IN YP(J) 4 J = 1+..49NDER.

IERR = OUTPUT ERRCR FLAG WITH THE FOLLOWING POSSIBLE VALUESS
1 INDICATES NORMAL EXECUTION

#5238+ STORAGE PARAMETERS -

WORK = THIS IS AN ARRAY TC PROVIDE INTERNAL WCRKING STORAGE FOR
POLYVL. IT MUST BE OUIMENSIONED BY AT LEAST 2*N IF NDER IS
«GTe 0., IF NDER=0, WORK DOES NOT NEED TO B8E A OIMENSIONED
VARIABLE.
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PSMTH1 PSMTHL PSMTHL PSMTHL PSMTHL PSMTH1 PSMTH1
IS Y RISV RPN RS SR VRNV Y ¥

SRR LRRIFSERS I SEVF LB RSIP¥ S
SBNERIFEBVILRBEBBILS
FENBENEREER

SUBROUTINE PSMTH1(XsYyNTOTAL yNOERIVyHEIGHT4LPARAM,NORK,YP)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re E+ HUCDLESTON - DIVISION 8322
T. He JEFFERSON - DIVISION 8322

WRITTEN BY ROBERT E. HUDDLESTON, SANDIA LABORATORIES, LIVERMORE

*¥%%%  ARSTRACT #x»ss

GIVEN DATA (X(ID)sY(ID))y I=14...9NTOTAL WHICH IS GENERALLY
ASSUMED TO BE NOISY (B80T NOT SO NECESSARILY), SUBROUTINE PSMTH1 IS
DESIGNED TO CALCULATE SMOCTHED Y(I) VALUES (AND DERIVATIVES AT
THE X(I) IF NDERIV IS GREATER THAN ZERO ). THE SIMPLEST WAY T(
USE THIS ROUTINE IS TO CHCOSE THE DEFAULT VALUES FOR LPARAM (SEE
THE EXPLANATICN OF LPARAM BELOW) . IF YOU WISH TO CHANGE THE
DEFAULT VALUES, THEN YOU SHOULD READ THE REST OF THIS ABSTRACT
AND THE EXPLANATION OF LPARAM. IN ADDITION THERE IS A REFERENCE
DOCUMENT 4 SAND74-8200 , AVAILABLE FROM ROBERT E. HUDDLESTON
DIVISICN 8322 o EXT. 21220,

THE SUBRCUTINE FITS CONLY IPTS POINTS (DEFAULT VALUE IS 9)
AT A TIME. THESE POINTS ARE FIT WIVH LEAST SQUARE
POLYNCMIALS OF DEGREE 0y1+2+0e¢0¢NDEG (DEFAULT VALUE = 3)
AND A STATISTICAL DECISION SUBROUTINE IS THEN CALLED TO
SELECT THE MOST REPRESENTATIVE DEGREE LESS THAN OR EQUAL
TO NDEG BASED ON AN F DISTRIBUTION TEST. USING THIS DEGREE
OF POLYNOMIAL A ROUTINE IS THEN GALLED WHICH EVALUATES
NDERIV DERIVATIVES OF THE POLYNOMIAL. THESE DERIVATIVES
ARE EVALUTED AT NEVAL FOINTS (DEFAULT VALUE = 3) CENTERED
ABOUT THE MIODLE COF THE IPTS USED IN THE PCLYNGCMIAL FITS.
(NOTE THAT NEVAL AND IPTS ARE BOTH 00D.) THE FITTING
PCINTS ARE THEN SHIFTED BY NEVAL POINTS AND THE PROGESS
CARRTIED OUT REPEATEDLY UNTIL NTOTAL POINTS HAVE BEEN
PROCESSED. THE NON=-SYMMETRIES AT THE LEFT END ANO RIGHT
END OF THE DATA STRING ARE TAKEN CARE OF AUTOMATICALLY
UNLESS IFLAG IS CHANGED FROM ITS DEFAULT VALUE OF &,

wsxs  INPUT PARAMETERS *¥vses

X - SINGLY DIMENSIONED INPUT ARRAY OF ABSCISSAS. THE X(I) ARE
ASSUMED TO BE MONOTONICALLY NON-DECREASING. IF THEY ARE NOT,
YOU SHOULO MAKE A CALL TO A SORTING ROUTINE SUCH AS SSORT
(AVAILABLE ON THE SANDIA MATHEMATICAL PROGRAF LIBRARY). X MUST
BE OIMENSICNED B8Y AT LEAST NTOTAL.
Y - SINGLY DIMENSICONEC INPUT ARRAY OF OROINATES CORRESFONDING TO
THE X ARRAY. Y MUST BE DIMENSIONED BY AT LEAST NTOTAL.
NTOTAL - THE NUMBER OF INPUT POINTS IN EACH OF X AND Y,
NDERIV - THE NUMBER OF DERIVATIVES ONE WISHES TO CCMPUTE.
WEIGHT -~ WEIGHTING FOR ABSOLUTE OR RELATIVE ERROR IN THE
POLYNOMIAL FITS?
SET WEIGHT = =1.0 FOR ABSOLUTE ERROR
SET KEIGHT = 1.0 FOR RELATIVE ERROR

LPARAM - AN INTEGER ARRAY CONTAINING CERTAIN PARAMETERS WHICH £IRE
DESCRIBED IN THE ABSTRACT BELOW. LPARAM MUST BE
DIMENSICONED BY AT LEAST & IN THE CALLING PROGRAM,

#%%%% TF THE USER SETS LPARAM(I) = 0 4 I =1yeessls IN
¥se¥3 THE CALLING PROGRAM, SUBROUTINE FSMTH1 WILL USE
®e¥%®s  DEFAULT VALUES FOR THE PARAMETERS.
THE ELEMENTS OF THE ARRAY LPARAM CORRESFOND TO
LFARAM(1) = IPTS (IPTS MUST BE 00C. THE DEFAULT VALUE
OF IPTS IS 9 )

LPARAM(2) = NEVAL (NEVAL MUST B8E 0O0D. THE DEFAULT
VALUE OF NEVAL IS 3 )
LFARAM(3) = NDEG (NDEG MUST BE LESS THAN OR EQUAL

TO IPTS-1 . IT MUST BE LESS THAN
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IPTS-1 IF ANY SMOOTHING IS TO EE
ACHIEVED., THE DEFAULT VALUE FOR
NDEG IS 3 )

LPARAM(4) = IFLAG (THE ODEFAULT VALUE OF IFLAG IS & .
THIS SHOULD NOT BE ALTEREO UNLESS
YOU HAVE READ SAND74-8200 )

#¥%%  QUTPUT PARAMETERS “swess

<
[}

CONTAINS THE SMOOTHED VALUES OF THE OROINATES (I.E. Y(I)
CONTAINS THE VALUE OF THE LEAST SQUARE POLYNOMIAL FIT
EVALUATED AT X{(I)).

YP - SINGLY DIMENSIONED OUTPUT ARRAY OF DERIVATIVES., THE J TH
DERIVATIVE EVALUATED AT THE ABSCISSA X(I) IS LOCATED IN
YP{I ¢+ (J-1)¥NTOTAL). YP MUST BE DIMENSIONMED BY AT LEAST
NTOTAL®*DERIV. AN ALTERNATIVE IS FORK YP TO BE A THO
DIMENSIONAL ARRAY DIMENSICNED YP(NTOTAL,NDERIV).. THEN
YP{I.J) IS THE J TH DERIVATIVE AT X{(I).

$%%3 STORAGE PARAMETER #%3¥»

WORK -~ SINGLY DIMENSIONED WORK ARRAY TO PROVIDE THE NECESSARY
INTERNAL STORAGE FOR THE SUBROUTINE. IT MUST BE
DIMENSIONED BY AT LEAST S*#IPTS ¢ 3®NDEG + 3.

IF ONE USES THE DEFAULT VALUES FOR IPTS AND NDEG, THEN
WORK MUST BE DIMENSIONED BY AT LEAST 57.

#3%% NOTE., INVALID INPUT IS OIAGNOSED AND THE DIAGNOSTICS ARE
PROCESSED BY ERRCHK.

PVALUE PVALUE PVALUE PVALUE PVALUE PVALUE PVALUE
(22 E Y Ry P IR F YRR YR RS ST Y ISR SR L Y

L2 X SR P22 E 2SS S S X E R 2 2T 2 2 )
SR LIS RSFEIISREREE
SEENBEREEY

SUBROUTINE PVALUE (LsNDERSX4YFIT,YP,A)
SANDIA MATHEMATICAL FROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re E. HUDDLESTON =~ CIVISION 8322
Te He JEFFERSON - OIVISION 8322

WRITTEN BY L. F. SHAMPINE AND S. M. DAVENPORT,
ABSTRACY

THE SUBROUTINE PVALUE USES THE COEFFICIENTS GENERATED BY POLFIT
TO EVALUATE THE FOLYMNOMIAL FIT OF ORDER L 4 ALONG WITH THE FIRST
NDER OF ITS DERIVATIVES, AT A SPECIFIED POINT. COMPUTATIONALLY
STABLE RECURRENCE RELATICNS ARE USED TO PERFORM THIS TASK.

THE PARAMETERS FOR PVALUE ARE

INPUTS

L - THE ORDER OF POLYNOMIAL TO 8E EVALUATED. L MAY BE
ANY NON-NEGATIVE INTEGER WHICH IS LESS THAN Ok EQUAL
TO NORD s THE HIGHEST ORDER POLYNCMIAL PROVIDED
BY POLFIT .

NOER = THE NUMBER OF OERIVATIVES TO BE EVALUATED. NDER
MAY BE G OR ANY PCSITIVE VALUE. IF NDER 1S LESS
THAN 0y IT WILL BE TREATED AS 0.

X - THE ARGUMENT AT WHICH THE POLYNOMIAL AND ITS
DERIVATIVES ARE TO BE EVALUATED.
A - WORK AND OUTPUT ARRAY CONTAINING VALUES FRCM LAST

CALL TO POLFIT .
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ouTPUT?
YFIT - VALUE OF THE FITTING POLYNOMIAL OF QORDER L AT X
Yep - ARRAY CONTAINING THE FIRST THROUGH NOER DERIVATIVES
CF THE POLYNGCMIAL OF ORDER L . YP MUST BE
DIMENSIONED AT LEAST NDER 1IN THE CALLING FPROGRAP.

aN QN QN QN QN QN QN QN QN QN QN QN

LIRS P2 RSS2 RS2 RSS2 S22 TS X X 2 22
(LR 22X TR 2SS RS2 SR S22 RS S L X2 3
FEFRLFEFFIEREBRERRBEEE
FRBIRBLERS

SUBROUTINE QN(FOFX,sNEQN, X ¢yMBAND, DISMAX ,RELERR 3 ABSERR, IFLAG,RES,
1 WORK,IWORK)

WRITTEN BY L. F. SHAMPINE AND M. K. GORDON, 5122

(A2 2SI T S L R R R SR R S S S A S PR S RS RS S S22 R RS S R RS PR PSRRI R 2 P R L L 3

ABSTRACT

BRI BN I RSB EREFI DI IU R A S SRR AR SR RN R SRR RSN SR AR SRS RSN S S S SRR ER PSSR IS SR B R R RS
SUBROUTINE ON SCLVES A SYSTEM CF NEQN SIMULTANEOUS, NOMN.INEAR
EQUATIONS IN NEQN UNKNOWNS. THAT IS, IT SOLVES THE PROBLEM F(X) = 0
WHERE X IS A VECTOR WITH COMPONENTS X(1),.e09 X{NEQN) AND F IS A
VECTOR OF NONLINEAR FUNCTIONS F(1) s.ee oFINEQGN) EACH OF THE FORM

FAD) (X{1) sese s XINEGN)) = D0

THE SOLUTION VECTOR X IS LOCATED 8Y A QUASI-NEWTON ITERATICN
SCHEME IN WHICH THE EQUATIONS ARE REPEATEDLY LINEARIZED AND SOLVED
UNTIL SUCCESSIVE ITERATES CCNVERGE. THE USER SUPPLIES AN INITVIAL
GUESS FOR THE SOLUTION AND A REGION ABOUT THAT GUESS KNOWN TO
CONTAIN THE SOLUTICN.

DETAILS CF THE USE OF THE CODE AND OF THE ALGORITHM ARE FOUND IN
SAND 75-0450.

LRSI 22 2 2 S 2 S R R 2 R RS SRS RS RIS S RS RIS L I XS A R S S X T 2 ) ¥

DECLARATIONS
FERRPPAB SRS EF RS SRS SRS SRR SN US N U U R SIS SN SN DR S I RIS USSR AL S BURR PSS S ES

IN THE CALLING FROGRAM THE USER MUST DECLARE FOFX IN AN
EXTERNAL STATEMENT AND DIMENSION THE ARRAYS X AND DISMAX
AT LEAST NEGN, THE ARRAY WORK AT LEAST 2®NEGN®*248*NEQN+&
AND IWORK AT LEAST NEQN+¢7

X T Y Ny Py Y Py R Yy Yy Y Y Yy Yy Yy Yy Y

ON INPUT THE PARAMETERS IN THE CALL LIST ARE
LRSS X2 RS PR RS SRS SIS SIS SRS RS S IR S RO RS R SR RIS RIS R S R P2 R 2 2 2 ) )
FOFX -~ EXTERNAL SUBROUTINE OF THE FORM FOFX(X,F) TO
EVALUATE THE EQUATIONS
FOIDAXCL) 94X (2) 9aees XINEAN))I=09I=1 49404 NEQAN
NEQN - NUMBER OF EQUATICONS TO BE SOLVED. (DIMENSION OF
X AND F IN FOFX)
X(*) = VECTOR CONTAINING AN INITIAL GUESS FOR THE SOLUTION
MBAND -~ THE SYSTEM -OF £QUATIONS IS SAIO- TO MAVE HALF BAND
WIOTH MBAND If FOR EACH I, EQUATION I INVOLVES ONLY
THE VARIABLES X(J) WITH A8S(I-J) .LE. MBAND. If THERE
IS NO BAND STRUCTURE OR THE STRUCTURE IS NOT KNOWN,
SET MBAND +GE. NEQN/2
NISMAX(#) - VECTOR SPECIFYING SIZE OF REGION IN WHICH
SOLUTION IS SOUGHT. THE I-TH COMPONENT OF THE SOLUTION
MUST BE BETWEEN X(I)-DISMAX(I) AND X(I)+DISMAX(I).
ALL CCMPONENTS OF DISMAX MUST BE POSITIVE NUMBERS
RELERR4ABSERR - RELATIVE AND ABSOLUTE ERROR TOLERANCES
RESPECTIVELY IN THE CONVERGENGE TEST. THE ITERATES ARE
SAID TC HAVE CONVERGED WMHEN THE CODE BELIEVES THAT
ABS(ERROR(I)) .LE. RELERR*ABS(X(I)) + ABSERR
FOR I=1.2,...,NEQN
NOTE THE DANGER OF TAKING ABSERR=0.0 IF ANY SOLUTION
COMPONENT IS ZERO



62

IFLAG - IMNDICATCR FOR STATUS OF COMPUTATICN. ON FIRST CALL
SET IT 10 &

WORK(*) - REAL ARRAY USED FOR INTERNAL STCRAGE

IWORK(*) - INTEGER ARRAY FOR INTERNAL STORAGE

LI 22 S XS L S R X S L R R R R A RS R R Ll A A R RS R S R 2 R SRS RS R 2 S RS R 2 3

ON OUTPUT THE ALTERED PARAMETERS ARE
L2 IS Rl 2 22 RS 2R 2 RS2 SIS XSS IR R 2 S ARSI S SRR R S R R XS S ST RS S R Y 2 2 2 22
X(*) = THE CURRENT APFROXIMATE SOLUTION (ITERATE)
IFLAG INDICATOR OF STATUS OF COMPUTATION
2 THE ITERATES CONVERGED
3 THE RESIDUAL OF THE CURRENT ITERATE IS TEN
ORDERS CF MACNITUDE SMALLER THAN THAT OF
INITIAL GUESS
= & TO0O0O MUCH WORK., THE ITERATES APPEAR TO BE
CONVERGING SLOWLY
= 5 TOO0 MUCH WORK. THE ITERATES DO NOT APPEAR TO BE
CONVERGING., SEE IFLAG=6 FOR POSSIBLE REMEDIES
= 6 THE ITERATES ARE NOT CONVERGING, POSSIBLE
REASCNS ARE
1. A POOR INITIAL GUESS. CHQOSE
ANCTHER INITIAL GUESS
2. A POORLY SCALED PROBLEM. RESCALE
THE INOEPENDENT VARIABLES X AND/OR THE
DEPENDENT VARIABLES F
3. THE ACCURACY REQUESTED IS NOT POSSIBLE
DUE TO ERROR IN THE FUNCTION
EVALUATIONS, INCREASE ERRCR
TOLERANGCES OR EVALUATE FUNCTIONS
+CRE ACCURATELY.
= 7 THE JACOBIAN MATRIX FORMED BY DIFFERENCING
APPEARS SINGULAR., CHOSE ANCTHER INITIAL GUESS,
RESCALE, INCREASE DISMAX, OR REORDER THE
EQUATICAS ANG TRY AGAIN
= 8 SUCCESSIVE ITERATES LIE OUTSIDE THE KEGION
SPECIFIED 8Y DISMAX. CHOOSE ANOTHER INITIAL
GUESS OR INCREASE DISMAX AND TRY AGAIN
= 9 INVALIO INPUT. VALID INPUT IS
NEGQN .GE. 1
MBAND +GE. 1
DISMAX(I) +GT, Oy I=14e00 oNEGN
RELERR OGEC 00 AESERR ‘GEQ 00 ANO
AMAX1{RELERRyABSERR) .GT. 0
1 +LE. IFLAG .LE. 8

RES « THE SIZE OF THE RESIDUAL F. (THE LENGTH OF
THE VECTOR)

WORK(¥*) - COMPONENTS 29350009 NEGN+1 CONTAIN THE ITERATE
ASSCCIATED WITH THE SMALLEST RESIDUAL SEEN IN THE
COMPUTATION AND WORK(1) CONTAINS THE SIZE OF
THAT RESIOUAL. USUALLY, BUT NOT ALWAYS, THESE ARE THE
SAME VALUES AS STORED IN X AND RES, RESPECTIVELY.

H o

THE USER MAY CONTINUE THE ITERATION PROCESS B8Y CALLING QN AGAIN WITH
THE OUTPUT VALUES OF X AND IFLAG. THIS IS REASONABLE IN THE CASE
IFLAG=3 WHEN THE SOLUTION RETURNED IS NOT SUFFICIENTLY AGGURATES IT
MAY BE REASONABLE WHEN IFLAG=4, WITH ALL REMAINING FLAGS FOk
NON-CONVERGENCEy THE USER SKFOULD TAKE THE SUGGESTED ACTION AND

CALL QN AGAIN WITH IFLAG = 1 (RESTART).,

THE USER HAS THE OPTION OF EXAMINING THE SOLUTIOMN VECTOR AND
RESIDUAL AFTER EACH ITERATION. TO DO S50, HE MUST SUPPLY A
SUBROUTINE NAMED GNCHK OF THE FORM SUBROUTINE ONCHK(X,RES) WHICH
PRINTS OUT CR OTHERWISE USES THE INFORMATION. FOR EXAMPLE,

SUBROUTINE QNCHK(X,RES)
DIMENSION X (1)
PRINT 1,X4RES

1 FORMAT(.4s)
RETURN
END
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GNC3 QNC3 GNC3 QNC3 QNC3 QNC3 QNC3 GNC3

LA R AR R 2 R 22 2 R X R RS R SR RS R RS S A X X 2 )
(A SRS S22 R SIS RSS2 R S S S 22 2 2 )
BUANBHFREJIREFERIB Y
FESRINEEES

SUBROUTINE QNC3 (FUNesAyBsERR4ANS,IERR)
SANDIA MATHEMATICAL FPROGRAM LIBRARY
CONSULTANTS AT SLL INCLUCE -~
Re E. HUDDLESTON = DIVISION 8322
Te He JEFFERSON - DIVISION 8322

ORIGINAL TECHNIQUE WAS ALGORITHM 182 CACM 6 (1963) 315
PRESENT VERSICM BY R E JONES,s SANDIA LABORATORIES

SALIENT FEATURES ~~- INTERVAL BISECTION, GOMBINED RELATIVE/ABSOLUTE

ERROR CONTROL, ESTIMATION OF TCTAL QUADRATURE ERROR, CCMPUTED
MAXIMUM REFINEMENT LEVEL WHEN A IS CLOSE TO B.

ABSTRACT
QNC3 INTEGRATES REAL FUNCTIONS OF ONE VARIAELE OVER FINITE
INTERVALS, USING AN ADAPTIVE SIMPSONS-RULE (3-POINT NEWTON-
COTES) ALGCRITHM., FOR VALUES OF ERR SMALLER THAN ABOUT 1.0E-6
QNC3 BECOMES RELATIVELY INEFFICIENT AND QNC7 OR GAUSS SHOULD
BE USED INSTEAD.

DESCRIPTION OF ARGUMENTS

INPYUT ==

FUN - NAME OF EXTERNAL FUNCTION TO BE INTEGRATED. THIS NAME
MUST BE IN AN EXTERNAL STATEMENT IN THE CALLING PROGRAM.
FUN MUST BE A FUNCTIOM OF ONE REAL ARGUMENT. THE VALUE
OF THE ARGUMENT TO FUN IS THE VARIABLE OF INTEGRATION
WHICH RANGES FROM A TC B.

A ~ LOWER LIMIT OF INTEGRAL

B - UPPER LIMIT CF INTEGRAL (MAY B8E LESS THAN A)

ERR =~ IS A REQUESTED ERROR TOLERANCE. NORMALLY PICK A VALUE OF

ABS(ERR)+LT41.E-3. ANS WILL NORMALLY HAVE NO MORE ERROR
THAN ABS(ERR) TIMES THE INTEGRAL OF THE ABSOLUTE VALUE
OF FUN(X). USUALLY, SMALLER VALUES FOR ERR YIELD

MORE ACCURACY AND REQUIRE MORE FUNCTION EVALUATIONS.

A NEGATIVE VALUE FOR ERR CAUSES AN ESTIMATE OF THE
ABSOLUTE ERKOR IN ANS TO BE RETURNED IN ERR.

OUTPUT=-
ERR - WILL BE AN ESTIMATE OF THE ERROR IN ANS IF THE INPUT

VALUE OF ERR WAS NEGATIVE., THE ESTIMATED ERROR IS SOLELY

FOR INFORMATION TO THE USER AND SHOULC NOT BE USED AS
A CORRECTION TO THE COMPUTED INTEGRAL.,
ANS -~ COMPUTED VALUE OF INTEGRAL
IERR- A STATUS CODE
=-NORNMAL CODES
1 ANS MOST LIKELY MEETS REQUESTED ERROR TOLERANCE,
OR A=8,
=1 A AND 8 ARE TOO NEARLY EQUAL TO ALLONW NORMAL
INTEGRATIOMN. ANS IS SET TOQ ZERO.

-=ABNORMAL CODE
2 ANS FROBABLY COES NOT MEET REQUESTED ERRGCR TOLERANCE,
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SUBROUTINE QNC7 (FUN,A+BERRyANS,IERR)
SANDTIA MATHEMATICAL PROGRAM LIBRARY
CONSULTANTS AT SLL INCLUDE -
Re €+ FUDDLESTON - DIVISION 8322
Te He JEFFERSCN - OIVISION 8322

ORIGINAL ROUTINE BY DAVID L. KAHANER, LASL
PRESENT VERSIOM BY R E JONES, SANDIA LABORATORIES

SALIENT FEATURES == INTEPVAL BISECTION, GOMBINED RELATIVE/ABSCLUTE

ERROR CONTROL, ESTIMATION OF TOTAL QUADRATURE ERROR, CCMPUTED
MAXIMUM REFINEMENT LEVEL WHEN A IS CLOSE TO B.

ABSTRACT

QNC7 INTEGRATES REAL FUNCTIONS OF ONE VARIABLE OVER FINITE
INTERVALS, USING AN ADAPTIVE 7-POINT NEWTON-COTES ALGORITHM.
QNC? IS EFFICIENT OVER A WIOE RANGE OF ACCURACIES, BUT QNC3
MAY B8E MORE EFFICIENT CN DIFFICULT LOM ACCURACY PROBLEMS,
AND GAUSS8 MAY BE MORE EFFICIENT ON HIGH ACCURACY PROBLEMS
(ERR LESS THAN 1.,0E-8, SAY)} OR ON PROBLEMS INVOLVING VERY
SMOOTH FUNCTICNS.

DESCRIFTICN OF ARGUMENTS

INPUT=-

FUN = NAME OF EXTERNAL FUNCTION TO BE INTEGRATED. THIS NAME
MUST BE IN AN EXTERNAL STATEMENT IN THE CALLING PROGRAM.
FUN MUST BE A FUNCTIOM OF ONE REAL ARGUMENT. THE VALUE
OF THE ARGUMENT TO FUN IS THE VARIABLE CF INTEGRATION
WHICH RANGES FRCOK A TC B.

A - LOMER LIMIT OF INTEGRAL

B - UPPER LIRIT OF INTEGRAL (MAY BE LESS THAN A)

ERR - IS A RECUESTED ERROR TOLERANCE. NORMALLY PICK A VALUE OF

ABS(ERR)4LT 1.E-3. ANS WILL NORMALLY HAVE NO MORE ERROR
THAN ABS(ERR) TIMES THE INTEGRAL OF THE ABSOLUTE VALUE
OF FUM(X)s USUALLY, SMALLER VALUES FCR ERR YIELD

MORE ACCURACY ANDO REQUIRE MORE FUNCTION EVALUATIONS.

A NEGATIVE VALUE FOR ERR CAUSES AN ESTIMATE OF THE
ABSOLUTE ERROR IN ANS TO BE RETURNED IN ERR.

OUTPUT =~
ERR ~ WILL BE AN ESTIMATE OF THE ERROR IN ANS IF THE INPUT
VALUE OF ERR WAS NEGATIVE.
ANS - COMPUTED VALUE OF INTEGRAL
IERR- A STATUS CODE
-=NORMAL CODES
1 ANS MCST LIKELY MEETS REQUESTED ERROR TOLERANCE,
OR A=EB.
-1 A AND B ARE T(C NEARLY EQUAL TO ALLOW NORMAL
INTEGRATION., ANS IS SET TO ZERO.
-=ABNCRMAL CODE
2 ANS PROBABLY COES NOT MEEY REQUESTED ERRCR TOLERANCE.
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SUBROUTINE RBND2(N,COEF ¢WRyWIyABSERRJRELERRyKLUST,KER)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE =~
Re E« HUDDLESTON = DIVISION 8322
Te Ho JEFFERSON - DIVISION 8322

WRITTEN 8Y CARL B. BAILEY AND MOODIFIED BY WILLIAM R. GAVIN

ABSTRACT

THIS ROUTINE CCMPUTES ERROR BO0UNDS AND CLUSTER COUNTS

FOR APPROXIMATE ZEROS OF A POLYNOMIAL WITH REAL COEFFICIENTS.
THE ZEROS MAY HAVE BE£EN COMPUTED 8Y ANY APFROPRIATE ROUTINE.
(FCR EXAFMPLE, BY RPQR)

THE METHOD USED IS BASED ON THE FACT THAT THE VALUE OF A
POLYNOMIAL AT ANY POINT IS EQUAL TO THE LEAOING COEFFICIENT
TIMES THE PRCOUCT OF THE DISTANCES FROM THAT POINT TO £ACH
OF THE ZERGES. GIVEN THE VALUE OF THE POLYNCMIAL AT AN
APPROXIMATE ZERC, RBND2 COMPUTES FOR EACH APPROXIMATE ZERO
THE RADIUS OF A CIRCLE ABOUT THAT APPROXIMATE ZERO WHICH
CONTAINS A TRUE ZERO OF THE POLYNCMIAL., USING THE KNOWN
DISTRIBUTICN CF APFRCXIMATE ZEROES, AN ITERATIVE PROCEDURE
IS USED TO SHRINK THE RADII OF THE CIRCLES.

DESCRIPTION OF ARGUMENTS
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST
COEF(N+1)y WR(N)y WI(N) 4 ABSERR(N) s RELERR(N) 4 KLUST(N)

INFUT ===
N - DEGREE OF THE POLYNOMIAL (NUMBER CF ZEROS).,
COEF = REAL ARRAY OF N+1 COEFFICIENTS IN ORDER OF DESCENDING
POWERS OF Z,4 I.E.
F(Z) = COEF (1) *(Z**N) + +eo + COEFINI®*Z + COEF(N+1)
WR - REAL ARRAY OF N REAL PARTS OF APPROXIMATE ZEROS.
WI = REAL ARRAY OF N IMAGINARY PARTS OF APPROXIMATE ZEROS.
QUTPUT=--

ABSSRR - REAL ARRAY (F ABSCLUTE ERROR BOUNDS. ABSERR(I) IS
THE ABSOLUTE ERROR BOUND IN THE ZERC (NR(I),WI(I)).
RELERR - REAL ARRAY OF RELATIVE ERROR BOUNDS. RELERR(I) IS
THE RELATIVE ERROR B0OUND IN THE ZERO (WR(I)WI(I)).
KLUST <~ INTEGER ARRAY OF CLUSTER COUNTS FOR ZEROS. THE TRUE
ZERO CORRESPONDING TO I-TH APPROXIMATE ZERO LIES IN
A CIRCLE OF RADIUS ABSERR(I). KLUST(I) IS THE NUMBER
OF CIRCLES INCLUDING THE I-TH CIRCLE WHICH OVERLAF
THE I-TH CIRCLE. THE CLUSTER COUNT OFTEN INDICATES
THE MULTIPLICITY OF A ZERO.
KER = AN ERROR FLAG
~NCRMAL COQE
0 MEANS THE BOUNDS AND COUNTS WERE COMPUTED.
- ABNCRMAL CODES
1 N (DEGREF) MUST BE .GE. 1
2 LEADING COEFFICIENT IS ZERO
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SUBROUTINE ROETINDINsA,DETHKER)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re Es HUDDLESTON = DIVISION 8322
T. He JEFFERSON - DIVISION 8322

WRITTEN BY CARL B. BAILEY, MAY 1972,

ABSTRACT
RDET EVALUATES THE OETERMINANT OF A KEAL MATRIX -A-.
THE MATRIX ~A- IS DECCMPOSED BY GAUSSIAN ELIMINATICN INTO THE
FRODUCT OF TRIANGULAR FACTORS -L- AND -U-. THE DETERMINANT OF
-A=- IS COMPUTED THEN AS THE DETERMINANY OF =L~ TIMES THE
DETERMINANT OF =U-,

ROET SHOULD NOT BE USED TO SOLVE SYSTEMS OF LIMEAR ALGESBRAIC
EQUATIONS, SAY BY CRAMER-S RULE. SYSTEMS OF LINEAR ALGEBRAIC
EQUATIONS SHCULD BE SCLVED DIRECTLY USING SAXB OR SAXBI.

RDET CALLS THE ROUTINE RLUO TO PERFORM LU DECOMPOSITION.

REFERE ME
1. G.E.FORSYTHE AND C.BE.MOLER, COMPUTER SOLUTIOAN OF LINEAR
ALGEBRAIC EQUATIONS, PRENTICE-HALL, 1967

DESCRIPTION OF ARGUMENTS
THE USER MUST DIMENSICN ALL ARRAYS APPEARING IN THE CALL LIST

AUND ,N)
-=INPUT=-~
ND - THE ACTUAL FIRST DIMENSION OF THE ARRAY -4A-,
N - NUMBER OF ROWS IN MATRIX -A= (1 .LE. N .LE. ND)
A - AN ARRAY DIMENSIONED WITH EXACTLY =-NO- ROWS AND
AT LEAST -N- COLUMNS. THE ~-N- BY =N~ LEAGING
SUBARRAY MUST CONTAIN THE COEFFICIENT MATRIX -A-,
-=QUTPUT-~ _
) - WILL 8E DESTROYED DURING EVALUATION OF A DETERMINANT,
DET - WILL BE THE DETERMINANT OF =A- UNLESS KER oNE. 0.
KER - AN ERROR CODE

-=NORMAL COOES
0 MEANS NO ERRORS WERE DETECTED

--ABNCRMAL COCES
1 MEANS -ND- WAS NOT IN THE RANGE 1 +LE. ND oLE. 325
2 MEANS =N~ WAS NOT IN THE KANGE 1 +LE. N .LE. NOD.



RFFT RFFT RFFT RFFT RFFT RFFT RFFT RFFT RFFT
PR BN NI NI SR NSNSV AR BRI RS RS XR NN RS

LEEZ LIS S22 E R S22 R R R R B L 2
LA LI X XS R IS X RS X2 2 22 J
YR EBERENLS

IOENT RFFT
SUBROUTINE RFFT(OATA4N)

ABSTRACT

RFFT COMPUTES THE ONE-CIMENSIONAL FAST FOURIER TRANSFORM OF

REAL DATA OF LENGTH N, WHERE N IS A POWER OF THWC.

IF N IS A PCWER OF TwWO, THE COMPUTATION PERFORMED BY THE CALL,
CALL RFFT(DATA,LN)

IS EQUIVALENY TO THAT PERFORMED BY THe CALL,
CALL FCURTR(OATA,N,-1,0)

EXCEPT THAY RFFT IS THREE TO FIVE TIMES FASTER THAN FOQURTR.

EXECUTION TIME FOR RFFT IS ABOUT 2,.8E=-6¥N*LOG2(N) SECONDS

ON THE COC6600. FOR N=1024, THIS IS ABOUT 28 MILLISECONDS,

RFFT IS WRITTEN IN THE CDC6600 ASSEMBLY LANGUAGE, COMPASS.
THUS, IT IS NOT CONVERTIBLE TO OTHER COMPUTER SYSTEMS.

USERS NEEDING MACHINE INDEPENDENCE SHOULO USE THE
FOURTR/FOURTH/FOURT PACKAGE (OR OTHER COMPARABLE ROUTINES
AVAILABLE FROM THE MATH LIBRARY PROJECT) INSTEAD OF RFFT/RFFTI.

RFFT COMPUTES ONLY THE NON-REDUNDANT COEFFICIENTS OF THE
DISCRETE FCURIER TRANSFCRM, THAT IS, IT CCMPUTES THE
FOURIER COSINE AND SINE CCEFFICIENTS FOR 0 TO N/2 CYCLES
OVER THE GIVEN TIME (OR SPACE) INTERVAL. THESE TWO
COEFFICIENTS, FOR THE FREQUENCY OF K CYCLES OVER THE GIVEN
INTERVAL, ARE DEFINED AS FOLLOWS=--

N

SUM ( DATA(I)*CCS(2*PI*(I-1)%K/N) )
=SUM ( DATA(T)I*SIN(Z2*PI*(I-1)*K/N) )

I=1

CO0S COEFIK)
SIN COEF(K)

THESE TWO COEFFICIENTS ARE RETURNED IN DATA(2¥K+1) AND
DATA(2%K+2), RESPECYIVELY, FOR K=0 TO N/2.

THUS, THE ARRAY, DATA, MUST BE DIMENSIONED AT LEAST

2% (N/241) = N+¢2., COEFFICIENTS FOR FREQUENCIES

FROM N/2+1 70 N-1, IF DESIRED, MAY BE COMPUTED BY THE SIMPLE

RELATICNS,
COS COEF(N-K) = CCS COEF(K)
SIN COEF(N=-K) = = SIN COEF(K)

NOTE THAT THE INPUT VALUES MUST CORRESPOND TO EGQUALLY
SPACED TIME (OR SPACE) VALUES. NOTE ALSO THAT SIN COEF(0)
AND SIN CCEF(N/2) WILL ALWAYS BE ZERO.

SES SURROUTINE RFFTI FOR THS CORRESPONDING INVERSE TRANSFORM.

DESCRIPTICN OF ARGUMENTS
THE USER MUST DIMENSION THE ARRAY, DATA(N+2)

INPUT ===

DATA - REAL ARRAY WHICH CONTAINS THE DATA TO BE TRANSFORMED.
DATA MUST BE DIMENSICNED AT LEAST N+2, THE FIRST N
WORDS CONTAINING THE VALUES TO BE TRANSFORMEO.-

N = NUMEER OF VALUES TO BE TRANSFORMED. N MUST BE A
POWER OF TWO, AND IT MUST BE IN THE RANGE OF & TO
65536=2%%16. IF N IS NOT A POWER OF TWO OR IS 0QUT
OF THE STATED RANGEs A FATAL PROGRAM ERROR WILL RESULT.

oUTPUT=-~--
DATA - WILL CONTAIN THE COSINE AND SINE COEFFICIENTS FOR
FREQUENCIES 0 TC N/2, AS DESCRIBED IN THE ABSTRACT.

REFERENCES
(1) R C SINGLETON, *ON COPPUTING THE FAST FOURIER TRANSFCRM®,

COMM, ACM, VOL 10, 1967, PP 647-654.
(2) LASL LIBRARY ROUTINE LA-FS531A, BY 8 R HUNT,.

AUTHOR
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THE ORIGIMNAL CCMPASS VERSICN OF THIS CODE WAS WRITTEN
BY 8 R HUNT OF LASL. THIS VERSION WAS PREPARED FOR THE
SANOIA MATH LIBRARY BY R E JONES, DIV 2642, APRIL 1975
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IDENT RFFTI

SUBROUTINE RFFTI(DATA,N)

ABSTRACT

RFFTI COMPUTES THE ONE-DIMENSIONAL INVERSE FAST FOURIER
TRANSFORM, GIVEN N/241 COSINE AND N/2+1 SINE COEFFICIENTS
IN THE FORM RETURNED 8Y RFFT (OR BY FQURTR, OR BY FOURT, IF
IFORM=0 WAS USED), WHERE M IS A PONER OF THO.
IF N IS A POWER OF TWO, THE COMPUTATION PEPFORMED 8Y THE CALL,
CALL RFFTI(DATA,N)
IS EQUIVALENT TO THAT PERFORMED BY THE CALL,
CALL FCURTH(DATAsNy+1,C)
EXCEPT THAT RFFTI IS THREE TO FIVE TIMES FASTER THAN FOURTH.
EXECUTION TIME FOR RFFTI IS ABOUT 2.9E-6*N*LOG2(N) SECONDS
ON THE CDC6600. FOR N=1024, THIS IS ABOUT 29 MILLISECONODS.,

RFFTI IS WRITTEN IN THE CDC6600 ASSEMBLY LANGUAGE, COMPASS.
THUS, IT IS NOT READILY CONVERTIBLE YO OTHER COMPUTER SYSTEMS.
USERS NEEDING MACHINE INDEPENCE SHOULD USE THL
FOURTR/FOURTH/FOURT PACKAGE (OR OTHER COMPARABLE ROUTINES
AVAILABLE FROM THE LIBRARY PROJECT) INSTEAD OF RFFT/RFFTI.

THE CALCULATION PERFORMED BY RFFTI IS EQUIVALENT
TCO THE FOLLCWING, WHERE THE SUMS ARE FROM I=1 T0 I=N/2-1,
AND K=1 TC N,

RESULTIK) = DATA (1)
+ 2%SUM( DATA(2*I+1)*COS(2*PI*I*(K~1)/N} )
- 2¥SUM( DATA(Z2%I+2)*SIN(2%PL*1*(K=1)/N) )
+ DATA(N+1)*COS(PI*(K=-1))

THUS, FOR I=0 70 N/2, THE INPUT DATA(2%I+1) AND DATA(2%I+2)
MUST BE THE COSINE AND SINE COEFFICIENTS FOR THE FREQUENCY CF
I*DF, WHERE OF IS THE FREGUENGY SPACING,

(NOTS THAT THE INPUT DATA(2) AND DATA(N+42) ARE ASSUMED TO = §.)
RESULT(1) TO RESULT(N) WILL BE RETURNED IN DATA(1) TO DATA(N),
AND DATA(N+1) AND DATA(N+2) WILL BE SEY TO ZERC,

RESULT(I) WILL CORRESPOND TO A TIME VALUE OF (I-1)/(N*DF),

FOR I=1 TC N,

NOTE-- A CALL TO RFFT FOLLOMED 8Y A CALL TG RFFTI (WITH NO

NO OTHER CALCULATIONS DONE IN BETMEEN) -WILL RESULT-IMN-
MULTIPLICATION OF THE ORIGINAL OATA BY THE VALUE OF N.
THIS FACTOR OF N MUST EE ACCOUNTED FOR AS APPROPRIATE
IN THE GIVEN APPLICATICN.

SEE SUBROUTINE RFFT FCR THE CORRESPONDING FORWARD TRANSFORM.

DESCRIPTION OF ARGUMENTS

THE USER MUST DIMENSICMN THE ARRAY, DATA(N+2)

INPUT~ --

DATA - REAL OR COMFLEX ARRAY CONTAINING THE N/2+¢1 PAIRS OF
COEFFICIENTS,y IN THE FORM DISCUSSED ABOVE. (I«E.y IN
THE FORM RETURNED BY RFFT,)

N - THE NUMBER OF REAL VALUES THAT ARE TC RESULT FROM
THE INVERSE TRANSFORM. N MUST BE A POWER QF TWO
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AND IT MUST BE IN THE RANGE OF 4 TO €5536=2%*1¢,
IF N IS NOT A POWER OF TWO OR IT IS OUT OF THE STATED
RANGE, A FATAL PROGRAM ERROR WILL RESULT.

CUTPUY ===~
DATA - WILL CCNTVTAIN THE REQUESTED INVERSE TRANSFORM IN
OATA(41) TO DATA(N) . DATAIN#1) AND DATA(N+2) WILL = 0.

REFERE NCES

(1) R C SINGLETCN, *ON CCMPUTING THE FAST FOURIER TRANSFORM*®,
COMM. ACM, VOL 10, 19€74 PP 647-€54.

{2) LASL LIBRARY ROUTINE LA-F502A, BY B8 R HUNT.

AUTHOR
THE ORIGINAL CCMPASS VERSION OF THIS CODE WAS WRITTEN
BY B R HUNT OF LASL. THIS VERSION WAS PREPARED FOR THE
SANDIA MATH LIBRARY BY R £ JONES, DIV 2642, APRIL 1975

RKF RKF RKF RKF RKF RKF RKF RKF RKF
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SUBROUTINE RKF(FsNEQsYsX s XOPRELERRyABSERRy IFLAG +WORK 9 INORK)
SANDIA MATHEMATICAL PROGRAM LI3RARY

CONSULTANTS AT SLL INCLUDE -~
R. E., HUDDLESTON - DIVISION 8322
T. He JEFFERSON - DIVISION 8322

FEHLBERG FOURTH=-FIFTH ORDER RUNGE=KUTTA METHOD
WRITTEN BY H.A.WATTS ANO L.F.SHAMPINE

RKF IS PRIMARILY DESIGNED TO SOLVE NON=STIFF AND MILDLY STIFF
DIFFERENTIAL EQUATIONS WHEN DERIVATIVE EVALUATIONS ARE CHEAP.
RKF SHOULD GENERALLY NGT BE USED WHEN THE USER IS DEMANDING
HIGH ACCURACY, INSTEAD, USE SUBROUTINE ODE , AND FOR STIFF
PROBLEMS USE SUBRCUTINE STIFF (AVAILABLE IN MATHZ LIBRARY).

THE CODE ATTEMPTS TO JUDGE WHETHER OR NOT THE GIVEN PROBLEM CAN BE
EFFICIENTLY SOLVED 8Y RKF, THIS DECISION IS BASED UPON THE
REQUESTED ACCURACY, THE NUMBER OF OIFFERENTIAL EQUATIONS, AND THE
REAL TIME COST INCURRED IN SOLVING THE PROBLEM. THE COST
EFFECTIVENESS OF RKF IS ROUGHLY COMPARED TO THE USE OF CDE.

[ X2 A S I R RS P2 R R L R Y R R R R S S I R S S S S RS2 R RS T AL SR RS A X R L 2 ]

ABSTRACT
L X 22 S P R S RIS S SR 2 S SRR RS S SRS S RSS2 ST RIS R RS IR R RS S A X2 22 X 2 2 X

SUBRQUTIINE RKF  INTEGRATES A SYSTEN .OF NEQ -FIRST QROER
ORDINARY DIFFERENTIAL EQUATIONS OF THE FORM

DY{IN/Z0X = FUXsY(1),Y(2) ye0ussY(NEQ))

WHERE TFE Y(I) ARE GIVEN AT X .
TYPICALLY THE SUBROUTINE IS USED TO INTEGRATE FROM X TO X0P BUT IT
CAN BE USED AS A ONE~STEP INTEGRATOR TO ADVANCE THE SOLUTION A
SINGLE STEP IN THE OIRECTION OF XOP. ON RETURN THE PARAMETERS IN
THE CALL LIST ARE SET FOR CONTINUING THE INTEGRATION. THE USER HAS
ONLY TO CALL RKF AGAIN (AND PERHAPS DEFINE A NEW VALUE FOR XOP).
ACTUALLY, RKF IS AN INTERFACING ROUTINE WHICH CALLS SUBROUTINE RKFS
FOR THE SOLUTICMA. RKFS IN TURN CALLS SUBROUTINE FEHL WHICH
COMPUTES AN APFROXIMATE SOLUTION OVER ONE STEP.

RKF  USES THE RUNGE-KUTTA-FEHLBERG (445) METHOD DESCRIBED

IN THE REFERENCE
E.FEHLBERG 4 LCW-ORDER CLASSICAL RUNGE-KUTTA FORMULAS WITH STEPSIZE
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THE PARAMETERS REPRESENT-

F == SUBROUTINE FU(X,Y,YP) TO EVALUATE DERIVATIVES YP(I)=DY(I)/0X
NEQ =-- NUMBER OF EQUATIONS 7O BE INTEGRATED

Y(*) -- SOLUTION VECTOR AT X

X == INDEPENCENT VARIABLE

XOP == OUTPUT POINT AT WHICH SOLUTION IS DESIRED

RELERR,ABSERR == RELATIVE AND ABSOLUTE ERROR TOLERANCES FOR LOCAL

ERROR TEST. AT EACH STEP THE CODE REQUIRES THAT
AES(LCCAL ERROR) .LE., RELERR¥®AES(Y) + ABSERR
FOR EACH COMPONENT OF THE LOCAL ERROR AND SOLUTION VECTORS
IFLAG =-- INDICATOR FOR STATUS OF INTEGRATION
WORK(*) == ARRAY TO HOLD INFCRMATION INTERNAL TO RKF WHICH IS
NECESSARY FOR SUBSEQUENT CALLS. MUST BE DIMENSICNED
AT LEAST 3+46*NEQ
INORK(*) -~ INTEGER ARRAY USED TO HOLD INFORMATION INTERNAL TC
RKF WHICH IS NECESSARY FOR SUBSEQUENT CALLS. MUST BE
DIMENSICNED AT LEAST 6

LSS T 22 L R RS S 2R R A R R R R R 2 R SR 2 R RS ST R 2SI R RS R RS R SRS S XS S R Y T X 3

FIRST CALL TC RKF
IR YT Y Ry Y R RS R R e I R TP TR ey E Yy PNy Ly Ty e Y Py Yy Yy

THE USER MUST PROVIOE STORAGE IN HIS CALLING FROGRA¥ FOR THE ARRAYS
IN THE CALL LIST - Y{NEQ) , WORK(3I+6*NEQ) , IWORKI(6) ,
DECLARE F IN AN EXTERNAL STATEMENT, SUPPLY SUBRCUTINE F(X,Y,YP)} AND
INITIAL JZE THE FCLLOWING FARAMETERS-

NEQ =-- NUMBER OF EQUATIONS TO BE INTEGRATED. (NZQ .GE. 1)

Y(*) =- VECTOR CF INITIAL COCNCITIONS

X == STARTING PCINT OF INTEGRATION , MUST BE A VARIABLE

XOP == QUTPUT PCINT AT WHICH SOLUTION IS DESIRED,
X=X0P IS ALLOWED ON THE FIRST CALL ONLY, IN WHICH CASE RKF
RETURNS WITH IFLAG=2 IF CONTINUATION IS POSSIBLE,

RELERP,ABSERR =~ RELATIVE AND ABSOLUTE LOCAL ERROR TOLERANCES
WHICH MUST BE NON-NEGATIVE BUT MAY BE CONSTANTS. THE CODE
SHOULD NCRMALLY NOT 8E USED WITH KELATIVE ERROR TOLERANCES
SMALLER THAN ABOUT 1.£-8, VO AVOID LIMITING PRECISION
DIFFICULTIES THE CCDE ALWAYS USES THE LARGER CF RELERR
AND REMIN FOR THE INTERNAL RELATIVE ERROR PARAMETER.
REMIN IS A MACHINE DEPENDENT CONSTANT WHICH IS SET IN A
DATA STATEMENT. (REMIN = 1.E-12 FOR COC6HEQD)

IFLAG -- #1,-1 INDICATOR TO INITIALIZE THE CCDE FOR EACH NEW
PROBLEM, MORMAL INPUT IS +1. THE USER SHOULD SET IFLAG=-1
ONLY WHEN ONE-STEP INTEGRATOR CONTROL IS ESSENTIAL. IN THIS
CASE, RKF ATTEMPTS TO AOVANCE THE SOLUTION A SINGLE STEP
IN THE DIRECTIOMN OF XOP EACH TIME IT IS CALLEO. SINCE THIS
MODE OF OQFERATION RESULTS IN EXTRA COMPUTING OVERHEAD, IT
SHOULD BE AVOIDED UNLESS NEEDED.

(I XS SIS RS ST RS R A A R R R I SIS S SRR R RS R SR RSS2 3 3

OUTPUT FRCM RKF
[ XYL SR Ry Ry Y XYY R F R R Y Y Ry e R R Y P Yy PN Y YRy Yy

Y{*) o= SOLUTION AT X - :
X == LASY PCINT REACHED IN INTEGRATION,
IFLAG = 2 -~ INTEGRATION REACHED XOP. INDICATES SUCCESSFUL RETURN
ANC IS THE NORMAL MODE FOR CONTINUING INTEGRATIOA.
==-2 == A SINGLE SUCCESSFUL STEP IN THE CIRECTION OF XOP HAS
BEEN TAKEN. NORMAL MODE FOR CONTINUING INTEGRATICN
ONE STEP AT A TIME,
= 3 -- INTEGRATION WAS NOT COMPLETED BSCAUSE MORE THAN
€000 DERIVATIVE EVALUATIONS WERE NEEDED. THIS
IS APPROXIMATELY 1000 STEPS.
= &4 <= INTEGRATION WAS NOT COMPLETED BECAUSE SOLUTION
VANISHED MAKING A PURE RELATIVE ERROR TEST
IMPOSSIBLE. MUST USE NON-ZERO ABSERR TO CONTINUE.
USING THE ONE-STEP INTEGRATION MODE FOR CNZ STEP
IS A GOOD WAY TO PROCEED.
= 5 == INTEGRATION WAS NOT COMPLETED BECAUSE REGUESTED
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ACCURACY CCULD NOT BE ACHIEVED USING SMALLEST
ALLOWABLE STEPSIZE. USER MUST INCREASE THE ERROR
TOLERANCE BEFORE CONTINUED INTEGRATION CAN BE
ATTEMPTED.

= 6 -= IT IS LIKELY THAT RKF IS INEFFICIENT FOR SOLVING
THIS PROBLEM. USE SUBROUTINE ODE FOR NON-STIFF
EQUATIONS AND SUBROUTINE STIFF FOR STIFF
DIFFERENTIAL EQUATIONS.

= 7 =~ INVALID INPUT PARAMETERS (FATAL ERROR UNLESS

OVERRIDDEN BY CALL TO ERXSET)
THIS INDICATOR OCCURS IF ANY OF THE FOLLOWING IS
SATISFIED - NEQ JLE. O

X=X0OP ANO 1IFLAG .NE. +1 OR =1

RELERR OR ABSERR .LT. 0.

IFLAG +EQe 0 OR LT, =2 OR GTe 7

WORK(*)  IWORK(*) -~ INFORMATION WHICH IS USUALLY OF NO INTEREST

TO THE USER BUT NECESSARY FOR SUBSEQUENT CALLS.
WORK(1) 900ee yWORKINEQ) CONTAIN THE FIRST DERIVATIVES
CF THE SOLUTION VECTOR Y AT X. WORK{(NEQ+1) CONTAINS
THE STEPSIZE H TO BE ATTEMPYED ON THE NEXY STEP,
IWORK(1) CONTAINS THE DERIVATIVE EVALUATION COUNTER.

LS AR I AL 2 S S T IS 2 S P R L RS LA R R S S AR S RS F S RS R S SIS RSP RS2 R 2SS R 2 2 2

SUBSEQUENT CALLS TO RKF

LR R R 2 S S R R R L R R R R R R R S L AR P R R PR P R R RS RIS SIS E 22 S 22 2 3

SUBROUTINE RKF RETURNS WITH ALL INFORMATION NEECED TO CONTINUE THE
INTEGRATION. IF THE INTEGRATICN REAGCHED XGPyTHE USER NEED ONLY
DEFINE A NEW XOFP AND CALL RKF AGAIN. IN THE ONE-STEP INTEGRATOR
MODE (IFLAG=-2) THE USER MUST KEEP IN MIND THAT EACH STEP TAKEN IS
IN THE DIRECTIOMN OF THE CURRENT XOP, UPON REACHING XOP (INDICATED
BY CHANGING IFLAG TO 2),THE USER MUST THEN DEFINE A NEW XCP AND
RESET IFLAG TO -2 TO CONTINUE IN THE ONE-STEP INTEGRATOR MODE.

IF THE INTEGRATIOM WAS NOT COMPLETED BUT THE USER STILL WANTS TO
"CONTINUE (IFLAG=3 CASE), HE JUST CALLS RKF AGAIN. THE FUNCTION
COUNTER IS THEN RESET TO 0 AND ANOTHER 6000 FUNCTICMN ZVALUATIONS

ARE ALLOWED,

HOWEVER,IN THE CASE IFLAG=4, THE USER MUST FIRST ALTER THE ERROR
CRITERION TO USE A POSITIVE VALUE OF ABSERR BEFCORE INTEGRATION CAN
PROCEED. IF HE DOES NOT,EXECUTION IS TERMINATED.

ALSO,IN THE CASE IFLAG=5, IT IS NECESSARY FOR THE USER TO RESET
IFLAG TO 2 (OR ~2 WHEN THE ONE-STEP INTEGRATION MOOE IS BEING USED)
AS WELL AS INCREASING EITHER ABSERR,RELERR OR BCTH BEFORE THE
INTEGRATION CAN 8E CONTINUED. IF THIS IS NOT DONE, EXECUTION WILL
BE TERMINATED. THE OCCURRENCE OF IFLAG=5 INDICAYES A TROUBLE SPOT
(SOLUTION IS CHANGING RAPIDLY,SINGULARITY MAY BE PRESENT) AND IT
OFTEN IS INADOVISABLE TO CONTINUE.

IF IFLAG=6 IS ENCCUNTERED, THE USER SHOULD CONSIDER SWITCHING TO
THE ADAMS CODES COE/STEP,INTRP. IF THE USER INSISTS UPON CONTINUING
THE INTEGRATION WITH RKFyHE MUST RESET IFLAG TO 2 (OR =2 WHEN THE
ONE-STEP INTEGRATION MCOE IS BEING USED) BEFORE CALLING RKF AGAIN.
OTHERWISELEXECUTICN WILL BE TERMINATED.

IFf IFLAG=7 IS OBTVAINED, -INTEGRATION CAN NOT 8t CONTINURD UNLESS
THE INVALIO INPUT PARAMETERS ARE CORRECTED.

IT SHOULO BE NCTED THAT THE ARRAYS WORK,IWORK CCONTAIN INFORMATION
REQUIRED FOR SUBSEQUENT INTEGRATION. ACCORDINGLY, WORK AND IWORK
SHOULD NOT BE ALTERED.

L2 L R I R S R L S R R L RS IR I R S R PR RS R PR RS RS R RS2SRSS SRR R R X 2 3
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RNAA RNAA RNAA RNAA RNAA RNAA RNAA RNAA
HUBRS STV EFSSBA RSN N IR SRS SRR PSRN RSN N

(222 X2 22 22 S22 ST R S22 R S X X L J
L2 RS S22 X2 X S22 X L 22
(LR XL E LSS

SUBROUTINE RNAA (NDIMyN,ALEVR,EVILVEC,IERR)
SANDIA MATHEMATICAL PRCGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -~
Re. Eo. HUDDLESTON - OIVISION 8322
T+ He JEFFERSON - DIVISION 8322

EISPACK IS AN EXTENSIVE CCLLECTION OF ROUTINES FOR SOLVING

THE ALGEBRAIC EIGENVALUE PROELEM, THE ORIGINAL ALGOL ROUTINES
WERE WRITTEN BY Jo He WILKINSON, ET.AL., AND SUBSEQUENTLY WERE
TRANSLATED TO FORTRAN AND TESTED AT ARGONNE NATIONAL LABORATORY,
THIS INTERFACE TO EISPACK WAS WRITTEN 8Y W. Re GAVIN.

ABSTRACT
THIS SUBROUTINE COMPUTES ALL EIGENVALUES AND CORRESPCONDING
EIGENVECTORS OF AN ARBITRARY REAL MATRIX.
THE MATRIX IS BALANCED BY EXACT NORM REDUCING SIMILARITY
TRANSFCRMATICNS AND THFN IS REDUCED TO HESSENBERG FORM BY
ELEMENTARY SIMILARITY TRANSFCRMATIONS. THE QR ALGORITHM
IS USED TO COMPUTE THE EIGENSYSTEM OF THE HESSENBERG FORM.

TO COMPUTE ONLY THE EIGENVALUES OF AN ARBITRARY REAL MATRIX
SEE SUBROUTINE RNAN. FOR EIGENSYSTEMS OF REAL SYMMETRIC
MATRICES SEE SUBROUTINES RSAA AND RSAN, FOR EIGENSYSTEMS OF
COMPLEX MATRICES SEE CHAA. CHANy CNAA, AND CNAN.,

DESCRIPTION OF ARGUMENTS
ON INFUT

NDIM MUST BE THE ROW DIMENSION OF THE ARRAYS A AND V:C
IN THE CALLING PROGRAM DIMENSION STATEMENT.

N IS THE ORODER OF THE MATRIX. N MUST NOT EXCEED NDIM.
N*NDIM MUST NOT EXCEED 50625 = 225%225 = 142761(0CTAL).
N MUST NOT EXCEED 225. N MAY BE 1.

A AN ARRAY WITH EXACTLY NOIM ROWS AND AT LEAST N COLUMNS,
THE LEADING N 8Y N SUBARRAY MUST CCNTAIN THE ARSITRARY
REAL MATRIX WHOSE EIGENSYSTEM IS TO B& COMPUTED.,

ON CUTPUT
EVR CONTAINS THE REAL PARTS OF THE COMPUTED EIGENVALUES.

EVI CONTAINS THE IMAGINARY PARTS OF THE GCOMPUTED
EIGENVALUES. THE EIGENVALUES ARE NCT ORDERED
IN ANY WAY. HOWEVER CONJUGATE PAIRS OCCUR
IN ADJACENT PLACES WITH THE EIGENVALUE OF
POSITIVE IMAGINARY PART FIRST.

VEC CONTAINS THSE COMPUTED EIGENVECTCORS OF A
IN THE COLUMNS OF THE N BY N LEADING SUBARRAY OF VEC.
IF THE J=TH ETCENVALUE IS-REALs COLUMN J OF VEC
CONTAINS AN EIGENVECTOR CORRESPONDING TO IT.
IF THE J-TH EIGENVALUE IS COMPLEX WITH POSITIVE
IMAGINARY PART, THEN COLUMNS J AND J¢1i OF VEC
CONTAIN THE REAL AND IMAGINARY PARTS RESPECTIVELY
OF A COMPLEX EIGENVECTOR CORRESPONDING TO IT.
IN THIS CASE,y OF COURSE, COLUMN J AND THE NEGATIVE
OF COLUMN J+i OF VEC FORM AN EIGENVECTCR
CORRESPONDING T0 TVHE J+1-ST EIGENVALUE.
THE EIGENVECTORS ARE NOT NORMALIZED IN ANY HWAY,

IERR IS A STATUS CCBE. {
--NORMAL CODE
0 MEANS THE QR ITERATIONS CONVERGED.
-=ABNCRVAL CODES
J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FOUND IN
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100 ITERATIONS, THE LAST N-J ELEMENTS OF EVR AND EVI
CONTAIN THOSE EIGENVALUES ALREADY FOQUND.
NO EIGENVECTORS ARE COMPUTED.

=1 MEANS N, NDIM, OR N*NDIM IS OUT OF RANGE.

NOTE-~ THE ARRAYS A AND VEC MUST BE DISTINCT. A IS OESTROYED,

RAAN RNAN RNAN RNAN RNAN RNAN RNAN RNAN
FERIUN IV AU SNSRI LIRS SRS SRR RS
ERXNFFFRS ISR FUN RSB IR S S SRR IR RN S
U ARV SBIRRENL
IZE ST RS Y

SURROUTINE RNAN (NDIMyNeA,EVR,EVI,IERR)
SANDIA MATHENATICAL PROGFRAM LIBRARY

CCNSULTANTS AT SLL INCLUDE -
Re E+ HUDOLESTON =~ DIVISION 8322
T. H. JEFFERSON - DIVISION 8322

EISPACK IS AN EXTENSIVE CGLLECTION OF ROUTINES FOR SOLVING

THE ALGEBRAIC EIGENVALUE PROBLEM. THE ORIGINAL ALGOL ROUTINES
WERE WRITTEN BY J. He WILKINSONy ET.AL., AND SUBSEQUENTLY WERE
TRANSLATED TQ FCRTRAN ANC TESTED AT ARGONNE NATIGONAL LABORATORY,
THIS INTERFACE TO EISPACK WAS WRITTEN BY W, R. GAVIN.

ABSTRACT
RNAN COMPUTES ALL THE EIGENVALUES OF AN ARBITRARY REAL MATRIX.
THE MATRIX IS BALANCED BY EXACT NORM REOQUCING SIMILARITY
TRANSFORMATIONS AND THEN IS REDUCED TO HESSENBERG FORM BY
ELEMENTARY SIMILARITY TRANSFORMATIONS. THE GR ALGORITHM
IS USED TO COMPUTE THE EIGENSYSTEM OF THE HESSENBERG FORM,

TO COMPUTE ALL EIGENVALUES AND EIGENVECTORS OF AN ARBITRARY REAL
MATRIX SEE SUBROUTINE RNAA. FOR EIGENSYSTEMS OF REAL SYMMETRIC
MATRICES SEE SUBROUTINES RSAA AND RSAN. FOR EIGENSYSTEMS OF
COMPLEX MATRICES SEE CHAA, CHAN, CNAA, AND CNAN.

DESCRIPTION OF ARGUMENTS
ON INFUT
NDIM MUST BE THE ROW DIMENSION OF THE ARRAY A IN THE
CALLING PROGRAV DIMENSION STATEMENT.

N IS THE ORDER OF THE MATRIXe N MUSY NOT EXCEED NDIM.
N*NDIM MUST NOT EXCEED 102400 = 320%*320 =310000(0CTAL),
N MUST NOT EXCEED 320. N MAY BE 1.

A AN ARRAY WITH EXACTLY NOIM ROWS AND AT LEAST N COLUMNS,
THE LEADING N BY N SUBARRAY MUST CONTAIN THE ARBITRARY
REAL MATRIX WHOSE EIGENVALUES ARE TO BE COMPUTED.

ON oUTPUT
EVR CONTAINS THE REAL PARTS OF THE COMPUTED EILIGENVAI UES..

EVI CONTAINS THE IMAGINARY PARTS OF THE CCMPUTEC
EIGENVALUES. THE EIGENVALUES ARE NCT ORDERED
IN ANY WAY. HOWEVER CONJUGATE PAIRS OCCUR
IN ADJACENT PLACES WITH THE EIGENVALUE OF
POSITIVE IMAGINARY PART FIRST,

IERR IS A STATUS COBE.
-=NCRMAL CODE
0 MEANS THE QR ITERATIONS CONVERGED.
-=ABNGRMAL CODES
J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FOUND IN
100 ITERATIONS. THE LAST N-J ELEMENTS OF EVR AND EVI
CONTAIN THOSE EIGENVALUES ALREADY FCUND.
-1 MEANS N, NDIM, OR N®NDIM IS OUT OF RANGE.
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A IS DESTROYED.

RPQR RPGR RPQR RPQR RPQR RPQR &KPQR RPQR

(X T S AL RIS ST R RIS R R RS SRS TS RS R L X 2 2 2
ARSI R R 222 R 22X S 2 F XX XSRS 2 3 2
LA XIS XS L SIS Y2 2 22
SR RIS ERES

SUBROUTINE RPQRINDEGsCOEF,NRyWI,IERR)
SANDIA MATHEMATICAL PRCGRAM LIBRARY
CONSULTANTS AT SLL INCLUDE =~

R. E. HUDOLESTON =~ CIVISION 8322
Te He JEFFERSON - OIVISION 8322

.THIS ROUTINE IS AN INTERFACE TO AN EIGENVALUE ROUTINE IN EISPACK.

THIS INTERFACE WAS WRITTEN BY WILLIAM Re. GAVIN,
ABSTRACT

THIS ROUTINE COMPUTES ALL ROOTS OF A POLYNOMIAL
OF DEGREE THWENTY OR LESS WITH REAL COEFFICIENTS
8Y COMPUTING THE EIGENVALUES OF THE GOMPANIOMN MATRIX.

DESCRIPTION OF PARAMETERS
THE USER MUST OIMENSION ALL ARRAYS APPEARING IN THE CALL LIST
COEF (NDEG+1) 4y WRINDEG), WI(NDEG)

INPUT -
NDEG DEGREE CF POLYNCMIAL

COEF ARRAY OF COEFFICIENTS IN NRNER OF DESCENDING POWERS OF Z.
Ie€e COEF(L1)®(Z**NDEG) + oo + COEFINDEG)*Z+COEF(NDEG+L)

ouUTPUT -
WR,WI REAL ANC IMAGINARY PARTS OF COMPUTED ROOTS

IERR CUTPUT ERROK COCE

- NORMAL COOE
0 MEANS THE ROCTS KWERE COMPUTED,

- ABNCRMAL CODES

1 MORE THAN 40 GR ITERATIONS ON SOME EIGENVALUE

OF THE COMFANION MATRIX

2 COEF(1) = 0.1

3 NDEG GREATER THAN 20 OR LESS THAN 1
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RSAA RS&A RSAA RSAA RSAA RSAA RSAA RSAA
TR R Py N R E Y P S YIRS S TSR Y 2 Y
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SUBROUTINE RSAA(NDIMyN,A,EV,VEC, IERR)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE =~
Re E+ HUDDLESTON =~ DIVISION 8322
T. Ho JEFFERSON - DIVISION 8322

EISPACK IS AN EXTENSIVE COLLECTION OF ROUTINES FOR SOLVING

THE ALGEBRAIC EIGENVALUE PROBLEM. THE ORIGINAL ALGOL ROUTINES
WERE WRITTEN BY Jo Ho WILKINSONy ET.AL.y AND SUBSEQUENTLY HWERE
TRANSLATED TO FORTRAN ANC TESTED AT ARGONNE NATIONAL LABORATORY.
THIS INTERFACE TO EISPACK WAS WRITTEN BY W. R. GAVIN.

ABSTRACT
THIS SUBROUTINE COMPUTES ALL THE EIGENVALUES ANO AN
ORTHONORMAL SET OF EIGEINVECTORS OF A REAL SYMMETRIC KATRIX.
THE SYMMETRIC MATRIX IS REDUCED TO TRIDIAGONAL FORM
BY ORTHOGONAL SIMILARITY TRANSFORMATIONS. QL TRANSFORMATIONS
ARE USED TC FIND THE EIGENSYSTEM OF THE TRIDIAGONAL MATRIX.

TO COMPUTE ONLY THE ZIGENVALUES OF A REAL SYMMETRIC

MATRIX SEE SUBROUTINE RSAN. FOR EIGENSYSTEMS OF NON-SYMMETRIC
MATRICES SEE SUBROUTINFS RNAA AND RNAN. FOR EIGENSYSTEMS OF
COMPLEX MATRICES SEE CHAA, CHAN, CNAA, AND CNAN.

DESCRIPTION OF ARGUMENTS
ON INFUT

NDIM MUST BE THE ROW DIMENSION OF THE ARRAYS A AND VEC
IN THE CALLING PROGRAM OIMENSION STATEMENT.

N IS THE ORDER OF THE MATRIXe N MUST NOT EXCEED NDINM.
N*NDIM MUST NOT EXCEED 50625 = 225%225 = 142701(0CTAL).
N MUST NOT EXCEED 225. N MAY BE 1.

A AN ARRAY WITH EXACTLY NOIM RONS AND AT LEAST N COLUMNS.
THE LEADING N BY N SUBARRAY MUST CONTAIN THE REAL
SYMMETRIC MATRIX WHOSE EIGENSYSTEM IS TO BE COMPUTECL.
ONLY THE DIAGONAL AND LOWER TRIANGLE NEED BE DEFINEC.

ON 0oUTPUT
EV CONTAINS THE EIGENVALUES OF A IN ASCENOING ORDER.

VEC CONTAINS AN ORTHONORMAL SET OF EIGENVECTORS OF A
IN THE COLUMNS OF THE N BY N LEADING SUBARRAY OF VEC.
THE J-TH COLUMN OF VEC CONTAINS AN EIGENVECTOR OF
LENGTH ONE CORRESFONDING TO THE EIGENVALUE IN
THE J-TH ELEMENT OF EV.

IERR IS A STATUS CCDE.
-=NCRMAL CODE
0- MEANS THE QL-ITERATIONS CONVERGED. - -
-~ ABNORMAL COOES
J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FOUND IN
30 ITERATIONS. THE FIRSY J-1 ELEMENTS OF EV CONTAIN
UNORDERED EIGENVALUES. THE FIRST J-1 COLUMNS OF VEC
CONTAIN THE CORRESPONODING EIGENVECTORS.
-1 MEANS Ny NOIM, OR N®NDIM IS OUT OF RAMNGE,
NOTE -- THE ARRAYS A AND VEC MAY COINCIOE. IF A AND VEC
ARE DISTINCT A IS UNALTERED.
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RSAN RSAN RSAN RSAN RSAN RSAN RSAN RSAN
RENSERINS RS I A FE RSN FAFE SRS IS LR HH RS

LA S T2 AL RIS RS 2SS R R 2 2 2 2
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SUBROUTINE RSAN(ADIM4NyA,EV, IERR)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re Eo HUDDLESTON -~ CIVISION 8322
T. He JEFFERSON - DIVISION 8322

EISPACK IS AN EXTENSIVE COLLECTION OF ROUTINES FOR SOLVING

THE ALGEBRAIC EIGENVALUE PROBLEM. THE ORIGINAL ALGOL ROUTINES
WERE WRITTEN BY Jo Ho WILKINSCNy ET,AL.y, AND SUBSEQUENTLY WERE
TRANSLATED TC FORTRAN AND TEST:ZD AT ARGONNE NATIONAL LABCRATORY.
THIS INTERFACE TC EISPACK WAS WRITTEN BY W. R. GAVIN,

ABSTRACT
RSAN COMPUTES ALL THE EIGENVALUES OF A REAL SYMMETRIC MATRIX.
THE SYMMETRIC MATRIX IS REDUCED TO TRIOIAGONAL FORM
8Y ORTHOGONAL SIMILARITY TRANSFORMATIONS. QL TRANSFCRMATIONS
ARE USED TO FIND THE EIGENVALUES OF THE TRIDIAGONAL MATRIX.

TO COMPUTE ALL EIGENVALUES AND EIGENVECTORS OF A REAL SYMMETRIC
MATRIX SEE SUBROUTINE RSAA. FOR EIGENSYSTEMS OF NON-SYMMETRIC
MATRICES SEE SUBROUTINES RNAA AND RNAN., FOR EIGENSYSTEMS OF
COMPLEX MATRICES SEE CHAA, CHANy CNAA, AND CNAN.

DESCRIPTION OF ARGUMENTS
ON INPUT

NDIM MUST BE THE ROW DIMENSION OF THE ARRAY A IN THE
CALLING PROGRAF DIMENSION STATIMENT,

N IS THE GRDER CF THE MATRIX. N MUST NOT EXCEED NOIM.
N*NDIM MUST NOT EXCEED 102400 = 320*320 =310000(0CTAL),
N MUST NOT £XCEED 320. N MAY BE 1.

A AN ARRAY WITH EXACTLY NDIM ROWS AND AT LEAST M COLUMNS,
THE LEADING N BY N SUBARRAY MUST CONTAIN THE REAL
SYMMETRIC MATRIX WHOSE EIGENVALUES ARE TO BE COMPUTED.
ONLY THZ ODIAGCNAL AND LOWER TRIANGLZ NEED Bt OEFINEG.

ON QUTPUT
£V CONTAINS THE EIGENVALUES OF A IN ASCENDING ORDER.

IERR IS A STATUS CCDE.
-=-NCRMAL COOE
0 MEANS THE QL ITERATIONS CONVERGED.
-~-AGNORNMAL CODES
J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FOUND IN
30 ITERATIONS. THE FIRST J=-1 ELEMENTS OF EV CONTAIN
UNORDERED EIGENVALUES.
-1 MEANS N, NDIM, OR N*NDIM IS OUT OF RANGE.

A IS UNALTERED -IN ITS DIAGONAL AND UPPER TRIANGLE.
ITS LCWER TRIANGLE IS DESTROYED.
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SAX8 SAXe SAXB SAXB SAXB SAXB SAXB SAX8B
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SUBROUTINE SAXB(NDsN,M»A4ByINIT, IN,KER)
SANDIA MATHEMATICAL PROGRAM LIERARY

CONSULTANTS AT SLL INCLUDE -
R. E. HUDDLESTON =~ OIVISION 8322
T He JEFFERSON - DIVISION 8322

WRITTEN B8Y CARL B. BAILEY, NOVEMBER 1973,

ABSTRACT
SAXB SOLVES A NONSINGULAR SYSTEM OF REAL LINEAR ALGEBRAIC
EQUATIONS, AX=8.
THE METHOD USED IS GAUSSIAN ELIMINATICN (LU DECOMPCSITION
FOLLOWED BY FORWARD~BACKWARD SUBSTITUTION) WIVTH IMPLICIT RCHW
SCALING AND PARTIAL (ROW) PIVOTING. SAXB IS ESPECIALLY
EFFICIENT FOR SOLVING A SEQUENCE OF SYSTEMS OF EQUATIONS ALL
HAVING THE SAME COEFFICIENY MATRIX =-A-. 1IN SUCH A CASE, THE
LU DECOMPOSITION IS PERFORMED ONLY ON THE FIRST CALL AND THE
LU FACTORS ARE STORED IN -A-, ON SUBSEQUENT CALLS, FORWARD-
BACKWARD SUBSTITUTION IS PERFORMED IMMEDIATELY ON =B~ USING
THE PREVIOQUSLY COMFUTED LU FACTORS.,

SAXB CALLS THE ROUTINE RLUD TO PERFORM LU DECOMPOSITION AND
RFBS TO PERFORM FORWARD-BACKWARD SUBSTITUTION.
FOR GREATER ACCURACY AND AN ERROR ESTIMATE USE SAXBI.

REFERE MCE
1. G.E.FORSYTHE AND C.B«MOLER, COMPUTER SOLUTION OF LINEAR

ALGEBRAIC EQUATIONS, PRENTICE-HALL, 19€7

DESCRIPTION OF ARGUMENTS
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST
A(NDyN), BIND,M), IN(N)
IF M=1 THEN THE DIMENSION OF B MAY BE BIN)

~=INPUT === :

ND ~ THE ACTUAL FIRST DIMENSION GF ARRAYS -A- AND -B-.
(I.E. THE MAXIMUM NUMBER OF EQUATIONS THAT CAN BE
SCLVED USING =-A~ TO STORE THE COEFFICIENTS.) )

N - THE NUMBER OF EQUATIONS TO BE SOLVED IN THIS CALL.
(1 JLE. N .LE. ND)

M - NUMBER OF COLUMNS OF =B=, (NORMALLY M=1)

A - THE LEADING =N- BY =N- SUBARRAY OF -A- MUST CONTAIN

THE COEFFICIENT MATRIX ON THE INITIAL CALL FOR EACH
SEQUENCE OF RELATED SYSTEMS OF EQUATIONS. (INIT=0)
CN ANY SUBSEQUENT CALL FOR A SYSTEM WITH THE SAME

COEFFICIENT MATRIX BUT DIFFERENT VALUES OF =-8-, -A-

MUST CONTAIN THE LU FACTORS THAT HWERE RETURNED IN -A-

CN THE FIRST CALL. (INITZ#D)
8 ~ THE LEADING -N- BY =M= SUBARRAY OF -B- MUST CONTAIN
THE MATRIX (OR VECTOR) OF CONSTANTS,

INIT
THE SAME -A- BUT DIFFERENT -8~ VECTORS.

ON THE INITIAL CALL FOR A SEQUENCE OF RELATED SYSTEMS

OF EQUATIONS, INIT MUST BE ZERO AND THE ARRAY -A-

MUST CONTAIN THE COEFFICIENT MATRIX -A-.

IN ORDER TO SOLVE ANY RELATED SYSTEM EFFICIENTLY

CN ANY SUBSEQUENT CALL FOR A SYSTEM WITH THE SAME

COEFFICIENT MATRIX BUT DIFFERENT VALUES FOR =B=-,

INIT MUST BE NONZERO AND =-A=- MUST CONTAIN THE LU

FACTORS THAT WERE RETURNED IN -A- ON THE FIRST CALL.
IN - PROVIDES STORAGE FOR THE ROW INTERCHANGE INOICES.

ON THE INITIAL CALL FOR A SEQUENCE OF RELATED SYSTEMS

CF EQUATIONS, =IN- IS JUST A WORK ARRAY. ON ANY
SUBSEQUENT CALL FOR A RELATED SYSTEM CF EQUATIONS,
~IN~ MUST CONTAIN THE INDICES THAT WERE RETURNED IN
~IN- ON THE FIRST CALL.

IS A FLAG WHICH PROVIDES FOR THE ESPECIALLY EFFICIENT
SOLUTION GF A SEQUENCE OF -SYSTEMS -OF EQUATIONS HAVING
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-=-0UTPUT=-~
A - THE LEADING =N~ BY =N- SUBARRAY WILL CONTAIN L-I+L
WHERE =L~ AND -U=- ARE TRIANGULAR FACTORS OF =A-,
=L~ IS UNIT LOWER TRIANGULAR, -I- IS THE IDENTITY,
(ACTUALLY,y IT IS NOT L-I+U WHICH IS STORED IN -A- BUT
LL-I+U WHERE LL IS A REARRANGEMENT OF ELEMENTS OF L.)
THE LEADING =N~ BY =M~ SUBARRAY OF -8~ WILL CONTAIN
THE SOLUTION =X=-,
WILL CONTAIN THE ROW INTERCHANGE INDICES COMPUTED
DURING LU DECOMPOSITION. ININ) WILL CONTAIN
+1 IF AN EVEN NUMBER OF INTERCHANGES WERE PERFORMED,
-1 IF AN ODD NUMBER OF INTERCHANGES WERE PERFORMEOD,
0 IF THE VATRIX -A- AND THE FACTOR .U ARE SINGULAR.
KER - AN ERROR CODE
-=NCRVMAL CODES
0 MEANS NO ERRORS WERE DETECTED
-=-ABNCRMAL CODES
1 MEAKRS =ND- WAS NOT IN THE RANGE 1 ,LT. ND .LE. 325
2 MEANS =-N=- WAS NOT IN THE RANGE 1 +LE« N +LE. ND.
3 MEANS THE TRIANGULAR FACTOR -U- OF =-A- IS SINGULAR.

0
]

IN

NOTE -=-- AFTER SCLVING A SYSTEM OF EQUATIONS USING SAXB

ONE CAN EASILY CCMPUTE THE OETERMINANT OF =-A~-,
AT LEAST IN PRINCIPAL. FOR EXAMPLE,

OET = IN(N)

00 1 I =1,N

1 DET = DETFA(I,LI)

HOWEVER, THAT COMPUTATION MAY OFTEN RESULT IN EXPONENTIAL
OVERFLOW CR UND:-RFLOW, ESPECTIALLY IF THE COEFFICIENTS
IN -A- WERE VERY LARGE OR VERY SMALL.

SAXSI SAXBI SAXEI SAX8I SAXeI SAXBI SAXBI
I e R Y S P P R R S R Y Y

BUFFVEBANEIFREFESVVESRSEEFSEES
SEREEBSBRFERSIEI2 520
¥R RBFREREN

SUBROUTINE SAXBI(NDyNoMyAsByXy INIToRCyWsINyKER)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re E. FUDDLESTON -  DIVISION 8322
Te He JEFFERSON - OIVISION 8322

WRITTEN BY CARL B. BAILEY, NOVEMBER 1973,

ABSTRACT
SAXBTI SOLVES A NONSINGULAR SYSTEM OF REAL LINEAR ALGEBRAIC
EQUATIONS, AX=B, AND COMPUTES AN ERROR BOUND FOR THE SOLUTION.
THE METHOO USED IS GAUSSIAM ELIMINATION (LU DECOMPOSITION
FOLLOWED BY FORWARD-EBACKWARD SUBSTITUTION) WITH INMPLICIT RCW
SGALINGy PARTIAL (ROKW) PIVCTING, AND ITERATIVE CORRELCTIONS.
SAX3I IS ESPECIALLY EFFICIENT FOR SOLVING A SECUENCE OF
SYSTEMS OF EQUATIONS HAVING THE SAME COEFFICIENT MATRIX -A=-.
IN SUCH A CASE, THE LU DECOMPOSITION IS PERFORMED ONLY ON THE
FIRST CALL AND THE LU FACTCRS ARE STORED IN -W-., ON SUBSEQUENT
CALLS, FORWARD-BACKWARD SUBSTITUTION IS PERFORMED IMMEODIATELY
ON -8B~ USING THE PREVIOUSLY COMPUTED LU FACTORS.

SAX3I CALLS THE ROUTINE RLUD TO PERFORM LU DECCMPOSITION, RFBS
TO PERFORM FORWARD-BACKWARD SUBSTITUTION, AND RIMP TO PERFCRM
THE ITERATIVE CORRECTIONS.

FOR FASTER EXECUTION WITHOUT AN ERROR ESTIMATE USE SAXB8.

REFERENCE
ie G.E.FORSYTHE AND C.B.MOLER, CORPUTER SOLUTION OF LINEAR
ALGEBRAIC EQUATIONS, PRENTICE-HMALL, 1967
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DESCRIFTION OF ARGUMENTS
THE USER MUST DIMENSICN ALL ARRAYS APPEARING IN THE CALL LIST
A(ND4N) » BINDsM) o XINDyM)y W(NDyNe#1), IN(N)
IF M=1 THEN THE DIMENSION OF B AND X MAY BE B(N), X(N).

«=INPUT===-
NO - THE ACTUAL FIRST DIMENSION OF =A-, -8-y =X=y AND ~W-,
(I.E. THE MAXIMUM NUMBER OF EQUAT JONS THAT CAN BE
SOLVED USING -A~ TO STORE THE COEFFICIENTS.)
N - THE NUMBER OF EQUATIONS TO BE SOLVED IN THIS CALL.
(1 «LEs N LE. ND)

M - NUMBER OF CCLUMNS OF =B= AND =-X=o (NCRMALLY M=1)

A -~ THE LEADING -N- BY <N- SUBARRAY OF -A- MUST CONTAIN
THE CCOEFFICIENT MATRIX -A-. (FOR ANY VALUE OF INIT)

e - THE LEADING =N~ BY =M- SUBARRAY OF -8- MUST CONTAIN

THE MATRIX (OR VECTOR) OF CONSTANTS,
INIT - IS A FLAG WHICH PROVIDES FOR THE ESPECIALLY EFFICIENT
SOLUTIGN OF A SEQUENCE OF SYSTEMS OF EQUATIONS HAVING
THE SAME -A- EUT DIFFERENT -B- VECTORS.
CN THE INITIAL CALL FOR A SEQUENCE OF RELATED SYSIEMS
OF EQUATIONS, INIT MUST BE ZERO.
IN ORDER TO SOLVE ANY RELATED SYSTEM EFFICIENTLY
CN ANY SUBSEQUENT CALL FOR A SYSTEM WITH THE SAME
COEFFICIENT MATRIX BUT DIFFERENT VALUES FOR -B-,
INIT MUST BE NONZERO AND -W- MUST CONTAIN THE LU
FACTORS THAT WERE RETURNED IN =W~ ON THE FIRST CALL
AND ~IN- MUST CONTAIN THE ROW INTERCHANGE INDICES
THAT WERE RETURNED IN =-IN- ON THE FIRST CALL.
W - PROVIDES STORAGE FOR THE LU FACTORS OF =A-,
IF INIT IS Z2ERO, -W- IS JUST A WORK ARRAY. IF INIT
IS NONZERO, =W- MUST CONTAIN THE LU FACTORS THAT NERE
COMPUTED IN THE INITIAL CALL FOR THE MATRIX -A-.
PROVIDES STORAGE FOR THE ROW INTERCHANGE INDICES.
CN THE INITIAL CALL FOR A SEQUENCE OF RELATED SYSTEMS
OF EQUATIONS, =-IN- IS JUST A WORK ARRAY. ON ANY
SUBSEQUENT CALL FOR A RELATED SYSTEM OF EQUATIONS,
~IN- MUST CONTAIN THE INDICES THAT WERE RETURNED IN
-~IN- ON THE FIRST CALL.

IN

-=QUTPUT-
X

THE LEADING =N- BY -M- SUBARRAY OF -X- WILL CONTAIN
THE SOLUTION. ,
WILL BE THE RATIO OF THE MAXIMUM NORM OF THE FIRST
CORRECTION TO THE MAXIMUM NORM OF THE INITIAL
APPROXIMATE SOLUTION. THE CONDITION NUMBER OF =A-
ANO ERROR BOUNDS FOR THE COMPUTED SOLUTIOM ARE
RELATED 7O -RC-. A SMALL VALUE FCR -RC~ INDICATES
A WELL-CCNDITIONEC SYSTEM AND SMALL UNCERTAINTIES
IN THE SOLUTION. A LARGE VALUE FOR -RC- INDICATES
AN ILL-CONDITIONED SYSTEM AND LARGE UNCERTAINTIES
IN THE SOLUTION.
THE LEADING -N- BY -N- SUBARRAY WILL CONTAIN L-I+L
WHERE =-L- AND -U=- ARE TRIANGULAR FACTORS OF =A<,
-L~ IS UNIT LOWER TRIANGULAR, AND -I- IS IDENTITY.
(ACTUALLY, IT IS NOT L-I+U WHICH IS STOREC IN =-A- BUT
LL-T4U WHERE LL IS A REARRANGEMENT OF ELEMENTS OF L.)
THE N+1ST COLUMN CONTAINS THE LAST CORRECTICN TO =X=.
IF. INIT-+EG. -0y LU- FACTORS OF ~A= WILL -BE COMRUTED .
AND STORED IN =-b=,
KER = AN ERROR COOE

~~NORMAL CODES

0 MEANS NO ERRORS WERE DETECTED

-<ABNORMAL COCES
MEANS -ND- WAS NOT IN THE RANGE 1 .LT. ND .LE. 225
MEANS =N- WAS NOT IN THE RANGE 1 +LE. N +LE. ND.
MEANS THE TRIANGULAR FACTOR -U- OF -A- IS SINGULAR.
MEANS -A- IS TOO ILL-CONDITIONED FOR ITERATIVE
IMPROVEMENT TO BE EFFECTIVE.

RC

=
]

£ WN

NOTE --- AFTER SOLVING A SYSTEM OF EQUATIONS USING SAXBI
ONE CAN EASILY CCMPUTE THE DETERMINANT OF -A-,
AT LEAST IN PRINCIPAL. FOR EXAMPLE,
DET = IN(N}
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DO 1 I =1i,4N
1 DET = DET*W(I,I)
HOWEVER, THAT COMPUTATION MAY OFTEN RESULT IN EXPONENTIAL
OVERFLOW OR UNDERFLOW, ESPECIALLY IF THE COEFFICIENTS
IN =-A- WERE VERY LARGE OR VERY SMALL.

SICCNT SICONT SICONT SICONT ' SICONT SICONT SICONT

LR AL E2 22 A X A2 2 2SR XX 2 S 222 R R 2 2 X3
SRXFREASIVEFIESSTFERIFPRSEBESLER
F¥EFIREFRRBERLERRE4RER
RSB ENBEERE

SUBROUTINE SICCNT (LyUsNNsWoF1,F1C04F1SI9FUNCT,,IERR)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLiL INCLUDE =~
Re. E. HUDDLESTON -~ DIVISION 8322
T. He JEFFERSON - DIVISION 8322

SICONT WAS ORIGINALLY PRCGRAMMED 8Y A R IACOLETTI iN MARCH, 19€6,
R E JONES MODIFIED SICONT SOMEWHAT AND PREPAREC IT FOR INCLUSICN
IN THE MATHEMATICAL LIZRARY IN MAY 1968,

ABSTRACT
SICONY CALCULATES THE INTEGRAL OVER (L,U) CF F(X)*COS(W®*X) AND
FUX) ®SIN(W*X) USING TABULATED DATA OR A FUNCTION SUBPROGRAF
FOR EVALUATICN OF THE FUNCTION F.
(L IS FLCATING PCINT.)

DISCUSSION ON.CALLING SEQUENCE
SICONT HAS TWO MODES OF OFERATION, AS FOLLOWS ===

IF NN IS A POSITIVE, EVEN INTEGER, THEN SICONT EXPECTS Fi1 TQ BE AN
ARRAY OF NN+1i EQUALLY SPACED VALUES OF THE FUNCTIGM Fi. THAT IS,
F1 MUST CONTAIN F1(X) FOR X = Ly L+(U=L)/NN, L#2%(U=L) /NNy osea
L+{NN-1)*(U-L)/NNy Us SICONT USES THESE VALUES TO APPROXIMATE

THE INTEGRALS OF F1(X)*COS{W*X) ANO FL(X)¥SIN(W*X) OVEk THE INTER-
VAL (L,U). THE ANSWERS APFEAR IN F1CO AND F1SI RESPECTIVELY.

FUNCT IS A DUMMY PARAMETER IN THIS CASE.

IF NN IS A NEGATIVE, EVEN INTEGER, THEN FUNCT MUST BE THE NAME OF
AN EXTERNAL FUNCTION SUBPROGRAF., (THIS NAME MUST APPEAR IN AN
EXTERNAL STATEMENT IN THE CALLING PROGRAM)« SICONT APPROXIMATES
THE INTEGRALS OF FUNCTU(X)®*COS(W*X) ANO FUNCT(X)*SIN(W®*X) OVER THE
INTERVAL (L,U) BY EVALUATING FUNCT AT THE POINTS LISTED IN THE
ABOVE PARAGRAPH, STORING THESE VALUES IN THE ARRAY F1i, AND POR-
CEEDING AS IN THE PREVIOUS CASE. NOTE THAT F1 MUST BE DIMENSICNED
AT LEAST NN#1 IN THIS CASE ALSO.

IERR WILL NORFMALLY BE RETURNEQD EQUAL TO 1.
IF NN IS NOT EVEN, IERR WILL BE SET EQUAL TO 2.

METHOD USED IN THE INTEGRATION === . .

THE FUNCTIONAL VALUES IN Fi ARE FITTED

BY SUCCESSIVE MOVING ARC PARABOLAS, AND THE RESULTING
POLYNOMIAL®*SINUSCIDAL EXPRESSICNS ARE EVALUATED IN CLOSE FORM,
BY COMPUTING BASIC COEFFICIENTS ODURING THE INITIAL PHASE THESE
CALCULATIONS REDUCE TO SUMMATIONS WITH CONCURRENT EVALUATION
OF TRIGONCMETRIC FACTORS 8Y RECURRENCE RELATIONS.

DOUBLE PRECISICN ARITHMETIC IS USED FOR CERTAIN

CALCULATIONS TC PREVENT LCSS OF SIGNIFICANCE.
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SIMIN SIMIN SIMIN SIMIN SIMIN SIMIN SIMIN SIMIN
FRRINERF SNSRI SE S SIS IR S SISV SRS LSRN SRS B NYN

LA IR I IS SR RIS ST 2 A2 X2 A S X2 S L S
LR X E R RS LR R 2T X 2 X J
LI S 22 22 22 2

SUBROUTINE STIMIN (FeKoEPS,ANS,S,NEV, ICONT,Y)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUOE -
Re Eo FUDOLESTON =~ ODIVISION 8322
Te He JEFFERSON - OIVISION 8322

ORIGINAL ROUTINE BY L F SHAMPINE, AS DESGRIBED IN REF.1 BELOW.
PREPARATION FOR MATH LIBRARY BY R E JONES.

ABSTRACT
SIMIN FINDS AN APPROXIMATE MINIMUM OF A REAL FUNCTION OF K
VARIABLESs GIVEN AN INITIAL ESTIMATE OF THE POSITION OF THE
MINIMUM. THE SIMPLEX METHOD IS USED. SEE REFERENCE 1 BELOW
FOR A FULL EXPLANATION OF THIS METHOD. BRIEFLY, A SET OF
K+1 POINTS IN K-DIMENSIONAL SPACE IS CALLED A SIMPLEX.
THE MINIMIZATION PROGESS ITERATES BY REPLACING THE POINT
WITH THE LARGEST FUNCTION VALUE B8Y A NEW POINT WITH A
SMALLER FUNCTION VALUE. ITERATION CONTINUES UNTIL ALL THE
PCIANTS CLUSTER SUFFICTIENTLY CLOSE TO A MINIMUM.

REFERE MES

1. L F SHAMFINE, A ROUTINE FOR UNCONSTRAINED OPVTIMIZATION,
SC-TM-72130 OR SC=-RR=720E57

2. J A NELDER AND R MEAD, A SIMPLEX METHOD FOR FUNCTION
MINIMIZATION, COMPUTER JOURNAL, 7(1965) 308-313

DESCRIPTION OF PARAMETERS
==INPUT=~

F = NAME OF FUNCTION OF K VARIABLES TO BE MINIMIZED.
(THIS NAME MUST AFPEAR IN AN EXTERNAL STATEMENT.)
FORM OF THE CALLING SEGQUENCE MUST BE FUNCTION F(X),
WHERE X IS AN ARRAY OF K VARIABLES. )

K = THE NUMBER OF VARIABLES. K MUST 8E AT LEAST 2.
NORMALLY K SHOULD BE LESS THAN ABOUT 10, AS SIMIN
BECOMES LESS EFFECTIVE FOR LARGER VALUES OF K.

EPS- THE CCNVERGENCE CRITERION. LET YAVG BE THE AVERAGE
VALUE OF THE FUNCTION F AT THE K+1 POINTS OF THE
SIMPLEX, AND LET R BE THEIR STANDARD ERROR. (THAT IS,
THE ROCT-MEAN-SQUARE OF THE SET OF VALUES (Y(I)-YAVG),
WHERE Y(I) IS THE FUNCTION VALUE AT THE I-TH POINT OF
THE SIMPLEX.) THEN=-

IF EPS.GT.0, CONVERGENCE IS OBTAINED IF RJ.LE.EPS.
IF EPS.LT.0y CONVERGENCE IS IF R.LE.ABSIEPS*YAVG),
IF EPS=04y THE PROCESS WILL NOT CONVERGE EUT INSTEAD WILL
QUIT WHEN NEV FUNCTION EVALUATIONS HAVE BEEN USED.

ANS- AN ARRAY OF LENGTH K CONTAINING A GUESS FOR THE LOCATION
OF A MININMUM OF F.

S <~ A SCALE PARAMETER, WHICH MAY BE A SIMPLE VARIABLE OR AN
ARRAY OF LENGTH Ko USE OF AN ARRAY IS SIGNALLED BY
SETTING S(1) NEGATIVE.
~-SIMPLE VARIABLE CASE. HERE S IS THE LENGTH OF EACH
-SIDE OF -THE INITTAL SIMPLEX. THUS, -THE -INITIAL SEARCH
RANGE IS THE SAME FOR ALL THE VARIABLES.

-ARRAY CASE., HERE THE LENGTH OF SIDE I OF THE INITIAL
SIMPLEX IS ABS(S{I)). THUS, THE INITIAL SEARCH RANGE

MAY BE OIFFEREM FOR DIFFERENT VARIABLES.

NOTE-- THE VALUE(S) USED FOR S ARE NOT VERY CRITICAL.

ANY REASCNABLE GUESS SHOULD DO OeKe.

NEV- THE MAXIMUM NUMBER OF FUNCTION EVALUATIONS 7O BE USED.
(THE ACTUAL NUMBER USED MAY EXCEED THIS SLIGHTLY SO THE
LAST SEARCH ITERATION MAY BE COMPLETED.)

ICONT - ICCNT SHOULO BE ZERO ON ANY CALL TO SIMIN WHICH
IS NOT A CONTINUATION OF A PREVIOQUS CALL. ’
IF ICONT=1 THE PROBLEM WILL BE CONTINUED. IN THIS
CASE THE WORK ARRAY Y MUST BE THE SAME ARRAY THAT HWAS
USED IN THE CALL THAT TS BEING CONTINUED (AND THE VALUES
IN IT MUST BE UNCKANGED). THE REASON FOR THIS IS THAT



82

IF ICCNT=1 THEN THE ARGUMENT S IS IGNORED ANO THE SIMPLEX
AND RELATEC FUNCTION VALUES THAT WERE STORED IN ARRAY Y
OURING A PREVIOUS EXECUTION ARE USED TO CONTINUE THAT
PREVIOLS PROBLENM.

Y =~ A WORK ARRAY CONTAINING AT LEAST K*K ¢+ 5%K + 1 WORDS.
IF ICONT=1 THIS MUST BE THE SAME ARRAY USED IN THE CALL
THAT IS BEING CONTINUED.

-=0QUTPYT==

ANS~ ANS WILL CONTAIN THE LOCATION OF THE POINT WITH THE
SMALLEST VALUE OF THE FUNCTION THAT WAS FOUND.

S - IN THE SIMPLE VARIABLE CASE S WILL BE RETURNED AS THE
AVERAGE OISTANCE FROM THE VERTICES TO THE CENTROID OF
THE SIMPLEX.
IN THE ARRAY CASZ S(I) WILL BE RETURNED AS THE AVERAGE
DISTANCE IN THE T-TH DIMENSION OF VERTICES FRON
THE CENTROID. (S(1) WILL BE NEGATED.)
NOTE~-~ THE VALUE(S) RETURNED IN S ARE USEFUL FCR
ASSESSING THE FLATNESS OF THE FUNCTION NEAR THE
MINIMUM, THE LARGER THE VALUE OF S (FOR A GIVEN
VALUE OF EPS)y THE FLATTER THE FUNCTION.

NEV- NEV WILL BE THE COUNTY OF THE ACTUAL NUMBER OF FUNCTION
EVALUATIONS USED.

Y = WILL CONTAIN ALL DATA NEEDED TO CONTINUE THE MINIMIZATION
SEARCH EFFICIENTLY IN A SUBSEQUENT CALL.
NOTE =~ THE FIRST K+#1 ELEMENTS OF Y WILL CONTAIN THE
FUNCTICN VALUES AT THE K+1 POINTS OF THE LATEST SIMPLEX.
THE NEXT K*(K+1) ELEMENTS OF Y WILL BE THE K+1 POINTS
OF THE SIMPLEX (IN EXACT CORRESPONDENSE TO THE ARRAY
P DISCUSSED IN REFERENCE 1 ABOVE). THE REMAINING 3*K
WORDS ARE TEMPORARY WORKING STORAGE CNLY.

SINH SINH SINH SINH S INH SINH SINH SINH SINH
S TPy N PN Py Y Y IRy PV Y SR RS2 S

LRSS S R RS RS2 22 2 2 2 X2 R 22
FNERB B FEBRPERIIEEEE
¥XREFBRENEY

FUNCTION SINH(X)
SANDIA MATHEMATICAL PROGRAM LIBRARY
CONSULTANTS AT SLL INCLUDE -
Rs Eo HUDDLESTON = DIVISION 8322
Te He JEFFERSON - DIVISION 8322
WRITTEN BY CARL 8, BAILEY, NOVEMBER 1971
ABSTRACT

SINH EVALUATES THE HYPERBOLIC SINE FUNCTION. THAT IS,
SINH(X) = (EXP(X) - EXP(-X}) / 2

FOR ABS(X) LLE. 0.5 AN ECONOMIZED POLYNCMIAL IS USED WHICH
YIELDS AN ERROR OF NG MORE THAN ONE BIT IN.  OBSERVED TESTS.
FOR ABS(X)} +GTe. 0¢% THE DEFINITION IN TERMS COF E XPCNENTIALS
IS USED WHICH YIELDS AN ACCURACY COMPARABLE TO THE AGCURACY
OF THE EXPONENTIAL ROUTINE.

DESCRIPTION OF ARGUMENT

X = ANY REAL VALUE FCR WHICH EXP(ABS(X)) IS REPRESENTAGLE.
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SMOO SMCC SMOO SMOO SMCO SM00 SMOO SHOO
YT TSIV P YRR S IR SRR S L RS SR
FESUBREN B RN NN USSR AR AR RI IR Y
SRIBIURVINFRFERER IR
saBREBERNS

SUBROUTINE SMOG(NsXeYsDY3SsA9sBsCyDsRyR19R2,T,T1,U, Vs IEKR)
SANDIA MATHEMATICAL PROGRAM LIERARY

CONSULTANTS AT SLL INCLUDE -
Re Eo« HUDDLESTON -~ DIVISION 8322
T. He JEFFERSON - DIVISION 8322

CONVERSION FRCM THE ALGOL BY RCNDALL E JONES
REFEREME =-- NUMERISHE MATHEMATIK 10,177-183 (1967) C H REINSCH

ABSTRACY
SMOO FITS A SMCOTH SPLINE THROUGH A GIVEN SET OF DATA POINTS

8Y MINIMIZING THE INTEGRAL OF THE SECOND DERIVATIVE SQUARED,
SUBJECT TO THE CONSTRAINT THAT

N

SUM ( (R(I}=Y(I))/0Y(I) }*%2 LLE. S

I=1
(WHERE R(I) IS THE ORDINATE OF THE SMOOTH SPLINE AT X(I).)
SMO0 RETURNS THE VALUES OF THE SPLINE FUNCTION, R,
ITS FIRST DERIVATIVE, Ri, AND ITS SECOND DERIVATIVE, R2,
EVALUATED AT THE ABSCISSAS OF THE GIVEN DATA POINTS.
THE RESULTING SPLINE, CEFINED BY THE ARRAYS X, Ry AND RZ,
MAY THEN BE INTERPOLATED (IF OESIRED) USING SPLINT,
FOR AN EXACT SPLINE FIT SEE SUBROUTINE SPLIFT.

DESCRIPTION OF ARGUMENTS

INPUT ARGUMENTS --

N - NUMBER OF DATA VALUES (AT LEAST 3)

X = ABSCISSA ARRAY (INCREASING ORDER)

Y ~ CRDINATE ARRAY

DY -~ ARRAY CF ERROR ESTIMATES. OY(I) SHOULOD BE AN ESTIMATE |
OF THE ERROR (ACTUALLY, THE STANDARD DEVIATION) IN Y(I).
THUS, THE UNITS OF DY ARE THE SAME AS THE UNITS OF Y,
LARGER VALUES OF DY(I) ALLOW A LOOSER, SMOOTHER FIT.
SMALLER VALUES OF DY(I) CAUSE A TIGHTER FIT. SETTING

DY(I)=0 AT ALL POINTS RESULTS IN AN EXACT FIT.(SEE SPLIFT)
8Y APPROFRIATELY ADJUSTING DY(I) AT EACH POINT, THE SPLINE
CAN BE MADE TIGHT AT CRITICAL POINTS AND LOOSE AT COTHERS.

S - SHOULD NCRMALLY = N. (NOTE~-~ S IS FLOATING POQINT - DONT
USE N DIRECTLY FOR S.) IF YOU WISH TO TIGHTEN OR LOOSEN
THE SPLINE FIT BY MULTIPLYING EACH ELEMENT OF OY 8Y
SOME FACTOR F, YOU MAY ALTERNATIVELY SIMPLY MULTIPLY
S BY F**2,
QUTPUT ARGUMENTS -~
AyBsCyD = CUBIC BETWEEN X(I) AND X(I+1) IS
ACIY ¢ B(IN¥H + C(II¥H®*2 + DUI)*H**3
WHERE H IS DESIRED ABSCISSA MINUS X(I),
R = ARRAY OF SMOOTH SPLINE VALUES
R1 - ARRAY OF SMOOTH SPLINE DERIVATIVES
R2 - ARRAY OF SMOOTH SPLINE SECOND DERIVATIVES
TsTi,U,¥ - WORK ARRAYS
IERR- A STATUS COOE
-=NORMAL GOGDE D - - -
=1 MEANS THE REQUESTED SPLINE WAS COMPUTED.
--ABNORMAL COOE
=2 MEANS EITHER N IS LESS THAN 3, OR S IS NEGATIVE,
OR VTHE X=-AXIS VALUES ARE MISORDERED.

X9Ys0Y,AyByCy0 MUST BE DIMENSIONED AT LEAST N
ReyR14R2,TsT1,UsV MUST BE DIMENSION AT LEAST Ne2

THE CRIGINAL N1 WAS FIXED AT 1 TO AVOID WASTED WORK ARRAY SPACE

THE CORIGINAL N2 IS CALLED N HERE
ALL WORK ARRAY INDICES ARE 1 LARGER THAN IN THE ALGOL,

TO AVOID A ZERO SUBSCRIPT,
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SFLIFY SPLIFT SPLIFT
(XIS P T YR Y Y P R T Y SR PP PSS R R L )

SRUBRRFFIF SIS SIBETS RS INERERREX
SV EFEIERFREREREEES

SPLIFT SPLIFT

XBRERFEHNE

SUBRQUTINE SPLIFT (X,Y,YP,YPP,N,HyIERR,ISX,A1,B1,yAN,BN)

SANDIA MATHEMATICAL PROGRAM LIERARY
CONSULTANTS AT SLL INCLUOE -

Re E. HUDDLESTON -

T. He JEFFERSON -

WRITTEN BY RONDALL €. JONES

ABSTRACT

OIVISION 8322
DIVISION 8322

SPLIFT FITS AN INTERPOLATING CUBIC SPLINE TO THE N DATA POINTS
GIVEN IN X AND Y AND RETURNS THE FIRST AND SECOND DERIVATIVES

IN YP AND YPP.

THE RESULTING SPLINE (DEFINED BY X, Y, AND

YPP) AND ITS FIRST AND SECOND DERIVATIVES MAY THEN BE

EVALUATED USING SPLINT,

SPLIG.

THE SPLINE MAY BE INTEGRATED USING
FOR A SMOOTHING SPLINE FIT SEE SUBROUTINE SMOOTH.

DESCRIPTION OF ARGUMENTS
THE USER MUST DIMENSICN ALL ARRAYS APPEARING IN THE CALL LIST,

EeGo

X{N), Y{N), YPIN), YPF(N), W(3N)

-=INPUT--

X
Y
N

ISX

ARRAY OF ABSCISSAS CF DATA (IN INCREASING ORDER)

- ARRAY OF ORTCINATES OF DATA

THE NUMBER OF CATA POINTS., THE ARRAYS X, Y, AND
YPP MUST BE DIFENSICNED AT LEAST N. (N «GE.
MUST EE ZERO ON THE INITIAL CALL TO SPLIFT.

IF A SPLINE IS TO BE FITTED TO A SECOND SET OF DATA.

THAT HAS THE SAME SZT OF ABSCISSAS AS A PREVIQUS SET,
AND IF THE CONTENTS OF W HAVE NOT PEEN CHANGED SINCE

THAT PREVIOUS FIT WAS COMPUTED, THEN ISX MAY BE

SET TC ONE FOK FASTER EXECUTION.

YP,
&)

A1 ,B1,ANsEN - SPECIFY THE £ND GCONDITIONS FOR THE SPLINE WHICH

ARE EXPRESSED AS CONSTRAINTS ON THE SECOND DERIVATIVE
OF THE SPLINE AT THE END POINTS (SEE YPP).
THE ENO CONDITICN CONSTRAINTS ARE

YPP(1) = A1*YPP(2) + B1
AND

YPP(N) = AN*YPP(N-1) ¢ BN
WHERE

ABS(A1) LT, 1.0 AND ABS(AN).LT, 1.0.
THE SMOOTHEST SPLINE (I.E.y LEAST INTEGRAL COF SQUARE
OF SECOND DERIVATIVE) IS OBTAINED BY A1=B1=AN=8N=0,
IN THIS CASE THERE IS AN INFLECTION AT x(1) AND X(N).
IF THE DATA IS TO BE EXTRAPOLATED (SAY, BY USING SPLINT
TO EVALUATE THE SPLINE OUTSIDE THE RANGE X (1) TO X{(M)),
THEN TAKING A1=AN=0.5 AND Bi=BN=0 MAY YIZLOD BETVER
RESULTS, 1IN THIS CASE THERE IS AN INFLECTION
AT X(1) = (X(2)=X(1)) AND AT X{(N) + (X(N}-X(N-1)).
IN THE MORE GENERAL CASE OF A1=AN=A AND B1=8N=0,
THERE IS AN INFLECTION AT . X(1) - (X(2)=-X(1)})*A/(1.0-A)

AND AT XUN) + (X(N)=X(N=-1))*A/(1.G-A).

A SPLINE THAT HAS A GIVEN FIRST DERIVATIVE YPi AT X{1)
AND YPN AT Y{(N) MAY B8E DEFINED 8Y USING THE

FCLLCWING CONDITIONS,

Al=-0.5

81= 3.0*((Y(2)=-Y(1))}/(X(2)=X(1))-YPL)/(X(2)-X(1})
AN==0,5

BN==3 0% (LY(N)=Y{(N=1D )/ IXAN)=XIN=1) D =YPN} /(XIN) =X(N=-1})

-=0UTPYT~--
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Ye - ARRAY OF FIRST DERIVATIVES OF SPLINE (AT THE X(I))
YPP - ARRAY OF SECOND DERIVATIVES OF SPLINE (AT THE X(I))
IERR - A STATUS CODE
--NCRMAL CODE
1 MEANS THAT THE REQUESTED SPLINE WAS COMPUTED.
-~ABNORFMAL CODES
2 MEANS THAT Ny, THE NUMBER OF POINTS, WAS «LT. 4.
3 MEANS THE ABSCISSAS WERE NOT STRIGTLY INCREASING,

-~WORK=-
W - ARRAY CF WORKING STCRAGE DIMENSIONED AT LEAST 3N,

SPLINT SPLINT SPLINT SPLINTY SPLINT SPLINT SPLINT
X R Y Y I N R P Y P YR ATy S

LTI 222 LS R ST 2 S RS X 2 3
PRRRENEZ RIS FLENINERE
FRENBIVRESE

SUBROUTINE SPLINT (XY YPPyNyXIsYIsYPI,YPPI,NI,KERR)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -~
Re Eo HUCOLESTON = DIVISION 8322
Ts He JEFFERSON - BIVISION 8322

WRITTEN BY RONDALL E. JONES

ABSTRACT

SPLINT EVALUATES A CUBIC SPLINE AND ITS FIRST AND SECOND
OERIVATIVES AT THE ABSCISSAS IN XI. THE SPLINE (WHICH

IS DEFINED BY X, Y, AND YPP) MAY HAVE BEEN DETERMINZD BY
SPLIFT OR SMOOTH OR ANY OTHER SPLINE FITTING ROUTINE THAT
PROVIDES SECOND DERIVATIVES.

DESCRIFTION OF ARGUMENTS
THE USER MUST DIMENSIGN ALL ARRAYS APPEARING IN THE CALL LIST,
EeGse XIN)y YIN)y YPPIN), XI(NI)y YI(NI}y YPI(NI), YPPI(NI)

-=INFUT--
X - ARRAY OF ABSCISSAS (IN INCREASING ORDER) THAT DEFINE THE
SPLINE, USUALLY X IS THE SAME AS X IN SPLIFT OR SMOOTH.
Y - ARRAY OF ORDINATES THAT ODEFINE THE SPLINE. USUALLY Y IS

THE SAME AS Y IN SPLIFT OR AS R IN SHO0QTH.

YPP ~ ARRAY CF SECONC DERIVATIVES THAT DEFINE THE SPLINE.
USUALLY YPP IS THE SAME AS YPP IN SPLIFT OR R2 IN SMOQTH

N = THE NUMBER OF DATA POINTS THAT DEFINE THE SPLINE.

X THE ARRAYS X, Y, AND YPP MUST BE DIMENSIONED AT LEAST N.

N MUST BE GREATER THAN OR EQUAL T0 2.

XI = THE ABSCISSA OR ARRAY .QOF ABSCISSAS (IN ARBITRARY ORDER) .
AT WHICH THE SPLINE IS TO BE EVALUATED.
EACH XI(K) THAT LIES BETWEEN X(1i) AND X(N) IS A CASE OF
INTERPOLATION, EACH XI(K) THAT OOES NOT LIE BETWEEN
X{1) AND X(N) IS A CASE OF EXTRAPOLATICN. BOTH CASES
ARE ALLOWED. SEE DESCRIPTION OF KERR.

NI - THE NUMBER OF ABSCISSAS AT WHICH THE SPLINE IS TO BE
EVALUATED. IF NI IS GREATER THAN 1, THEN XI, YI, YPI,
AND YPPT MUST BE ARRAYS DIMENSIONED AT LEAST NI,
NI MUST BE GREATER THAN OR EGQGUAL TO t.

--0UTPUT--

YI - ARRAY OF VALUES OF THE SPLINE (ORDINATES) AT XI.
YPI - ARRAY QOF VALUES OF THE FIRST DERIVATIVE OF SPLINE AT XI.
YPPI- ARRAY OF VALUES OF SECOND DERIVATIVES OF SPLINE AT XI,
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KERR- A STATUS CODE
-=NORMAL CODES
1 MEANS THAT THE SPLINE WAS EVALUATED AT EACH ABSCISSA
IN XI USING ONLY INTERPOLATION.
2 MEANS THAT THE SPLINE WAS EVALUATED AT EACH ABSCISSA
IN XI, BUT AT LEAST ONE EXTRAPOLATICN WAS PERFORMED.
-= ABNCRMAL CODE
3 MEANS THAT THE REQUESTED NUMBER OF EVALUATICNS, NI,
WAS NOT POSITIVE,

SPLIQ sPLIQ SPLIQ SPLIQ SPLIQ sPLIG SPLIG SPLIQ

FPERSIPER BRSBTS FREINLEIRSRERV RN EIRBFSFIER VS
BERFBFVBFPV IR IRV SSRIRIFRRBIRYE
BRFEIFSERBECRERRREES
SRS RNRBERE

SUBROUTINE SPLIQ(XsY4sYPyYFP4NyXLOyXUF4NUPyANS, IERR)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CONSULTANTS AT SLL INCLUDE -
Re Ee+ FUDDLESTON - OIVISION 8322
Te He JEFFERSON - DIVISION 8322

THIS ROUTINE WAS WRITTEN BY M, K. GORDON
ABSTRACT

SUBROUTINE SPLIQ INTEGRATES A CUSBIC SPLINE (GENERATED BY
SPLIFT,SMCOTH,ETC.) ON THE INTERVALS (XLOsXUP(I)), WHERE XUP
IS A SEQUENCE OF UPPER LIMITS ON THE INTERVALS OF INTEGRATION.
THE CNLY RESTRICTICNS ON XLO AND XUP(®*) ARE

XLO oLT. XUP(1),

XUP(TI) +LE. XUP(I¢1) FOR EACH I .
ENDPCINTS BEYCOND THE SPAN OF ABSCISSAS ARE ALLOWED.
THE SPLINE OVER THE INTEPVAL (X(I),X(I+1)) IS REGARDED
AS A CUTIC POLYNOMIAL EXPANDED ABOUT X{I) AND IS INTEGRATED
ANALYTVICALLY.

DESCRIPTICN OF ARGUMENTS
THE USER MUST DIMENSION ALL AR2AYS APPEARING IN THE CALL LIST,
EeGs X{(N)y YIND, YP(N), YPP(N), XUP(NUP), ANS(NLP)

-=INPUT--

X « ARRAY OF ABSCISSAS (IN INCREASING ORDER) THAT DEFINE THE
SPLINE. USUALLY X IS THE SAME AS X IN SPLIFT OR SMOOTH.

Y - ARRAY OF ORDINATES THAT DEFINE THE SPLINE. USUALLY Y IS
THE SAME AS Y IN SPLIFT OR AS R IN SMOOTH.
YpP - ARRAY CF FIRST DERIVATIVES OF THE SPLINE AT ABSCISSAS.

USUALLY YP IS THE SAME AS YP IN SPLIFT OR R1 IN SMOOTH.

YPP <~ ARRAY OF SECOND DERIVATIVES THAT DEFINE THE SPLINE.
USUALLY YPP IS THE SAME AS YPP IN SPLIFT OR k2 IN SMCOTH

N - THE NUMBZIR OF DATA POINTYS THAT DEFINE THE SPLIME.

XLO = LEFT ENDPOINT OF INTEGRATION INTERVALS.

XUP = RIGHT ENCPOINT CR ARRAY OF RIGHT ENDPOINTS OF
INTEGRATION INTERVALS IN ASCENOING OROER.

NUP - THE NUMBER CF RIGHT ENDPOINTS. IF NUP IS GREATER THAN
19 THEN XUP ANC ANS MUST BE OIMENSIOMED AT LEAST NUP,

-=0UTPUT=--

ANS -- ARRAY CF INTEGRAL VALUES, THAT IS,
ANS(I) = INTEGRAL FRCM XLO TG XUP(I)
IERR -- ERRCR STATUS
1 INTEGRATION SUCCESSFUL
2 IFFROPER INPUT - NeLT.4 OR NUP.LT.1
3 IMPROPER INPUT - ABSCISSAS NOT IN
STRICTLY ASCENDING ORDER
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4 IMPROPER INPUT - RIGHT ENODPOINTS XUP NOT
IN ASCENDING ORDER

IMPROPER INPUT - XLOJGT.XUP(1)

INTEGRATICN SUCCESSFUL BUT AT LEAST ONE ENDPOINT
NOT WITHIN SPAN OF ABSCISSAS

*% NOTE. ERRCHK PROCESSES OIAGNOSTICS FOR CODES 2435495

W ou
M

SSORY SSORT SSORTY SSCRT SSORT SSORT SSORT SSORT

(22 X2 S S ST PSR I RS LSS 2SS SRS RSS2 S 2 X 2 2
(XS XIS RS SIS RS SR 22 2 Y )
LA I LR R XL IS RS 22 X 2
LS X222 22 3

SUBROUTINE SSCORT(X,Y4N,K)
SANDIA MATHEMATICAL PROGRAM LIBRARY

CCNSULTANTS AT SLL INCLUDE -
Rs E. HUDDLESTCN - OIVISION 8322
T. H. JEFFERSON - DIVISION 8322

WRITTEN BY RONDALL E JONES -

ABSTRACT
SSORT SORTS ARRAY X AND OPTIONALLY MAKES THE SAME
INTERCHANGES IN ARRAY Y. THE ARRAY X MAY BE SORTED IN
INCREASING ORDER OR OECREASING ORDER. A SLIGHTLY MODIFIEOD
SHELL SORT ALGORITHM IS USED,

REFERE NCE
A HIGH SPEED SORTING PROCEDURE, D L SHELL, CACM JULY 1959

DESCRIPTION OF PARAMETERS

X = ARRAY OF VALUES TQO BE SORTED (USUALLY ABSCISSAS)

Y - ARRAY TO BE (OPTIONALLY) CARRIED ALONG

N = NUMBER OF VALUES IN ARRAY X TO BE SORTED

K = CONTROL PARAMETER
=2 MEANS SORT X IN INCREASING ORDER AND CARRY Y ALONG.
=1 MEANS SORT X IN INCREASING ORDER (IGNORING Y)
=-1 MEANS SORT X IN DECREASING ORDER (IGNORING Y)
=<2 MEANS SORT X IN DECREASING ORDER AND CARRY Y ALONG.

CHECK INPUT DATA

STEPL STEP1 STEPL STEPL STEP1 STEPL STEP1 STEPL

PRSI BFSU R ARSI IS S S IR LSRR NSRBI FL LSS INEY
R A RS XXX XSRS LIS ST X LS S 2 ) SN
T Y YT R P I YNV YY T
B TTEIY TN YN
SUBROUTINE STEPLUF 4 NEQN,Y yX sHsEPSoHT4START,
1 HOLD, KyKOLD,CRASH,PH1,P,Y¥P,PSI,
2 ALPHABETA4SIGyVsHyGyPHASEL 4NSsNORND)

SANDIA MATHEMATICAL PROGFAM LIBRARY
CONSULTANTS AT SLL INCLUDE -
Re E« HUDOLESTON ~ OIVISION 8322
Te He JEFFERSON - DIVISION 8322
WRITTEN BY L. F. SHAMPINE AND M. K. GORDON

ABSTRACT



38

SUBROUTINE STEP1 IS NORMALLY USED INDIRECTLY THROUGH SUBROUTINE
ODE . BECAUSE OCDE SUFFICES FOR MOST PROBLEMS AND IS MUCH tASIER
TO USE, USING IT SHOULD 2E CONSICERED BEFORE USING STEP1 ALONE.

SUBROUTINE STEP1 INTEGRATES A SYSTEM OF NEQN FIRST OROER ORDINAR
DIFFERENTIAL EQUATIONS ONE STEP, NORMALLY FROM X TO X+H, USING A
MODIFIED DIVIDED DIFFERENCE FORM OF THE AOAMS PECE FORMULAS. LOCAL
EXTRAPCLATICN IS USED TO IMPROVE ABSOLUTE STABILITY AND ACCURACY.
THE COOE ADJUSTS ITS ORDER AND STEP SIZE TO CONTROL THE LOCAL ERROR
PER UNIT STEP IN A GENERALIZED SENSE. SPECIAL DEVICES ARE INCLUDED
TO CONTRCL ROUNQCFF ERRQOR AND TO DETECT WHEN THE USER IS REQUESTING
T00 MUCH ACCURACY,

THIS CCDE IS COMPLETELY EXPLAINED AND ODOCUMENTED IN THE TEXT,
COMPUTER SOLUTICM OF ORDINARY DIFFERENTIAL EQUATIONSS THE INITIAL
VALUE PRCBLEM BY L. Fo SHAMPINE AND M. K. GORDON.

THE PARAMETERS REPRESENT!
F «- SUBROUTINE TO EVALUATE DERIVATIVES
NEQN -~ NUMBER OF EQUATICNS TC BE INTZGRATED
Y(*) == SOLUTION VECTOR AT X
X == INDEPENDCENT VARIABLE
H -- APPROPRIATE STEP SIZE FOR NEXT STEP. NORMALLY DETERMINED BY
CODE
EPS -~ LOCAL ERROR TOLERANGE
WT(®*) =-- VECTOR OF WEIGHTS FCR ERROR CRITERIOMN .
START -- LOGICAL VARIABLE SET .TRUE., FOR FIRST STEP, LFALSE.
OTHERMISE
HOLD =-- STEP SIZE USED FCR LAST SUCCESSFUL STEP
K == APPROPRIATE ORDER FOR NEXT STEP (DETERMINED 8Y CODE)
KOLD -- ORDER USED FOR LAST SUCCESSFUL STEP
CRASH -- LOGICAL VARIABLE SET ., TRUE. WHEN NO SVEP CAN BE TAKEN,
«FALSE., OTHERWISE.
YP(¥) -- DERIVATIVE OF SCLUTICN VECTOR AT X AFTER SUCCESSFUL
STEP
THE ARRAYS PHI, PSI ARE REQUIRED FOR THE INTERPOLATION SUBROUTINE
INTRP , THE ARRAY P IS INTERNAL TO THE CODE. THE REMAIMNING NINE
VARIABLES AND ARRAYS ARE INCLUDED IN THE CALL LIST ONLY TO ELIMINATE
LOCAL RETENTION CF VARIA3LES BETWEEN CALLS.

INPUT TO STEP1
FIRST CALL =~

THE USER MUST PRGOVIDE STCRAGE IN HIS CALLING PROGRAM FOR ALL ARRAYS
IN THE CALL LIST, NAMELY *

DIMENSION YINEQN) yWTINEQN) s PHIINEQN,16) s FINEQN), YPINEQN) »PSI(12),
1 ALPHA(12)4BETA(12),SIG(13),V(12)4H(12),G(13)

THE USER MUST ALSO DECLARE START 4, CRASH 4 PHASE1 AND NORND
LOGICAL VARIABLES AND F AN EXTERNAL SUBROUTINE, SUPPLY THE
SUBROUTINE F(X,Y,YP) TO EVALUATE

DY(I) /70X = YP(I) = FUXeYU1)43Y(2) 54009 YINEQN))
AND INITIALIZE CNLY THE FOLLOWING PARAMETERS?

NEON -« NUMBER CF EQUATICNS .TO BE INTEGRATED

Y{*) -- VECTOR COF INITIAL VALUES OF DEPENDENT VARIABLES

X == INITIAL VALUE OF THE INDEPENDENT VARIABLE

H «- NOMINAL STEP SI2€ INDICATING DIRECTION OF INTEGRATION
AND MAXIVMUM SIZE OF STEP. MUST BE VARIABLE

EPS -~ LOCAL ERROR TOLERANCE PER STEP. MUST BE VARIAELE

Wr(*) -- VECTOR OF NON-7ERO WEIGHTS FOR ERROR CRITERION

START =-= (TRUE,

STEP1 REQUIRES THAT THE L2 NORM OF THE VECTOR WITH COMPONENTS
LOCAL ERROR(L)/ZWT(L) BE LESS THAN EPS FOR A SUCCESSFUL STEP. THE
ARRAY WT ALLONWS THE USER TO SPECIFY AN ERROR TEST APPROPRIATE
FOR HIS PROBLEM. FOR EXAMPLE,
WT(L) = 1.0 SPECIFIES ABSOLUTE ERROR,
= ABS(Y(L))} ERROR RELATIVC TO THE MOST RECENT VALUE OF THt
L=-TH COMPCNENT OF THE SOLUTION,
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ABS(YP(L)) ERRCR RELATIVE TO THE MOST RECENT VALUE OF
THE L-TH COMPCNENT OF THE DERIVATIVE,

AMAX1(WT(L) yABS{Y(L))) ERROR RELATIVE TO THE LARGEST
MAGNITUDE OF L-TH COMPONENT OBTAINED SO FAR,

ABS(Y(L))*RELERR/EPS + ABSERR/EPS SPECIFIES A MIXED
RELATIVE-ABSOLUTE TEST WHERE RELERR IS RELATIVE
ERROR, ABSERR IS ABSOLUTE ERROR AND EPS =
AMAX1 (RELERR,ABSERR) .

it

SUBSEQUENT CALLS --

SUBROUTINE STEP1 IS DESIGNED SO THAT ALL INFORMATION NEEDED TO
CONTINUE THE INTEGRATION, INCLUDING THE STEP SIZE H AND THE ORCER
K 9 IS RETURNED WITH EACH STEP. WITH THE EXCEPTION OF THE STEP
SIZE, THE ERROR TOLERANCE, AND THE WEIGHTSy NONE OF THE PARAMETERS
SHOULD BE ALTERED. THE ARRAY WY MUST BE UPDATED AFTER EACH STEP
TO MAINTAIN RELATIVE ERRCR TESTS LIKE THOSE ABOVE. NORMALLY THE
INTEGRATION IS CONTINUED JUST BEYOND THE DESIRED ENOPOINT AND THE
SOLUTION INTERPOLATED THERE WITH SUBROUTINE INTRP . IF IT IS
IMPOSSIBLE TO INTEGRATE BEYOND THE ENDPOINT, THE STEP SIZE MAY BE
REDUCED TO HIT THE ENDPOINT SINCE THE CODE WILL NOT TAKE A STEP
LARGER THAN THE H INPUT. CHANGING THE OIRECTION OF INTEGRATION,
I+Eey THE SIGN CF H , REQUIRES THE USER SET START = .TRUE. BEFCRE
CALLING STEPYf AGAIN. THIS IS THE ONLY SITUATION IN WHICH START
SHOULD BE ALTERED.

OUTPUT FROM STEP1

SUCCESSFUL STEP =-

THE SUBROUTINE RETURNS AFTER EACH SUCCESSFUL STEP WITH START AND
CRASH SET (FALSEe « X REPRESENTS THE INDEPENDENT VARIABLE
ADVANCED ONE STEP OF LENGTH HOLD FROM ITS VALUE ON INPUT AND ¥
THE SOLUTION VECTOR AT THE NEW VALUE OF X . ALL OTHER PARAMETERS
REPRESENT INFORMATIGN CORRESPONDING TO THE NEW X NEEDED TO
CONTINUE THE INTEGRATION.

UNSUCCESSFUL STEP ~-

WHEN THE ERROR TOLERANCE IS TOO SMALL FOR THE MACHINE PRECISION,
THE SUBROUTINE RETURNS WITHOUT TAKING A STEP AND CRASH = ,TRUE. .
AN APPROPRIATE STEP SIZE AND ERRCR TOLERANCE FOR CONTINUING ARE
ESTIMATED AND ALL OTHER INFORMATION IS RESTORED AS UFON INPUT
BEFORE RETURNING. 7O CONTINUE WITH THE LARGER TOLERANCE, THE USER
JUST CALLS THE CODE AGAINe A RESTART IS NEITHER REQUIRED NOR
DESIRABLE.

SUPORT SUPORT SUPORT SUPORT SUPORT SUPORT SUPORT
X I T YT YRV RTTPYYIRVYVEYYYYYYRYEY VY ¥

L2 XX SIS RS 2RSSR RS S R S R L)
BN FRINEBVEB2IIRIBENN

SErR¥IBINE
- SUBROUTINE SUPORT(YyNROMY 4NCOMP 4 XPTSHNXPTS+AyNROMA +ALPHAJNIC,
1 BsNROWB4BETASNFCyIGOFXsRESAE 9y IFLAGy HWORKyNDW,
2 INORK, NDIW)

SANDIA MATHEMATICAL PROGRAM LIBRARY
CONSULTANTS AT SLL INCLUDE -

Re E+ HUDDLESTON =~ OIVISION 8322
Te Hoe JEFFERSON - DIVISION 8322

WRITTEN BY MELVIN R. SCOTT AND HERMAN A, (BUDDY) WATTS

AR A AL I 2T R S I TR R RS SRS R R TR RS S S22 2SR R RS SR RS2 RERSTRAE SRR Y 2 2

ABSTRACT
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SUBROUTINE SUFORT SOLVES A LINEAR TWO-POINT BOUNDARY-VALUE PROBLEM
OF THE FORM

MATRIX{X)*Y(X) + G(X)

ALPHA, B*Y(XFINAL) = BETA

BY/0X
A*Y(XINITIAL)

THE METHOD OF SOLUTION USES SUPERPOSITION COUPLED WITH AN
ORTHONORMALIZATICN PROCEDURE AND A VARTAEBLE-STEP RUNGE-KUTTA-
FEHLBERG INTEGRATION SCHEME. EACH TIME THE SUPERPOSITICN SOLUTIONS
START TO LOSE THEIR NUMERICAL LINEAR INDEPENDENCE, THE VECTORS ARE
REORTHCNORMALIZED EEFORE INTEGRATION PROCEEDS. THE UNDERLYING
PRINCIPLE OF THE ALGORITHM IS THEN TO PIECE TOGETHER THE
INTERMEDIATE (CRTHOGONALIZED) SOLUTIONS, OEFINED ON THE VARIOUS
SUBINTERVALS, TO CBTAIN THE DESIRED SOLUTIONS.

IR 2T RIS 22X R IR S R R S RS S R X2 S RS S R S S TR IS RS Rl RS L e R R 2 AL RS S X X2 2

REFERENCES
M,Re SCOTT AND H.A., WATTS, SUPORT - A COMPUTER CODE FOR THWO-
POINT BCUNOARY-VALUE PROBLEMS VIA
ORTHCNORMALIZATION, SAND75-0198, SANDIA LABS.,
ALBUQUERQUE, NEW MEXICO, 1975,

SeKes GODUNCV, CN THE NUMERICAL SOLUTION OF BOUNDARY VALUE
PROEBLEMS FOR SYSTEMS OF LINEAR OROINARY
CIFFERENTIAL EQUATIONS, USPEKHI« MAT. NAUK.,
VoL. 16, 1961, 171-174.

XIS 2T RS2 PRS2 R R 2 R 2 S S L SR S X R 2SR ST PR SRS RS RIS RS RS T S RS RS L R L A X

INPUT TO SUPORT
Y Yy e Ty Y Yy I Yy Yy Yy e P Y I RS S SSR SRS S

NROWY = ACTUAL ROW OIMENSION OF Y IN CALLING PROGRAM,
NROKWY MUST BE .GE. NCOMP
NCOMP = NUMBER OF COMPONENTS PER SOLUTION VECTOR.

NCOMP IS EQUAL TO NUMBER OF ORIGINAL DIFFERENTIAL
EQUATIONS. NCOMP = NIC + NFC.

XPTS = DESIRED OUTPUT POINTS FCR SOLUTION. THEY MUST BE MONGTONIC.
XINITIAL = XPTS(1)
XFINAL = XPTS(NXPTS)

NXPTS = NUMBER CF QUTPUT POINTS

A(NRCWA, NCOMP) = BOUNDARY CONDITION MATRIX AT XINITIAL
MUST BE CONTAINED IN (NIC,NCOMP) SUB-MATRIX.

NROWZ? = ACTUAL ROW DIMENSION OF A IN CALLING PROGRAM,
NROWA MUST BE .GE. NIC,

ALPHA(NIC) = BOUNDARY CONDITIOAMS AT XINITIAL.
NIC = NUMBER CF BCUNDARY CONDITIONS AT XINITIAL.

RINROWB,NCOMP) = BOUNDARY CONCITION MATRIX AT XFINAL.
MUST BE CONTAINED IN (NFC,NCOMP) SUB-MATRIX.

NRQWB = ACTUAL ROW DIMENSION OF B. IN CALLING PROGRAM,
NROWB MUST BE .GE. NFC.

BETA(NFC) = B8OUNDARY CONDITIONS AT XFINAL.
NFC = NUMBER CF BOUNDARY CONDITIONS AT XFINAL

9 == THE INHOMOGENEOUS TERM G(X) IS IOENTICALLY ZERO .

IGOFX =
i == THE INHOMOGENEOUS TERM G(X) IS NOT TIODENTICALLY ZERGC.
(IF IGOFX=1, THEN SUBROUTINE GVEC MUST BE SUPPLIED.)
RE = RELATIVE ERROR TOLERANGE USED BY THE INTEGRATOR

(SEE GERK OR RKF)

AE ABSOLUTE ERROR TOLERANCE USED BY THE INTEGRATOR
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(SEE GERK OR RKF)

#3ENOTE- SINCE THE COST TYPICALLY RISES RAPIDLY FOR TOLERANGES BELOMW
1.0E~08, WE SUGGEST THE USE OF LARGER ERROR TOLERANCES. ALSO,
RE AND AE SHOULD NOT BOTH BE ZERC.

WORK(NOW) = FLCATING POINT ARRAY USED FOR INTERNAL STORAGE.

NDOW = ACTUAL ODIMENSION OF WORK ARRAY ALLOCATED BY USER.
AN ESTIMATE FOR NDW CAN BE COMPUTED FROM THE FOLLOWING
NOW=NCOMP**2%¥(410 + NXPTS/2 + EXPECTED NUMBER OF
ORTHONORMALIZATIONS/8)

IWORK(NDIN) = INTEGER ARRAY USED FOR INTERNAL STORAGE.

NDIW = ACTUAL DIMENSION OF IWORK ARRAY ALLOCATED 8Y USER.
AN ESTIMATE FOR NOIW CAN BE COMPUTED FROM THE FOLLOWING
NOIN=11+NCOMP®(1 + EXPECTED NUMBER OF
ORTHONORMALIZAT IONS) . .

$SENOTE -~ THE AMOUNT QF STORAGE REQUIRED IS PROBLEM DEPENDENT ANO MAY
8E DIFFICULT TO PREDICT IN ADVANCE. EXPERIENCE HAS SHOWN
THAT FOR MOST PROBLEMS 20 OR FEWER ORTHONORMALIZATIONS
SHOULD SUFFICE. IF THE PROBLEM CANNOT BE COMPLETED WITH THE
ALLOTTED STORAGE, THEN A MESSAGE WILL BE PRINTED WHICH
ESTIMATES THE AMOUNY OF STORAGE NECESSARY. .

THE USER MUST SUPPLY SUBROUTINES FMAT AND GVEC (THEY MUST 8E
NAMED FMAT AND GVEC) TO EVALUATE THE DERIVATIVES AS FOLLOMWS

SUBROUTINE FMAT(X,Y,YP)

X = INDEPENDENT VARIABLE (INPUT TO FMAT)

Y = DEPENDENT VARIABLE VECTOR (INPUT TO FMAT)

YP = DY/0X = DERIVATIVE VECTOR (OUTPUT FROM FMAT)

COMPUTE THE DERIVATIVES FOR THE HOMOGENEOUS PROBLEM
YP(I} = DY(ID/DX = MATRIX(X) * Y(I) 4 I = L1yeeesNCOMP

SUBROUTINE BVPDER CALLS FMAT NFC TIMES TO EVALUATE THE
HOMOGENEOUS EQUATIONS AND,IF NECESSARY,IT CALLS FMAT ONCE
IN EVALUATING THE PARTICULAR SOLUTION. SINCE X REMAINS
UNCHANGED IN THIS SEQUENCE OF CALLS IT IS POSSIBLE TO
REALIZE CONSIDERABLE COMPUTATIONAL SAVINGS FOR COMPLICATED
AND EXPENSIVE EVALUATIONS OF THE MATRIX ENTRIES. TO DO THIS
THE USER PMERELY PASSES A VARIABLESSAY XS,VIA COMMON WHERE
XS IS DEFINED IN THE FMAIN PROGRAM TO BE ANY VALUE EXCEPT
THE INITIAL X. THEN THE NON-CONSTANT ELEMENTS OF MATRIXIX)
APPEARING IN THE OIFFERENTIAL EQUATIONS NEED ONLY BE
COMPUTED IF X IS UNEQUAL TO XS +WHEREUPON XS IS RESET TO X.

SUBRCUTINE GVEC (X,6)
X = INDEPENT VARIABLE (INPUT TO GVEC)
G = VECTOR OF INHOMOGENEOUS TERMS G(X) (OUTPUT FROM GVEC)

COMPUTE THE INHOMOGENEQUS TERMS G(X)
G(I) = G(X) VALUES FOR I = 1,404.9NCOMP,

SUBROUTINE BVPDER CALLS GVEC IN EVALUATING THE PARTICULAR
SOLUTICM PROVIDED 64X) IS NOT IDENTIGALLY ZERO. THUS, WHEN
IGOFX=0, THE USER NEEC NOT WRITE A GVEC SUBROUTINE. ALSC,
THE USER DOES NOT HAVE TO BOTHER WITH THE COMPUTATIONAL
SAVINGS SCHEME FOR GVEC AS THIS IS AUTOMATICALLY ACHIEVED
VIA THE BVPDER SUBROUTINE.

THE FOLLOWING IS OPTIOMNAL INPUT TO SUPORT TO GIVE USER MORE
FLEXIBILITY IN USE OF CODE. SEE SAND75-0198 FOR MORE INFORMATICN.

SE¥E¥CAUTION ~= THE USER IS AOVISED TO ZERO OUT INORK(1), .e+9IWORK(10)
PRIOR TO CALLING SUPORT.

IWORK(7) =~ IF IWORK(7) = -1, THEN USER CAN INPUT INTO IWORK(8)
THE EXPONENT PARAMETER TO BE USED IN TOLERANCE TEST
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FOR CRTHCNCRMALIZATION.

INORK(8) ~=- THE VALUE OF THE EXPONENTY PARAMETER IN THE TOLERANCE
TEST FOR ORTHCONORMALIZATION. IF USER HAS NCT SET
INCRK(7)==1, THEN THE DEFAULT VALUE IS 0. :
DECREASING THE VALUE OF IWORK(8) RESULTS IN MORE
FREQUENT ORTHONORMALIZATIONS.

INORK(9) -~ INTEGRATOR AND ORTHONORMALIZATION PARAMETER
(DEFAULT VALUE IS 1)
1 = RKF USING GRAM-SCHMIDT TEST.
2 = GERK USING GLOBAL ERROR TEST,

IWORK(410) =~ NORMALIZATICN OF FARTICULAR SOLUTION
(DEFAULT VALUE IS 0)
0 - NORMALIZE PARTICULAR SOLUTION TO UNIT LENGTH AT
EACH POINT OF ORTHONORMALIZATION.
1 - DO NOT NCRMALIZE PARTICULAR SCLUTION

22X XS S RS SRR RIS RS RS S S R A R S L S L S A S S R L R A RS R R R R P RS2 S R 22 X2 XS

OUTPUT FROM SUPORY
SRR S USRNSSR P PSR IS VS SNSRI SRR SR AR SV SRS S S U SUF S SIS F S S SRS R SN SRR SRS H NS

YENROWYNXPTS) = SCLUTION AT SPECIFIED OUTPUT POINTS.

IFLAG OUTPUT VALUES
=-3 SUPORT WAS CALLED WITH INCORRECT NUMBER OF ARGUMENTS,
==2 INVALID INPUT PARAMETERS.
==1 INSUFFICIENT NUMBER OF STORAGE LOCATICNS ALLOCATED FOR
WORK OR IWORK,

=0 INDICATES SUCCESSFUL SOLUTION

=1 A CCMPUTED SOLUTION IS RETURNED 8UT UNIQUENESS OF THE
SCLUTION OF THE BOUNDARY-VALUE PROBLEM IS QUESTIONABLE.

=2 A CCMPLTED SOLUTION IS RETURNED BUT THE EXISTENCE OF THE
SOLUTICN TO THE BOUNOARY-VALUE PROBLEM IS QUESTIONASLE.

¥HENOTE-WE ATTEMPT TO DIAGNOSE THE CORRECT PROBLEM BEHAVIOR
AND REPORT PCSSIBLE OIFFICULTIES BY THE APPROPRIATE
ERRCR FLAG. HOWEVER,THE USER SHOULD PROBABLY RESOLVE THE
PROBLEM USING SMALLER ERROR TOLERANCES AND/OR
PERTURBATIONS IN THE SOUNDARY CONOITIONS OR OTHER
PARAFETERS. THIS WILL OFTEN REVEAL THE CCRRECT
INTERPRETATION FOR THE PROBLEM POSED.

=3 NO SOLUTION RETURNED BZCAUSE THE BOUNDARY CONDITION
MATRIX B*Y({XFINAL) IS SINGULAR.

=4 MAXIMUM NUMBER CF ORTHONORMALIZATIONS ATTAINED BEFORE
REACHING XFINAL.

=13 RANK CF BOUNDARY CONDITION MATRIX A IS LESS THAN NIC.

=20+FLAG FROM INTEGRATOR (GERK OR RKF).

=30 HOMOGENEOUS VECTORS FORM A DEPENDENT SZT.

=31 HOMOGENEOQUS VECTORS PLUS PARTICULAR VECTOR FORM A

DEPENDENT SET,.

WORK(1)9eee s WCRKITIWORK (1)) = ORTHONORHALIZATIOB POINTS
DETERMINED BY BVPORT,

IWORK(1) = NUMEER OF ORTHCNORMALIZATIONS PERFORMED BY E€VFPORT.

INORK{(2) = MAXIMUM NUMBEF OF OQTHONORﬂiLllATIORS ALLOHED AS
CALCULATED FROM STCRAGE ALLOCATED BY USER.

IWORK(3) o INORK (L) 4 ITHORK(S) o IWORK(6) GIVE INFCRMATION ABOUT
ACTUAL STORAGE REQUIREMENTS FOR WORK AND IWCRK
ARRAYS. 1IN PARTICULAR,
REQUIRED STORAGE FOR HWORK ARRAY IS
IHORK(3) ¢+ IWORK(4)*(EXPECTED NUMBER OF ORTHONORMALIZATIONS)

REQUIRED STORAGE FOR IWORK ARRAY IS
IWORK{S) + IWORK(6) *(EXPECTED NUMBER OF ORTHONGRMALIZATIONS)

IWORK{8) = FINAL VALUE OF EXPONENT PARAMETER USED IN TCLERANCE
TEST FOR ORTHONORPALIZATION,
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IWORK(11) = NUMBER OF INDEPENDENT VECTORS RETURNED FROM MGS.
IT IS ONLY OF INTEREST WHEN IFLAG=30 OR 31 IS OBTAINED.

LR 2R 22 2 X2 2 IR R S S A R SR SR 2 T S RS2SR 2 2 R 2 RS L R RS TR SIS RSS2 R 2 2 X X )

(XTI 22 SR IR S R SRR RS PRS2 SR S SR SR R S 2 R RS2 RS2SR R RS RS R R 2 2 )

THE FOLLOWING ARE MACHINE CONSTANTS AND THE SUEBROUTINES IN WHICH
THEY APPEAR. THESE ARE SET FOR THE COC-6600 WHICH CARRIES
APPROXIMATELY FOURTEEN DIGITS.

SUBROUTINE NAME VARIABLE NAME VALUE
SUPORT LPAR 7
BVPORT EPS 1.0E~-11
MGS . EPS 1.0E-11
COEFF SRY 1.0E-07
UCHECK URG 741E-15
RKFS u 7.1E-15
GERKS U 7 +1E-15

THE CCMPUTER UNIT ROUNDOFF ERRCR U IS THE SMALLEST POSITIVE VALUE
REPRESENTABLE IN THE MACHINE SUGCH THAT 1,.+U .GT. 1.
VALUES TO EE USED ARE
9,5E-07 FOR IBM 3607370
1.5€-08 FOR UNIVAC 1108
7.5E-09 FOR POP-10
7.1€-15 FOR CODC-6600 o
2,2E-16 FOR IBM 360/370 DOUBLE PRECISION

O.#"Il"’.l‘..!“.'O.'#""!"""‘#“."‘l#.‘l‘#4""""..“"‘#‘.'!
LRI IS XX 22 S R 2SS R R L A S22 Rt R SRS RS 22 2 SRS RIS RIS RS S X S T 2 R A2 R 2 2 ¥ 2

cCcceccac
o

TJMARY TJMARL TJMARL TJMARYL TJMAR1L TJMARL TJKARL
P T Yy Y RV Y Y Y Y Yy Y YT Y

FESSFIBINFIB RIS UPERNR RS A S
XTSI SIATI YT Y Y
R ERERIEY
SUBROUTINE TJMARL (BoLIN,XINy)WORKyXDATA,Y,I8,FUNCT,DERIV)
FOR DOCUMENTATION SEE SLL-73-0305 TJMARL, A FORTRAM SUBROUTINE
FOR NONLINEAR LEAST SQUARES PARAMETER ESTIMATICN
TJMARL WRITTEN BY THOMAS H. JEFFERSON JRy SANDJIA, LIVERMORE
% % & 3 % TYMARL IS NOT A ROUTINE OFFICIALLY ON THE MATH LIBRARY, BUT
rE e IT IS SUPPCRTED BY THE AUTHOR AT LIVERMCRE.

TJMARL SOLVES THE NONLINEAR LEAST SQUARES PROBLEM AS FOLLCNWS.
GIVEN N#NGCNS FUNCTIONS, RES SuUB I(B) , I=1,N#+NCONS, CF THE
K-VECTOR OF PARAMETERS B, FIND THE VALUE OF THE VECTOR 8 THAT
MINIMIZES PHI, THE SUM OF SQUARES OF THE N+NCONS RESIOUAL
FUNCTIONS,

EXAMPLES OF USE ARE IN DATA FITTING WHERE THE KESIDUAL
FUNCTIONS MIGHT BE ODEFINEDO AS THE OIFFERENCE BETWEEN THE
OBSERVED VALUE AND THE PREODICTED VALUE AT EACH DATA POINT,

RES SUB I = (Y(I) - F(XDATA(I),8 )

ANOTHER APPLICATICN IS- IN SOLVING A SYSTEM. OF ALGEBRAIC
EQUATIONS WHERE THE RESIDUAL FUNCTIONS COULO BE DEFINED AS THE
DIFFERENCE BETWEEN THE RIGHTHAND AND LEFTHAND SIDES OF

- EACH EQUATION,

8 INPUT AND QUTPUT ARRAY OF PARAMETERS.

INPUT INITIAL GUESS FOR PARAMETER VALUES.
OUTPUT FINAL VALUES FOR PARAMETERS.

LIN IMPLUT ARRAY OF INTEGER SUBROUTINE CONSTANTS.
XIN INPUT ARRAY OF REAL SUBROUTINE CONSTANTS,
WORK TEMPORARY WORK ARRAY OF LENGTH AT LEAST

6¥Ke,5¥K*(Kei) FOR AUXILIARY FILE MODE OR
T*KeK*(K+1) FOR ALL IN CORE MODE.
CN QUTPUT
WORK(1) =CONV, STOP INDICATOR.
CONV=0, ERR(R IN TJMARL
CONV=1. EFSILON TEST-=-PARAMETERS DID NOT CHANGE



XDATA
Y
18
FUNCT
DERIV
PR Y
FERRY
1 K
2 N
3 NCONS
4 NF
5 KORV
6 LIST1
7 LIST2
8 LIST3
9 INT
10 rop
11 KILL
12 NPRNT
13 ITAPE
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MUCH FROM ONE ITERATION TO THE NEXT
CONV=2, PHILEPHIMN=-=SUM OF SQUARES.LE.PHIMN
CONV=3., GAMMA LAMBDA TEST--COULO BE RCUNDOFF
PROBLEMS.

CONV=4. GRADIENT OF PHI IS ZERO

CONV=5. FORCE OFF=-=-MAXIMUM NUMBER TTERATIONS
EXCEEDED. SEE LIN(11).

CONV=6, USER ERROR==CHECK INPUT,
WORK(2)=PHIZ, SMALLESY SUM OF SQUARES SC FAR.
WORK{3)=XL, LAST VALUE OF LAMBDA.

WORK(4)=GAMMA, LAST ANGLE(IN DEGREES) BETHEEN
GRADIENT AND LAST INCREMENT.
WORK(5) =PHIUNZ=SUM OF SQUARES OF UNCONSTRAINED
RESIOUALS USING BEST PARAMETERS.
WORK{86) =PHICNZ=SUM OF SQUARES OF CONSTRAINT
RESIDUALS USING BEST PARAMETERS.,

INPUT ARRAY CONTAINING VALUES OF INDEPENDENT VARIABLE
XDATA IS NOT USED BY TJUMARY EXCEPT TO PASS IN
ARGUMENT LIST TO FUNCT AND DERIV.

INPUT ARRAY CONTAINING VALUES OF DEFENDENT VARIABLE

AT THE N DATA POINTS,

INTEGER INPUT ARRAY CONTAINING NUMBERS OF OMITTED

PARAMETERS.,

USER DEFINED EXTERNAL SUBROUTINE FOR EVALUATING

FUNCTION AND CONSTRAINT RESIOUALS. FCRM CF ROUTINE

SUBROUTINE FUNCT(I4XDATA,Y,8,F,RES,PRNT)
DIMENSTIOM XDATAC( },Y(1),8(1),FRNT(S)
TJMARY WILL PASS TO THIS ROUTINE I,XDATA,Y, AND

Be F, RES, AND PRNT( ) SHOULD THEN BE DEFINED IN

FUNCT. I IS THE DATA POINT NUMBER BETHEEN 1 ANO

N+NCONS., XDATA AND Y ARE AS IN TJUMAR1 CALLING LIST.

B IS THE CURRENT SET OF PARAMETERS BEING CONSIDERED.

F SHOULD BE THE FUNCTION VALUE AT OATA POINT I.

RES SHOULD BE THE RESIDUAL AT DATA POINT I.

PRNT(J) ,J=1,NPRNT ARE THE ADDITIOMAL IVTEMS TO Bt

PRINTED ALONG WITH DATA IF LIN(12) IS POSITIVE.

USER DEFINED EXTERNAL SUBROUTINE FOR EVALUATING

ANALYTIC DERIVATIVES IF LIN(S5)=2. DERIV IS NOT

CALLED IF ESTIMATED DERIVATIVES ARE USED, BUT EVEN

THEN SOME ARGUMENT MUST APPEAR IN ITS PLACE IN

THE TJMARY CALLING LIST. FORM OF ROUTINE

SURRGUTINE DERIV(IoXDATA,Y48B,F4RES,PD)
DIMENSION XDATA( ),Y(1),B(1),PD(1)
T, XDATA,Y,8,F,RES ARE AS DEFINED ON THE PREVICUS

CALL TO FUNCT. FOR J=14K PO(J) SHOULD BE DEFINED

TC BE THE NEGATIVE OF THE DERIVATIVE OF RESIDUAL I

WITH RESPECT TO PARAMETER 8(J).

FUNCT AND DERIV MUST APPEAR IN AN ZXTERNAL STATEMENT

IN THE ROUTINE THAT CALLS TJMAR1.
LIN ARRAY BELCH

NUMBER OF PARAMETERS.,

NUMBER OF DATA POINTS.,

NUMBER OF CGNSTRAINTS, I.E. RESIOUALS WITH NO OATA.
NUMBER OF OMITTED PARAMETERS.

«EQe1 ESTIMATED OERIVATIVES.

«EQ.2 ANALYTIC OERIVATIVES.

DETERMINES TYPE OUTRUT BEFORE INIT ITERATIONS

DETERMINES OUTPUT AFTER INIT ITERATIONS BUT BEFORE

CONVERGENCE OR FORCE OFF.,
DETERMINES TYPE OUTPUT AFTER CONVERGENGE OR FORCE OFF
«GT.0 LESS DETAILED PRINT OUT AFTER INIT ITERATICNS.
«EQ.0 SAME TYPE PRINT OUT FOR ALL ITERATIONS. \
«EQ¢1 PRINTER PLOT SCALE DETERMINED EBY INPUT YMN AND

YMX.
«EQs2 PRINTER PLOT AUTOMATICALLY SCALED BY ROUTINE.
+«EQse3 NO PRINTER PLOT. ODATA LISTEO INSTEAD.
+GE+1 FORCE OFF AFTER KILL ITERATIONS.
«EQ.0 NQ FORCE OFF
NUMBER OF ADOITIOMAL WORDS TO BE PRINTED AT EACH
DATA POINT. MUST BE «GE.O0 AND +LE.S5.

NUMBER OF FILE ON WHICH OUTPUT IS MWRITTEN.

ITAPE=6 IS DEFAULT SO ON PROGRAM CARD SHOULD BE



XX 2

14 JKTAPE

15 L NWORK

186 JCENTD

YMN
YMX
XLAM
oLT
DEL

W &EWN R

6 GAMCR

B8 TAU

9 PHIMN
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DECLARED TVAPE6=0UTPUT.
NUMBER OF TEMPORARY SCRATCH FILE.
JKTAPE=3 IS DEFAULT, SO IF SCRATCH FILE IS USED
TAPE3 SHCULD BE DECLARED ON PROGRAM CARD.
«LE. NUMBER OF WORDS AVAILABLE IN TEMPORARY
WORK ARRAY WORK. USED IN DETERMINING WHETHER OR
NOT TO KRITE ON SCRATCH FILE.
«EQ.1 DO NOT USE CENTRAL DIFFEREMES IN CALCULATING
ESTIMATED PARTIAL DERIVATIVES.
+EQe2 USE CENTRAL DIFFERENCES ONLY AFTER CONVERGENGCE
RITHOUT CENTRAL DIFFERENCES.
+EQe3 USE CENTRAL DIFFERENGES FOR ALL ESTIMATED
PARTIAL DERIVATIVES.

XIN ARRAY BELOW

MINIMUM SCALE VALUE FOR PRINTER PLOTTING.
MAXIMUM SCALE VALUE FOR PRINTER PLOTTING.
INITIAL VALUE TO 8E ADDED TO OIAGONAL OF FTP=A MATRIX

IN ESTIMATED DERIVATIVE ROUTINE B*DEL + OR - OLT
IS THE INCREMENT USED FOR CALCUALTING DERIVATIVE
CRITICAL VALUE OF ANGLE BETWEEN GRADIENT AND D8
INCREMENTS IN CONVERGENCE ROUTINE. ANGLE IS
MEASURED IN SCALED SPACE.
USED IN EPSILON TEST,
USED IN EPSILON TEST,
EPSILON TEST FOR CONVERGENCE IS SATISFIED
IF FROM ONE ITERATION TO THE NEXT ALL COMPONENTS OF
PARAMETER VECTOR 8 AND CORRESPONDING INCREMENT VECTOR
DELE SATISFY
ABS(DELB(J)) .LE. (E*ABS(B(J))I+TAU) 5 J=1,K
END ITERATING AND RETURN IF PHI.LE.PHIMN

IF ANY VALUE IN THE XIN AND LIN ARRAYS IS .LE. 0 THE DEFAULT VALUE

CCRRESPONDING TO THAT INPUT CONSTANT WILL BE USED.
THIS DOES NOV APPLY TO XIN(1) AND XIN(2).

LINC1) o LINCZ)oLIN(21S) MUST BE SPECIFIED AS POSITIVE
QUANTITIES OF ERRORS WILL OCCUR. THE BUILT IN DEFAULT
VALUES ARE USUALLY SATISFACTORY FOR ALL OTHER XIN
AND LIN QUANTITIES.

~====FURTHER EXPLANATION OF THE THREE LIST PARAMETERS, LISTV,V=1,2,3

LISTY

e na

WO BN & NN

NC QUTPUT

ERRORS

ERRORS+AEBREVIATED

ERRORS+ABBREVIATED#DATA(PLOT OR COLUMN DEP ON LOP)
ERRORS+ABBREV. +CORREL MATRIX
ERRORS+AEBREV.4CORREL MATRIX+DATA

ALL EXCEPT FOR BOTH DATA AND CORREL. MATRIX

ALL EXCEPT DATA

ALL

LISTV.GE. 10 INDIVIDUAL DIGITS ARE EXAMINED TO OETERMINE

wonh

FERYS

nuH

(2N N g

L]

OPTIONS.

¢ DIGITS ARE ORDERED FROM LOW ORDER TO HIGH ORDER.
====~ DIGIT ONE.

HEADER

TABLE OF INPUT CONSTANTS.

BOTH HEADER AND TABLE OF INPUT CONSTANTS.
----- DIGIT TwWQ.

COLUMNAR DATA LISTING

PRINTER PLOT OF DATA.

BOTH COLUMNAR DATA LISTING AND PRINTER PLOT.
~===«= DIGIT THREE.

CORRELATION MATRIX.
~eee~ QOIGIT FOUR.

-

INCREMENTS

BETTER PHI OR NOT,

BOTH INCREMENTS AND BETTER PHI OR NOT.
----- 0IGIT FIVE.

W N

1 PARAMETERS
2 PHI s GAMMAZLAMRDA, .0
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B0TH PARAMETERS AND PHI GAMMA,LAMBDA,..

HAS STRECHING HELPED.

BOTH PARAMETERS AND HAS STRECHING HELPE

BOTH PHI,GAMMA,LAMBDAyes. ANO STRECHING

ALL THREE=-~PARAMETERS+PHIgeeey AND STRE

IF ANY DIGIT IS ZERC, THE CORRESPONDING OPTIONS AkE
CHOSEN.

IF LISTV IS «GE.2 THEN ERRORS WILL BE PRINTED.

IF ANY MORE OPTIONS THAN ERRORS ARE CALLEC FOR, THEN

~N AN et

D.

HELPED.
CHING.
NOT

HEADER(AND TRAILER) IS CHOSEN AUTOMATICALLY.

N ZEROIN ZERGIN ZERCIN ZEROQIN ZEROQIN
I I R R Y T PV Y R Y YRV YOS YRS YO

(LR LI A IR S22 S22 2SS X2 2 2 22 X 2 3
SBEXVER IR ESRESELS
¥NBRRESERY

SUBROUTINE ZEROIN(F,B4sCyRE,AEL,IFLAG)
SANDIA MATHEMATICAL PROGRAM LIERARY

CONSULTANTS AT SLL INCLUDE -
Re E. HUDDLESTON = OIVISION 8322
T. He JEFFERSON - OIVISION 8322

BASEDC ON A& METHOD 8Y T J DEKKER
WRITTEN BY L F SHAMPINE AND H A WATTS
MODIFIED FOR THE MATH LIRBRRARY 8Y C B BAILEY

ABSTRACT
ZERQIN SEARCHES FOR A ZERQ OF A FUNCTION F{X) BETWEEN
THE GIVEN VALUES B8 AND C UNTIL THE WIOTH OF THE INTERV
(ByC) HAS COLLAPSED TO WITHIN A TOLERANCE SPECIFIED AY

ZERQIN

AL

THE STOPPING CRITERION, ABS(B-C) .LE. 2.*(RW*ABS(8) +A£).,

THE METHOO USED IS AN EFFICIENT COMBINATION OF BISECTION ANG
THE SECANT RULE., IM ORDER TO INSURE THAT ZERCIN WILL CONVERGE
TC A ZERO, THE USER SHOULLC PICK VALUES FOR B8 AND C AT WHICH
THE FUNCTIOM OIFFERS IN SIGh.

DESCRIFTION OF ARGUMENTS
FsB,C4oRE AND AE ARE INFUT PARAMETERS
BsC AND IFLAG ARE CUTPUT PARAFMETERS

F NAME OF THE REAL VALUED EXTERNAL FUNCTION. THIS MNANME
MUST BE IN AN EXTERNAL STATEMENT IN THE CALLING
PROCGRAM, F MUST BE A FUNCTION OF ONE REAL ARGUMENT.,

8 ONE END OF THE INTERVAL (B4C)e THE VALUE RETURNED FOR
8 USUALLY IS THE BETTER APPROXIMATION TO A ZERG OF F.

c THE OTHER END CF THE INTERVAL (8,C)

RE RELATIVE ERROR USED FOR RW IN THE STOPPING CRITERIOM,
IF THE REQUESTED RE IS LESS THAN MAGHIN- PRECISION,
THEN RW IS SET TO APPROXIMATELY MACHINE PRECISION.

AE - ABSOLUTE ERROR USED IN THE STOPPING CRITERICN. IF THE
GIVEN INTERVAL (8,C) CONTVTAINS THE ORIGIN, THEN A
NONZERO VALUE SHOULD BE CHOSEN FOR AE.

IFLAG - A STATUS CODE. WUSER MUST CHECK IFLAG AFTER EACH CALL.

CONTRCL RETURNS TO THE USER FROM ZEROIN IN ALL CASES.,
ERRCHK DOOES NOT PROCESS DIAGNOSTICS IMN THESE CASES.
1 8 IS WITHIN THE REQUESTED TOLERANCE OF A ZERO.
THE INTERVAL (B,C) COLLAPSED TO THE REQUESTED
TOLERANCEy THE FUNCTION CHANGES SIGN IN (B8,C), AND
F(X) DECREASED IN MAGNITUDE AS (ByC) CCLLAPSED.
2 F(B) = 0. HOWEVER, THE INTERVAL (B,C) MAY NOT HAVE
CCLLAPSED TC THE REQUESTED TOLERANCE.
3 B8 MAY BE NEAR A SINGULAR POINT OF F(X),
THE INTERVAL (B,C) COLLAPSED TO THE REQUESTED
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TOLERANCE AND THE FUNCTION CHANGES SIGN IN (B,C) B8UT
F{X) INCREASED IN MAGNITUDE AS (8,4C) COLLAPSED,I.E.
ABSIF(B OUT)) GT. MAX(ABS(FIB IN)),ABS(FIC IN}))
& NO CHANGE IN.SIGN OF F(X) WAS FOUND ALTHOUGH THE
INTERVAL (B,C) COLLAPSED TO THE REQUESTED TOLERAMNCE.
THE USER MUST EXAMINE THIS CASE AND DECIDE WHETHER
8 IS NEAR A LOCAL MINIMUM OF F(X)y OR B IS NEAR A
ZERO OF EVEN MULTIPLICITY, OR NEITHER OF THESE.
S TOO MANY (.GT. S00) FUNCTIGN EVALUATIONS USED.

REFERENCES
1« L F SHAMPINE AND H A WATTS, ZEROIN, A ROOT-SOLVING CODE,
SC~TM-70-631, SEPT 1970.
2¢ T J DEKKER, FINDING A ZERO BY MEANS OF SUCCESSIVE LINEAR
INTERPOLATION, ®CONSTRUCTIVE ASPECTS OF THE FUNDAMENTAL
THEOREM OF ALGEBRA®, EDITED BY B DEJON AND P HENRICI, 19€9.
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